
 

A Fast Insertion Tabu Search with Conflict-Avoidance Heuristic for
the Multisatellite Multimode Crosslink Scheduling Problem
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Abstract: An  agile  earth-observing  satellite  equipped  with  multimode  cameras  capable  of  transmitting

observation  data  to  other  satellites  is  developed  to  rapidly  respond  to  requests  with  multiple  observation

modes.  This  gives rise to  the Multisatellite  Multimode Crosslink Scheduling (MMCS) problem, which involves

allocating observation requests to agile satellites,  selecting appropriate timing and observation modes for the

requests,  and  transmitting  the  data  to  the  ground  station  via  the  satellite  communication  system.  Herein,  a

mixed integer programming model is introduced to include all complex time and operation constraints. To solve

the MMCS problem, a two-stage heuristic  method,  called Fast  insertion Tabu Search with Conflict-avoidance

(FTS-C)  heuristic,  is  developed.  In  the  first  stage,  a  conflict-avoidance  insertion  algorithm  is  designed  to

generate  a  high-quality  initial  solution  by  considering  the  requests  transmission  and  download.  Further,  the

tabu search-based second stage optimizes the initial solution. Finally, an extensive empirical study based on a

real-world situation demonstrates that FTS-C can generate a solution with higher quality in less time than other

state-of-the-art algorithms and the CPLEX solver.

Key words:  earth observation satellites scheduling; tabu search heuristic; data transmission and download; mixed

integer programming model

1　Introduction

Agile Earth Observation Satellites (AEOSs) are widely
used  for  resource  exploration,  disaster  surveillance,
urban  planning,  and  crop  monitoring[1].  Current
satellites,  such  as  the  high-resolution  multimode
observation  satellite  launched  by  China  in  2020,  are
equipped  with  multimode  cameras,  enabling  them  to
acquire images with different  resolutions.  Generally,  a
higher  resolution  leads  to  better  image  quality;

however,  it  also  requires  longer  observation  time  and
larger  onboard  storage.  Users  tend  to  select  images
with  higher  resolutions,  even  when  lower  resolutions
can  meet  their  requirements.  Therefore,  with  an
increasing number of user requests, it is challenging for
satellite  operation  management  to  satisfy  more  users
with limited satellites[2].

Generally,  the  fulfillment  of  requests  involves  two
steps:  observation  and  download.  Currently,  most
AEOSs are capable of transmitting observation data to
ground  stations  through  intersatellite  links  due  to  the
growth  of  intersatellite  link  technology[3].  Therefore,
the observation data can be downloaded to the ground
more  quickly,  thereby  shortening  the  response  time.
Consequently,  another  step  is  added  to  the  process  of
fulfilling  requests:  observation,  transmission,  and
download,  as  shown  in Fig.  1.  This  development  has
increased  the  complexity  of  the  effective  management
of data transmission across the AEOSs system[4].
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The  aforementioned  features  of  the  satellite  system
give  rise  to  a  new  scheduling  problem  owing  to  the
selection  of  different  observation  modes  and  the
transmission of observed data between the satellites[5].
There  is  a  set  of  observation  requests  with  predefined
priority.  The  problem presented  in  this  study  involves
allocating  observation  requests  to  satellites,  selecting
the timing and observation mode for  the requests,  and
delivering the data generated to the ground through the
satellite communication system. We name the problem
the  Multisatellite  Multimode  Crosslink  Scheduling
(MMCS)  problem.  The  key  word “crosslink” in  the
name of this problem emphasizes the intersatellite data
transmission process.

Existing  studies  have  widely  examined  the  Multiple
Earth  Observation  Satellite  Scheduling  (MEOSS)
problem,  which  is  similar  to  MMCS  in  terms  of  the
scheduling process. Particularly, a set of weighted tasks
is  scheduled  for  the  satellites  in  their  visible  time
windows,  which  is  subject  to  energy  consumption
restrictions.  Therefore,  we  first  review  the  MEOSS
problem,  which  has  been  proven  to  be  NP-hard[6].  A
basic  introduction  can  be  found  in  Ref.  [7].  MEOSS
can often be modeled as a common problem structure,
such  as  a  0-1  knapsack  problem[8],  a  mixed  integer
model[9, 10],  an  original  constraint  satisfaction
problem[11],  or  a  model  with  multiobjective
frameworks[12].  The metaheuristic method is a popular
approach  for  solving  the  MEOSS  problem,  which  is
inspired  by  general  phenomena  or  specific  domain
knowledge[13],  including  genetic  algorithms[14],
adaptive large neighborhood search[15],  tabu search[16],
and  particle  swarm  optimization[17].  In  addition,
Lagrangian relaxation[18] and exact algorithms (such as
branch  and  bound[19, 20],  and  dynamic  programming
methods[21])  have  also  been  employed  to  simplify  the
problem-solving  procedure  and  obtain  an  optimal
solution.  Notably,  Wang  et  al.[22] formulated  the

MEOSS  problem  as  an  unrelated  parallel  machine
scheduling  problem,  then  developed  a  novel
preprocessing  algorithm  to  effectively  reduce  the
problem  size.  Additionally,  the  introduction  of  deep
learning  techniques  and  the  advent  of  the  transformer
network  provide  a  fresh  perspective  for  solving  the
online  MEOSS  problem[23].  However,  in  contrast  to
MMCS, storage capacity constraints have been ignored
in  some  of  the  abovementioned  studies.  Additionally,
few  studies  have  formulated  task  observation,
transmission,  and download as  a  unified model  due to
the limitations of satellite technology.

Despite  similarities  with  MEOSS,  MMCS has  some
extra features in its  problem objectives,  decisions,  and
constraints.  First,  MMCS  schedules  requests  in
different observation modes. Particularly, in addition to
scheduling the time of observation, MMCS decides the
mode  of  observation,  increasing  the  variable  space  of
the  model.  Chen  et  al.[9] addressed  the  problem  of
selecting  imaging  types  for  different  observation
requests  and  developed  an  improved  Mixed  Integer
Linear  Programming  (MILP)  model.  Second,  new
constraints,  including  task  dependencies,  precedence,
and  time-dependent  transition  time,  are  modeled  in
MMCS,  which  are  often  overlooked  in  many  recent
multiorbit  satellite  scheduling  formulations[1, 7, 24, 25].
Third,  the  observation,  transmission,  and  download
operations  in  MMCS  are  integrated  into  a  unified
model,  considering  the  time  dependencies  and  the
coupled  relationships  between  them.  Therefore,  the
number  of  decision  variables  and  the  structural
complexity of the unified model are increasing.

Only a handful of researchers have investigated task
observation  and  download  scheduling.  Marinelli
et  al.[18] investigated  satellite  range  scheduling  with
resource  constraints  and  proposed  a  time-indexed  0-1
programming  formulation.  Although  a  Lagrangian
relaxation  heuristic  was  introduced  to  reduce  variable
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Fig. 1    Diagram of the process of fulfilling requests.
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spaces  in  their  model  and  solve  the  problem,  satellite
energy  and  memory  storage  consumption  were  not
considered. Hu et al.[26] developed a B&P algorithm to
compute  optimal  integer  solutions  for  the  MILP
formulation  which  they  proposed  for  the  satellite
observation  and  download  scheduling  problem.
However,  these  methods  can  only  be  used  to  solve
small  instances  due  to  time  complexity  limitations.
Wang  et  al.[25] proposed  a  nonlinear  programming
model  to  address  the  integrated  Earth  Observation
Satellites  (EOSs)  scheduling  problem,  taking  energy
and  memory  storage  into  consideration.  Based  on  the
research  of  Wang  et  al.[25],  Sarkheyli  et  al.[16]

constructed  a  mixed  integer  programming  model  with
cloud  coverage  constraints  and  task  revisit  properties.
Similarly,  Xiao  et  al.[27] studied  the  uncertainties  of
weather during the observation process and proposed a
two-stage  flow  scheme  to  address  it.  Berger  et  al.[13]

proposed  a  quadratically  constrained  program  solver
relying on the approximate objective function proposed by Wang
et  al.[25] and  added  some  new  operational  constraints.
Zhang  and  Xing[28] and  Chen  et  al.[29] adopted
improved  genetic  algorithms  for  solving  the  satellite
observation and downlink scheduling problem. Among
them, Zhang and Xing[28] further incorporated the real-
transmit  mode,  in  which  the  satellite  downloads
observation  data  immediately  when  the  observation
time window overlaps with the downlink time window.
However, as opposed to MMCS, these studies ignored
data transmission across satellites.

Zhu  et  al.[30] and  Kennedy[31] considered  data
transmission between satellites in their integrated EOSs
scheduling  problem.  Zhu  et  al.[30] utilized  a  relay
satellite  to  transmit  data,  which  serves  as  a  receiver
(from a satellite) and a transmitter (to a ground station).
A two-phase genetic annealing algorithm was designed
to  optimize  the  proposed  mixed  integer  programming
model.  Rather  than using a  relay satellite,  Kennedy[31]

demonstrated  and  verified  the  feasibility  of  data
transmission  through  satellite  crosslinks,  their  data
transmission  settings  are  very  similar  to  those  for
MMCS,  where  satellites  are  capable  of  imaging,
receiving, and transmitting data to other satellites,  and
downloading data  to  the  ground.  However,  to  the  best
of our knowledge, none of these studies examined agile
satellites in the integrated satellite scheduling problem.

Several  studies  employed  exact  optimization
algorithms  for  the  MEOSS  problem,  such  as  branch

and bound[19, 20],  Russian Doll  search[32],  and dynamic
programming  methods[21].  These  exact  optimization
algorithms  are  more  suitable  for  the  small-scale
MEOSS problem than  for  the  MMCS problem,  which
has  complex  time  coupling  constraints.  Therefore,
heuristics  and  metaheuristics  are  ideal  alternatives.
Local  search  approaches  comprise  commonly
employed  heuristics.  The  critical  issues  with  these
algorithms  are  the  use  of  iterations  and  the  effect  of
neighborhood  structures  in  the  search  space.  Liu
et  al.[15] developed  an  Adaptive  Large  Neighborhood
Search  (ALNS)  to  search  for  a  conflict-free  solution
and a  time slack  strategy to  handle  the  transition  time
for tasks in a single satellite  scheduling problem. This
method  was  later  adapted  to  solve  a  multisatellite
scheduling  problem  by  He  et  al.[33] Based  on  these
studies,  He  et  al.[10] designed  an  algorithm  that  is  a
novel  hybridization  of  ALNS  and  other  local  search
algorithms.  However,  this  study  did  not  consider  data
transmission  across  satellites  and  the  selection  of  the
observation  mode,  which  are  common  restrictions  in
reality.  In  addition,  there  exist  limited  up-to-date
studies  related  to  Tabu  Search  (TS),  which  has  strong
convergence  and  has  shown  great  success  in  dealing
with  complex  time  constraints[34].  In  particular,  TS
outperforms other metaheuristics like ALNS, because it
prevents  ineffective  search  moves,  which  is  crucial
when each search has a substantial  computational cost
in  problems  with  complex  time  constraints  like
MMCS.  Therefore,  this  study  considers  a  TS-based
algorithm  and  adopts  relevant  state-of-the-art
techniques to solve the MMCS problem.

Therefore,  this  study  investigates  a  novel  problem
involving  multiple  mode  selection  and  data
transmission  across  a  multisatellite  system,  which
differs  from  state-of-the-art  integrated  EOSs
scheduling[13, 16, 35].  We  propose  an  effective  heuristic
that  includes  a  conflict-avoidance  insertion  algorithm
that  considers  request  transmission  and  download  to
generate  a  high-quality  initial  solution.  Further,  an
improved  algorithm  based  on  TS  is  designed  to
optimize  the  solution  with  an  acceptable  runtime.
Numerical  experiments  demonstrate  the  effectiveness
of  the  algorithm  in  terms  of  solution  quality  and
efficiency against state-of-the-art algorithms.

The remainder of this study is organized as follows:
Section  2  describes  MMCS  and  its  mathematical
model.  Section  3  outlines  a  Fast  insertion  TS  with
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Conflict-avoidance  (FTS-C)  heuristic.  Section  4
presents  the  experimental  results,  and  Section  5
presents our conclusions.

2　Problem Description

2.1　Problem definition

In the MMCS problem, there are a set of requests with
a  predefined  priority  and  a  set  of  satellites  with
intersatellite  links  to  fulfill  the  requests  and download
them to the ground station.

The  properties  of  each  request  that  must  be
considered are as follows:
• For  each  request,  there  is  a  user-specific  priority

that  describes  the  importance  and  urgency  of  that
request.  In  addition,  some  requests  must  follow  a
sequence  constraint  predefined  by  the  users.  For
example,  some requests  must  start  only after  the other
requests are fulfilled.
•

S 1 R1

S 2 R2 S 1

R1

S 2 S 2

R2

R1

 The request is fulfilled after it is downloaded to the
ground  station.  Note  that  the  request  can  be
downloaded  by  the  satellite  observing  it  and  other
satellites.  When  the  request  is  downloaded  by  other
satellites  the  transmission  of  the  generated  data
between  the  observing  and  downloading  satellites
occurs via the intersatellite link. Particularly, as shown
in Fig.  1a,  satellite  observes  request ,  while
satellite  observes  request .  Further,  satellite 
transmits  the  data  generated  for  request  to  satellite

,  as  shown  in Fig.  1c.  Subsequently,  satellite 
downloads  the  data  generated  for  and  the  data
generated for  to the ground station in Fig. 1c. This
process  of  fulfilling  a  request  includes  three  types  of
tasks: observation, download, and transmission.

2.2　Assumptions

As the MMCS problem is complicated owing to many
constraints,  the  following  assumptions  and
simplifications are made:
• Each  satellite  has  a  maximal  accumulated

operation  times  and  a  maximal  onboard  storage  per
satellite  orbit.  The  maximal  accumulated  operation
times  is  a  simplification  of  the  satellite’s  onboard
energy  constraints.  In  addition,  each  satellite  has
onboard  data  storage,  which  is  consumed  with  every
observation  and  is  relieved  by  every  download  and
transmission.  The  data  storage  consumed  must  be
within the capacity.
• MMCS  considers  a  satellite  with  several

observation  modes.  The  selection  of  different  modes
for  a  request  will  influence  the  revenue  obtained  and
the memory storage consumption.
• MMCS assumes that the intersatellite link is fixed,

which  means  that  the  task  has  only  one  transmission
route once the observing satellite and the downloading
satellite are determined.

2.3　Notations

2.3.1　Sets and parameters
The  sets  and  parameters  used  for  the  problem
formulation are listed as follows:

R = 1, 2, . . . , NR

|R| = NR

(1)  is  the  set  of  requests  with
.

T = 1, 2, . . . , NT |T | = NT =

4NR T T o = 1, 2, . . . , NR

T d = NR+1, NR+2, . . . , 2NR

T t = 2NR+1, 2NR+2, . . . ,
4NR

T = T o∪T d ∪T t

(2)  is the set of tasks with 
. From the task set ,  is the set of

observation  tasks,  is  the
set  of  download  tasks  and 

 is the set of transmission tasks. The task set is the
union of the observation set,  the download set and the
transmission  task  set,  which  can  be  expressed  as

.
dunit

i i(a)  is the unit execution duration of task .
ωunit

i i
ωunit

i ∈ [1,10]
(b)  is  the  unit  execution  revenue  of  task ,

where .  One  of  the  objectives  is  to
maximize  the  total  revenue  from  all  the  observation
tasks.

vunit
i i

vunit
i

i

i+NR

vunit
i = − vunit

i+NR

(c)  is the unit consumed storage for task . Note
that  the  value  of  unit  consumed  storage  for  the
observation  task  is  positive,  while  the  value  of  unit
consumed storage for the corresponding download task

 is  negative.  This  can  be  expressed  by

δ

dunit
i

(d)  is  a  coefficient  that  reflects  the  linear
relationship between the observation mode and the task
unit duration .

ε

vunit
i

(e)  is  a  coefficient  that  reflects  the  linear
relationship between the observation mode and the task
unit consumed storage .

S = 1, 2, . . . , NS k

k

(3)  is  the  set  of  satellites,  and  is
the index for the satellites in the set of satellites S. For
satellite , the following attributes are defined:

Ek

k
(a)  represents the maximal accumulated operation

time per orbit for satellite .
Ck k(b)  is the maximal storage capacity of satellite .
αk k(c)  is the dummy source task for satellite .
βk k(d)  is the dummy sink task for satellite .
a1 a2 a3 a4(e) , , ,  and  are  four  different  transition
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angular velocities for different transition angles.
Wik = 1, 2, . . . , NWik

i k
|Wik | = NWik j

Wik

j Wik

(4)  is  the  set  of  visible  time
windows  between  task  and  satellite  with

, and  is the index for the time window in
the  set  of  visible  time  windows .  For  each  time
window  in , the following attributes are defined:

bi jk j
i k

(a)  is  the  start  time  of  time  window  between
task  and satellite .

ei jk j
i k

(b)  is  the  end  time  of  time  window  between
task  and satellite .

aγi jk aπi jk aφi jk bγi jk bπi jk bφi jk(c) , , , , ,  and  are  the
parameters of the functions of angles.

U = 1,2, . . . ,NU |U | = NU

u
u

(5)  is the set of orbits with ,
and  is the index for the set of orbits.  For each Orbit

, the following attribute is defined:
qu

i jk i
j k

u qu
i jk = 0

 is a binary parameter that equals 1 only if task 
has a visible time window  on satellite  during orbit

; otherwise, .
M = 1, 2, . . . , NM

|M| = NM m

i
m

m ·ωunit
i m ·δ ·dunit

i m ·ε · vunit
i

(6)  is the set of observation modes
with ,  where  is  the  index  for  the  set  of
observation  modes.  The  task  revenue,  task  duration,
and  task  consumed  storage  are  linearly  related  to  the
observation  modes  selected  by  the  requests.
Particularly,  if  task  is  selected  to  be  observed  using
observation  mode ,  then  its  task  revenue,  task
duration  and  task  consumed  storage  are  given  by

, , and , respectively.
2.3.2　Variables
The  variables  used  for  problem  formulation  are  listed
as follows:

xi jkm

i j k
m

(1)  is a binary variable that equals 1 only if task
 and visible time window  are selected by satellite 

using  the  observation  mode .  All  tasks  belonging  to
the same request have the same observation mode.

li
i

xi jkm li i

(2) ,  a  decision  variable  of  the  model,  is  the  start
time  of  task .  The  aim  of  solving  this  problem  is  to
determine the values of  and  for each task .

xi jkm li

The  following  defines  several  variables  that  can  be
determined if  and  are given:
• vi

i vi

m vi =
∑

m∈M∑
k∈S
∑

j∈Wik m · xi jkm ·ε · vunit
i

  is the real storage consumed by the selected task
, which is given by the product of  and the selected

observation  mode .  It  is  calculated  by 
.

• di i
dunit

i
m

di =
∑

m∈M
∑

k∈S
∑

j∈Wik m · xi jkm ·δ ·dunit
i

  is  the  real  task  duration  of  the  selected  task ,
which is given by the product of  and the selected
observation  mode .  It  is  calculated  by

.
• zik  is  the  onboard  data  volume  remaining  on  the

k isatellite  after processing task .
• yii′k i

i′ k
i i′

  is a binary variable that equals 1 only if task 
and  task  are  executed  on  the  same  satellite ,  and
task  is the immediate precedent task of task .
• γi πi φi

i
γi = aγi jk · li+bγi jk πi = aπi jk · li+bπi jk φi = aφi jk·

li+bφi jk li
j k

 , ,  and  are  the  roll  angle,  pitch  angle,  and
yaw angle for task ,  respectively. They are calculated
by , ,  and 

,  where  the  task  start  time  is  in  the  time
window  of satellite .
• θii′

i i′

θii′ = |γi−γi′ |+ |πi−πi′ |+ |φi−φi′ |

  is  the  total  angle  to  transition  between  two
adjacent  observations  for  task  and  task .  It  is
calculated by .
• sii′

i i′

i i′

  is  the  transition  time  between  two  adjacent
observations  for  task  and  task .  This  is  the  time
taken by the satellite to transition from the observation
angle  for  task  to  task .  It  is  determined  by  the
following piecewise linear function:
 

sii′ =



10+
θii′

a1
, θii′ ⩽ 15;

15+
θii′

a2
, 15 ⩽ θii′ ⩽ 40;

20+
θii′

a3
, 40 ⩽ θii′ ⩽ 90;

25+
θii′

a4
, θii′ > 90

(1)

2.4　Mathematical formulation

2.4.1　Objective function
G

Gr

Gs

ωunit
i

m i

i
i+NR Gs

The optimization objective  is composed of two parts,
the total task revenue  and the average response time

.  The  total  task  revenue  is  the  sum of  the  real  task
revenue  that  is  the  product  of  and  the  selected
observation mode . The response time of request  is
defined  as  the  difference  between  the  execution  start
time  for  the  observation  task  and  download  task

.  The  objective  is  to  minimize  the  average
value of all selected requests,
 

Gr =max
∑
m∈M

∑
i∈T o

∑
k∈NS

∑
j∈Wik

m · xi jkm ·ωunit
i (2)

 

Gs =min

∑
i∈T o

(lNR+i− li)

NR
(3)

2.4.2　Constraints
The constraints for this problem are listed below.

(1) Uniqueness observation constraint
  ∑

m∈M

∑
k∈S

∑
j∈Wik

xi jkm ⩽ 1, i ∈ T o (4)
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Constraint  in  Formula  (4)  states  that  each  request  is
observed  at  most  once,  regardless  of  what  kind  of
observation mode is used.

(2) Sequence and precedence constraint
  ∑

r ∈ βk∪T o, r,i

yirk =
∑
m∈M

∑
j∈Wik

xi jkm, i ∈ αk ∪T o, k ∈ S (5)

  ∑
r ∈ αk∪T o, r,i

yrik =
∑
m∈M

∑
j∈Wik

xi jkm, i ∈ βk ∪T o, k ∈ S (6)

Constraints  in  Eqs.  (5)  and  (6)  state  that  there  can
only be one task directly preceding and following each
selected task on a satellite, respectively.

(3) Time window constraint
 

bi jk ⩽ li+H ·
1− ∑

m ∈ M

xi jkm

 ,
li ⩽ ei jk +H ·

1− ∑
m ∈ M

xi jkm

 ,
i ∈ T, j ∈Wik, k ∈ S (7)

Hwhere  is a suitable large number.
Constraints  in  Formula  (7)  provides  the  time  bound

for a selected task.
 

li+di+ si (i+NR) ⩽ li+NR , i ∈ T o (8)
 

li+di+ si (2NR+2i−1) ⩽ l2NR+2i−1, i ∈ T o (9)
 

l2NR+2i+d2NR+2i+ s(2NR+2i)(i+NR) ⩽ li+NR , i ∈ T o (10)

i
i+NR

i
i+NR

Constraints  in  Formulas  (8)−(10)  are  precedence
constraints  that  restrict  some  tasks  to  follow  a  user-
defined  order.  Constraint  in  Formula  (8)  requires  the
end  time  of  observation  task  to  be  earlier  than  the
start  time  of  the  corresponding  download  task .
Constraints  in  Formulas  (9)  and (10)  mandate  that  the
transmission  tasks  should  be  executed  between
observation  task  and  the  corresponding  download
task .

(4) Transition time constraint
 

li+di+ sii′ +H · (yii′k −1) ⩽ li′ , i, i′ ∈ T, k ∈ S (11)

Constraint  in  Formula  (11)  requires  that  the  time
between any two tasks must be enough for the satellite
to finish its transition.

(5) Maximal slew times constraint
  ∑

m∈M

∑
i∈T

∑
j∈Wik

xi jkm ·qu
i jk ⩽ Ek, k ∈ S , u ∈ U (12)

Constraint  in  Formula  (12)  restricts  the  maximal
operation times,  which bounds the  operation times for

every satellite in each obit.
• Download task selection constraint

  ∑
k∈S

∑
j∈Wik

x(i+NR) jkm =
∑
k∈S

∑
j∈Wik

xi jkm, i ∈ T o, m ∈ M (13)

i+NR

i

Constraint  in  Eq.  (13)  mandates  that  the  download
task  will  be  executed  if  its  corresponding
observation  task  is  selected,  and  the  observation
modes  of  the  tasks  belonging  to  the  same  request  are
the same.

(6) Data storage constraint
 

zik + vi′ +H · (1− yii′k) ⩾ zi′k,

zik + vi′ +H · (yii′k −1) ⩽ zi′k,

zik ⩽Ck, i ∈ T, k ∈ S (14)

Constraint in Formula (14) mandates that the satellite
storage for the entire period cannot exceed the maximal
storage capacity of the satellite.

(7) Transmission task constraint

i
2NR+2i−1 2NR+2i T

2NR+2i−1
2NR+2i

2NR+2i 2NR+2i−1

When an observation task is  not  downloaded by the
satellite  observing  it,  a  set  of  transmission  tasks  over
the  intersatellite  link  are  executed.  The  corresponding
transmission tasks of observation task  can be indexed
by  and  in  task  set ,  where  task

 corresponds  to  the  satellite  sending  the
request  data  and  corresponds  to  the  satellite
receiving  the  request  data,  for  the  transmission  task

 and ,
 

x(2NR+2i−1) jkm =

max

0,∑
j∈Wik

xi jkm−
∑
j∈Wik

x(NR+i) jkm

 ,
x(2NR+2i) jk′m =

max

0, ∑
j∈Wik′

x(NR+i) jk′m−
∑

j∈Wik′

xi jk′m

 ,
i ∈ T o, k, k′ ∈ S , k , k′ (15)

2NR+2i−1
k i

k

The  first  equation  in  Eq.  (15)  mandates  that  the
transmission  task  will  not  be  executed  on
satellite  if its corresponding observation task  is not
selected or  downloaded by satellite  that  observed it.
The  second  equation  in  Eq.  (15)  expresses  the  same
restrictions.
 

l2NR+2i−1 = l2NR+2i, i ∈ T o (16)

2NR+2i−1 2NR+2i
i

Constraint  in  Eq.  (16)  mandates  the  transmission
tasks  and  for the observation task
 must be simultaneous.
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(8) Variable domains constraint
 

xi jkm ∈ {0,1}, i ∈ T, j ∈Wik, k ∈ S , m ∈ M (17)
 

yii′k ∈ {0,1}, i, i′ ∈ T, k ∈ S (18)
Constraints  in  Formulas  (17)  and  (18)  are  related  to

variable domains.

3　Methodology

Herein,  a  two-stage  method  is  proposed  to  solve  the
MMCS problem. In the first stage, a conflict-avoidance
insertion  algorithm  is  designed,  taking  request
transmission  and  download  into  account  to  generate  a
high-quality  initial  solution.  Further,  the  second  stage
based on TS aims to further optimize it. We name this
method the FTS-C heuristic.

3.1　Conflict-avoidance insertion algorithm

Herein,  we  first  propose  the  conflict-avoidance
insertion  algorithm,  taking  request  transmission  and
download  into  account  to  construct  a  high-quality
initial solution. There are several difficulties:

(1)  The  maximal  slew  times  and  the  data  storage
constraints  mandate  that  there  is  a  probability  that
some  requests  will  not  be  scheduled,  subsuming  this
problem to an oversubscribed scheduling problem.

(2)  The  time  coupling  among  the  observation,
download, and transmission tasks of a request is  tight,
which  complicates  the  local  adjustment  of  the
scheduled task.

(3) The obtainable execution revenue and the storage
consumption  for  a  request  are  uncertain  until  its
observation  mode  is  determined,  making  the  problem
complex.

(4)  The  data  storage  would  run  out  quickly  if
continuous  observations  are  performed.  Therefore,
timely  transmission  or  downloading  of  the  observed
request is crucial.

The  first  difficulty  is  addressed  by  the  proposed
request  ranking  heuristic  in  Section  3.1.2.  The  second
difficulty  is  handled  by  the  designed  time  slack
insertion strategy in Section 3.1.3, particularly for tasks
that  have  close  time  coupling  with  each  other.  In
Section  3.1.4,  we  address  the  last  two  difficulties  by
proposing  the  position  selection  heuristic  for  the
observation  and  download  positions.  The  conflict-
avoidance  insertion  algorithm  framework  is  shown  in
Section 3.1.5.
3.1.1　Characteristics for time windows
Herein,  we  define  some  characteristics  of  time

windows,  which  are  used  in  the  conflict-avoidance
insertion algorithm that will be introduced later.

Wl = ∪ j wl, j

|Wl|

TWl =
∑

j (el, j−bl, j) el, j bl, j

wl, j ∈Wl

W = {W1, W2, . . . , WNW }
Wl W

The first  characteristic  is  the  size  of  a  time  window
set.  Generally,  the  size  of  a  time  window  set

 can be measured using two indicators:  (1)
the  number  of  the  time  windows  in  window  set ,
and  (2)  the  sum  of  all  time  window  duration

,  where  and  are  the  end
time  and  start  time  of  the  time  window ,
respectively.  For  a  collection  of  the  time  window sets

,  the  size  of  time  window  set
 in  is given as follows:

 

Size

Wl,
∪

l

Wl

 = |Wl|
max

l
|Wl|
·

TWl

max
l

TWl

(19)

|Wl| Wl̂

Another  important  characteristic  of  time windows is
the  overlapping time.  As  shown in  the Fig.  2,  for  two
different  time window sets  and ,  we define the
set of overlapping time windows as follows:
 

Woverlap
l, l̂

=

{
wo

l, l̂, j′

∣∣∣∣ [bl, j, el, j]∩ [bl̂, ĵ, el̂, ĵ]
}
,

∀ wl, j ∈Wl, ∀ wl̂, ĵ ∈Wl̂ (20)

el̂, ĵ bl̂, ĵ

wl̂, ĵ ∈W
where  and  are  the  end  time  and  start  time  of
time window , respectively.
3.1.2　Request ranking heuristic

ri

ORi

DRi ORi

Wi

With limited accumulated operation times and onboard
satellite  resources,  the  order  of  requests  to  be  inserted
can directly influence the performance of the insertion
algorithm. In general, a request with fewer and shorter
feasible  observation  time  windows  is  difficult  to
schedule.  Hence,  a  higher  priority  should  be  given  to
schedule  it.  A  Revenue-based  Request  ranking
Heuristic  that  considers  Observation  and  Download
Flexibility (RRH-ODF) is designed by taking this into
consideration.  RRH-ODF evaluates  the  flexibility  of  a
request  with  three  indices:  the  revenue ,  the
observation  scheduling  flexibility  and  the
download  scheduling  flexibility .  First,  is
designed to reflect the difficulty of observing a request.
We  use  the  ratio  of  to  the  entire  set  of  all  request
 

wl, jWl

Wl

wl, j wl, j+1^ ^
^

Wl, l̂

^ ^ wl, j+2^ ^

wl, j+1

overlap wl, l, j'
o

^ wl, l, (j'+1)
o

^ wl, l, (j'+2)
o

^

 
Woverlap

l, l̂
Fig. 2    Diagram of overlapping window set .
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∪
i∈T o

Wi ORitime  windows  to  denote  the  flexibility ,
which is given by
 

ORi = Size

Wi,
∪
i∈T o

Wi

 , i ∈ T o (21)

i

Second,  we  account  for  the  overlapping  of  the
download  time  windows  and  observation  time
windows.  This  is  because  requests  with  extensive
overlap  between  their  observation  and  download  time
windows  have  a  higher  probability  of  being  observed
and  downloaded  by  one  satellite  without  any
intersatellite  transmission.  The  unnecessary
intersatellite transmission would lead to a waste of time
and  memory  storage  resources.  Hence,  we  define  the
overlap  between  download  windows  and  request  as
follows:
 

DRi = Size

Woverlap
i, (i+NR),

∪
i∈T o

Woverlap
i, (i+NR)

 , i ∈ T o (22)

Woverlap
i, (i+NR)

Wi =
∪

k∈S Wik

Wi+NR =
∪

k∈S W(i+NR)k

where the overlap window set  is composed of
observation time window set  overlapped
with  the  corresponding  download  time  window  set

.

ωunit
i

ORi

DRi

RWi

ωunit
i −ORi+DRi

Clearly,  a  request  should  be  scheduled  and
prioritized  if  it  obtains  a  higher  revenue ,  smaller
observation  flexibility  and  larger  download
flexibility .  Taking  this  into  consideration,  RRH-
ODF ranks  the  request  to  be  scheduled  by  the  indices

,  which  are  calculated  by  the  expression,
.

3.1.3　Time slack insertion strategy

Gs

i i+1 i
i+1

Given  a  timeline  with  a  set  of  scheduled  tasks,  the
conflict-avoidance insertion algorithm inserts the tasks
of  the  unscheduled  requests  in  that  timeline  without
any  conflicts.  A scheduled  task  in  the  timeline  can  be
shifted to the left  or  right  in  its  time window to insert
subsequent  tasks.  Based  on  the  average  response  time
objective ,  we  start  the  scheduled  task  as  early  as
possible.  For instance, if  a task is going to be inserted
between  task  and  task ,  task  will  remain
unchanged, and task  will be pushed to the right as
far  as  the  new  task  could  be  placed.  This  guarantees
that no task has an empty space on the left side of the
window,  which  is  effective  in  decreasing  the  running
time of the moving operations.

To  calculate  the  extent  to  which  a  task  can  be
pushed, we propose a Time slack insertion strategy for
complex Time Coupling (T-TC) constraints. The T-TC

is different from the time slack idea described in Refs.
[10, 36],  where  the  time  slack  is  defined  as  the
maximum duration a task can be postponed before the
timeline  becomes  infeasible.  However,  such  ideas
cannot address the problem under consideration herein,
where the postponing of an observation task would also
affect  the  coupled  download  and  transmission  tasks.
Therefore,  T-TC  is  designed  to  handle  the  tight-time
coupling of different types of tasks.

ri = {io, id, ir, is}
rî = {îo, îd} ri

io id

is ir is

ir

εSlack
i

i

io is

io

As  shown  in Fig.  3,  there  is  a  scheduled  request
 and  another  scheduled  request

.  Request  can  be  decomposed  into  an
observation  task ,  a  download  task ,  and
transmission  tasks  and ,  where  represents
sending  the  observed  data  and  means  receiving  the
data.  We  use  the  notation  to  represent  the  time
slack of task . If the task is not a transmission task, the
time slack of each task depends only on the latest start
time of its next job on the timeline. In Fig. 3a, the time
slack  of  only  depends  on  the  latest  start  time  of .
The time slack of  can be calculated as follows:
 

εSlack
io =min (εSlack

is −∆sio, is ,eio − lio −dio ) (23)

εSlack
io εSlack

is io

is dio io lio
io ∆sio, is

lio
lio +εSlack

io −dio bio eio

io

where  and  represent  the  time  slack  of 
and ,  refers to the task execution duration of , 
is  the  task  start  time for ,  is  the  difference  in
the  transition  times  between  task  start  at  and

,  and  and  represent  the  start  and
end times for the time window of , respectively.
 

i o

io i r^ id id^

i d idi r

i si o

^i ô

i sk

k+1

eio
dioli o

(a) Calculation of the time slack for io

(b) Calculation of the time slack for i s

Time window Time slack 

k

k+1

eio−li o−dio

ei s−li s−dis ei s

εi s
Slack

εi r
Slack

 
Fig. 3    Three  different  states  while  calculating  the  time
slack.
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εSlack
is εSlack

ir εSlack
is

When  dealing  with  a  request  transmission,  the  task
must  be  sent  and  received  simultaneously  by  two
satellites. Therefore, the calculation of the time slack of
the  sending task  depends  not  only  on the  next  job  but
also  on  the  time  slack  of  the  corresponding  receiving
task.  For  instance,  from Fig.  3b,  we  can  observe  that

 relies  on .  Therefore,  can  be
expressed by
 

εSlack
is =min (eis − lis −dis , εSlack

ir ) (24)

In  MEOSS,  the  time  slack  for  a  task  is  determined
individually  based  on  its  corresponding  time  window
and  the  latest  start  time  of  the  next  task  on  the  same
timeline.  However,  in  the  case  of  MMCS,  as  the
sending  and  receiving  tasks  from  the  same  request
must  occur  simultaneously,  even  if  the  tasks  are  on
different  timelines,  their  time  slacks  are
interdependent.  Therefore,  it  is  crucial  to  integrate  the
different  timelines  when  calculating  the  time  slack  of
the  task.  It  is  calculated  from  the  last  task  to  the  first
one in a backpropagating manner. The implementation
procedure is depicted in Algorithm 1.

1
1

i

i

2 3 n+1

Two constraints, namely, time window constraints in
Formulas  (7)  and  (11),  should  be  checked  before
determining the position to insert an unscheduled task.
The former constraint mandates that the start time and
end time of the task should be restricted within its time
window.  The  latter  constraint  requires  sufficient
transition  time  between  the  unscheduled  task,  its
predecessor  task  and  its  successor  task.  The  successor
task should be postponed for a duration shorter than its
corresponding time slack. If the time is not enough, this
process also changes the observation mode from a high
resolution to a lower resolution to reduce transmission
and  download  times.  As  shown  in Fig.  4,  there  are
three different cases in the constraint check process for
determining  the  insertion  position,  which  is  the  start,
middle,  and  end  of  the  time  window.  In Fig.  4a,  the
start time of position  should not only be greater than
the end time of task  plus the transition time between
task 1 and task  (transition time constraint in Formula
(11)),  but  also  greater  than  the  start  time  of  the  time
window of  (time window constraint  in Formula (7)).
The  positions  in  the  middle  of  the  time  window  must
conform  only  to  the  transition  time  constraint  in
Formula (11),  as  shown in Fig.  4b. Figure 4c shows a
situation  opposite  to  that  shown  in Fig.  4a.  The  delay
of task  in Fig. 4a, task  in Fig. 4b, and task  in
Fig.  4c  should  be  less  than  the  corresponding  time

 

iSuc εSlack
iSuc

iSuc ∆si, iSuc

li +εSlack
i −di iSuc

Note: represents the successor task of task i ,  
represents the time slack of task , and  denotes the
differential in transition time when task i starts at two distinct
points, specifically, the earliest possible time li and the latest
feasible time , leading to the successor task .

 

...

...

...

Transition time constraint Time window constraint

1 2 3 n

1

1

Time slack for inserted task

in32

2 3 n n+1 

n+1 

n+1 

i

i

Time window for task i

Position 1

Position 2

Position n−1

(a)

(b)

(c)

 
Fig. 4    Three  different  states  encountered  in  finding  the
insertion position, (a) at the start of the time window, (b) in
the  middle  of  the  time  window,  and  (c)  at  the  end  of  the
window.
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slack.
The  above  analysis  shows  that  T-TC  can  obtain  all

potential  insertion  positions.  The  implementation
procedure is depicted in Algorithm 2.
3.1.4　Position selection heuristic
After  finding  all  potential  insertion  positions  for  the
task,  the  insertion  algorithm  selects  the  best  position
and  observation  mode.  This  problem  involves  two
main  challenges.  The  first  challenge  is  to  select  the
proper  insertion  position  to  maximize  the  system
revenue with limited accumulated operation times. The
second  challenge  is  to  arrange  task  transmission  tasks
between the satellites and download them to the ground
station  to  achieve  a  rapid  response  to  the  request
despite the limited onboard memory storage.

First  challenge: The  selection  of  the  insertion
position  and  the  observation  mode  directly  influence
the system revenue and cost. This is because the higher
the  resolution  associated  with  the  chosen  task
observation  mode,  the  greater  the  task  revenue,  while
simultaneously,  a  higher  resolution  observation  mode
would  require  more  task  execution  time  and  storage
resources. To balance the revenue and cost, a revenue-
based,  conflict-avoidance  observation  position
selection heuristic is proposed.

Second  challenge: Every  observation  task  of  the
request  needs  to  choose  an  appropriate  time  to
download  to  the  ground  station  or  transmit  to  another
satellite  to  satisfy  the  onboard  storage  constraints.
However,  the  unnecessary  transmission  tasks  are
associated with  additional  consumption of  storage and
time.  Therefore,  a  download  position  selection
heuristic  is  designed to  minimize  the  request  response
time and extra resource waste on the transmission task.

Overall,  the  position  selection  heuristic  is  divided
into  two  parts  based  on  various  task  types  (i.e.,  the
observation  task  and  the  download  task).  Hence,  the
heuristic  is  named  the  Position  Selection  heuristic  for
Observation and Download tasks (PS-OD).

(1) Observation task

pik ∈ Pi

wpik = [plik, plik +pmik ·dunit
i + s]

Woverlap
pik W

overlap
pik

For  each  potential  position,  we  can  evaluate  the
download difficulty by calculating the overlap between
the  position  and  the  download  time  window  after
obtaining the observation mode, the task start time, the
observation  satellite,  and  the  task  time  slack.  Let  the
time  window for  each  potential  position  to  be

.  Two  overlap  time
windows,  and , as shown in Fig. 5, are

 

 

 

k

k+1

k+2

Widk

Wpik

Wid(k+1)
wid (k+1) ĵ

Wid(k+2)

wpik

overlapWpik

overlapWpik

wo
pik, j

widkj widk (j+1)

wo
pik, (j+1)

Position
time window

Download
time window

Overlap
time window

wid (k+2) ĵ wid (k+2) (j+1)^

wo
pik, j
− − wo

pik, (j+1)
− −

 
Woverlap

pik

W
overlap
pik

Wid k Wid k+1 Wid k+2
i

k k+1 k+2

Fig. 5    Diagram  of  the  overlapping  window  sets 
and ,  where , ,  and  are  the
download time window sets for observation task  of satellite

, , and , respectively.

    852 Tsinghua Science and Technology, June 2024, 29(3): 843−862

 



wpik

k
k (k , k)

defined  to  express  the  position  time  window 
overlapped  with  download  time  window  of  satellite 
and its download time window .

Woverlap
pik W

overlap
pik

PWik

After  obtaining  and ,  we  denote  the
index  to  select  the  observation  position  as
follows:
 

PWpik =pmik ·
χ1 · size

Woverlap
pik ,

∪
pik

Woverlap
pik

+
χ2 · size

Woverlap
pik

,
∪
pik

W
overlap
pik


 , ∀pik ∈ Pi (25)

χ1 χ2

PWik χ1 >> χ2 pmik

where  and  are  the  constant  parameters  for  the
index  subject to ,  and  refers to the
observation mode of the position.

(2) Download task

pmi

plik̄ k̄

Before selecting the download position of a request,
the observation mode  of the request is determined
by  the  observation  position  selection  algorithm.
Constraint  in  Eq.  (13)  requires  that  the  real  task
duration  for  downloading  this  request  is  also
determined. Therefore, we can only select the position
of  the  download task  depending on  the  task  start  time

 and task executing satellite . Intuitively, choosing
the  download  position  with  an  earlier  task  start  time
could obtain a better outcome in terms of task response

plik

k

PW′ik̄

time and system revenue. The task response time refers
to  the  observation  task  start  time  minus  the  download
task end time, which is directly influenced by the task
start  time .  In  addition,  an  earlier  download  task
start  time  can  save  onboard  storage  space  for  other
unscheduled requests. If there is more than one position
that  starts  simultaneously,  we  tend  to  choose  the
position  of  satellite  that  observes  the  task,
considering that transmitting the task to other satellites
would  waste  time  and  resources.  Therefore,  the  index

 are  defined  to  select  the  download  position  as
follows:
 

PW′ik̄ =

1− plik̄
max

i, k̄
(plik̄)

 ·χ1+ I (k = k̄) ·χ2 (26)

I (·)

k = k̄ I (k = k̄)
I (k = k̄)

where  an  indicator  function  is  used  to  signify
certain  conditions.  Particularly,  when  the  satellite  for
downloading  request  is  the  same  as  the  satellite
observes  it  (i.e., ),  equals  1.  Otherwise,

 equals 0.
3.1.5　Conflict-avoidance  insertion  algorithm

framework
Figure  6 shows  the  complete  process  of  the  conflict-
avoidance  insertion  algorithm.  After  initializing  the
request  list,  the  algorithm first  ranks the requests  with

 

Start

Initialize the
requests list

Ranking the request list by
the descending order of RWi
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task io of the first request

Find all insertion position
by GetAllPosition ( )

Calculate all time slack by
GalculateTimeSlack ( )
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download position

Feasibility verification?

No Yes
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Fig. 6    Diagram of the conflict-avoidance insertion algorithm.
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 in  RRH-ODF  and  schedules  them  one  by  one.
When  a  request  is  selected,  observation  task ,
download  task  and  transmission  task  are  inserted
into  the  solution  in  turn.  Four  steps  are  involved  in
inserting  an  individual  task,  regardless  of  its  type:  (1)
finding  all  positions  using  the  function
GetAllPosition ( );  (2) evaluating the best  position; (3)
verifying its feasibility and inserting the task in the best
position  if  feasible;  and  (4)  calculating  the  time  slack
of  all  scheduled  tasks  by  the  function
CalculateTimeSlack ( ).  Algorithm  2  is  terminated
when all requests in the ranked request list are inserted.

3.2　Improvement algorithm based on TS

TS is a well-known local search heuristic first proposed
by Glover[37], and has been applied in various areas[38].
In  TS,  the  recently  visited  solutions  or  the  recently
used  local  search  moves  are  stored  in  a  tabu  list  to
prevent  trapping  in  the  local  optima.  The  forbidden
solutions  or  movements  lose  their  tabu  states  after  a
certain  duration.  The  main  adaptation  of  TS  to  the
problem  proposed  in  this  study  is  that  it  is  more
accurate for domain-specified solution construction and
repair  procedures  for  solution  improvement.  This  can
avoid the extra effort  of resolving conflicts among the
tasks from a single request.
3.2.1　Process of TS algorithm

i

Pi

Pi

Pi

P̃i i

i
Pi P̃i

The TS algorithm (Algorithm 3) contains several major
steps. First, all requests that fail to be inserted with the
maximal  observation  mode  in  the  current  solution  are
added to a queue. Further, the first request in the queue
is  split  into  the  observation,  download,  and
transmission  tasks.  For  every  task  in  the  selected
request, Algorithm 3 cuts its time window and finds the
set of all possible insertion positions . If the position
set  does  not  meet  the  jump  condition  (see  Section
3.2.3),  insertion will  be attempted in  every position in
the  position  set .  Otherwise,  Algorithm  3  will
calculate  all  potential  insertion  positions  for  the
removal  of  each  scheduled  task  in  the  sequence.  The
potential insertion position sets for the removal of each
scheduled  task  are  denoted  as .  When  task  is
inserted, it  will  be added to the removal tabu task list.
If  task  fails  to  be  inserted  after  attempting  all
potential  positions  in  the  set  and ,  the  algorithm
will  remove all  tasks of the request i and add it  to the
insertion tabu task list. Further, the time slack of every
scheduled  task  will  be  recalculated  because  of  the
change  in  the  scheduled  tasks  in  the  current  solution

(i.e.,  insertion  or  removal  of  a  task).  Algorithm  3
repeats these steps until the predefined stopping criteria
are satisfied (Section 3.2.3).
3.2.2　Tabu list setting
As mentioned above, we use two tabu lists, namely, the
removal tabu task list and the insertion tabu task list. A
task  is  added  to  the  removal  tabu  task  list  when  it  is
inserted  into  the  solution.  When  searching  a  position
for  an  unscheduled  task  while  removing  scheduled
tasks, the scheduled tasks in the removal tabu task list
are  forbidden  to  be  removed.  A  task  will  be  added  to
the  insertion  tabu  task  list  when  the  task  (or  the  other
types  of  task  in  the  same  request)  is  not  inserted  into
the solution. The tasks in the insertion tabu task list are
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not allowed to be inserted into the solution. Every task
in  the  removal  (or  insertion)  tabu  task  list  will  be
specified as a tabu tenure (i.e., a number of iterations).
This  means  that  the  task  cannot  be  removed  from  (or
inserted into) the solution during the specific iterations.
3.2.3　Jump conditions and terminal conditions
Jump  conditions  are  those  situations  in  which  the
algorithm skips looking for all potential insert positions
without  deleting  the  task  for  the  selected  unscheduled
task, and instead looks for all potential insert positions
without deleting the already scheduled tasks. There are
three terminal criteria:

(1) All tasks are scheduled and receive full revenue.
(2)  The  number  of  iterations  reaches  the  maximum

allowed value.
(3)  The  objective  value  of  the  current  solution  does

not improve after the maximum number of consecutive
iterations.

4　Experimental Simulation

4.1　Experimental design

The experiments are run on a laptop with an Intel Core
i7-10710U CPU @ 1.10 GHz and 16.0 GB RAM.

a1 = 1.5 a2 = 2 a3 = 2.5 a4 = 3

Herein, the satellite system deployment involves one
ground station and five isomorphic mid-orbit  satellites
(see  Fig.  7).  These  satellites  are  evenly  distributed  on
the  equatorial  plane  and  are  connected  by  real-time
intersatellite links. These links enable them to mutually
transmit  observation  data.  In Table  1,  the  basic
parameters  of  the satellite  system are presented.  Other
parameters  of  the  angle  in  Eq.  (1)  are  as  follows:

, , , and . The request set is
generated  following  the  configuration  from  Liu  et
al.[15],  which  is  randomly  and  uniformly  distributed
over two geographic regions: the area (i.e., China) and
the  whole  world.  For  the  whole  request  set  and  area
request  set,  seven instances  are  designed.  The  number
of requests changes from 50 to 400 with an increment
of 50. The related request parameters in the experiment
are shown in Table 2.

For  each  request,  four  observation  modes  can  be
selected, which are represented as values ranging from
1 to 4. The revenue, processing time, and data storage
of the request are positively and linearly dependent on
the  selected  observation  mode.  In  particular,  the  real
data storage and the processing time during scheduling
are determined by multiplying the value of the selected
observation  mode  and  the  respective  unit  value  in

Table 2.
i m

ωi di vi

ωi = m ·ωunit
i di = m ·δ ·dunit

i

vi = m ·ε · vunit
i δ ε

δ

ε

Particularly,  if  task  is  observed  under  mode ,  its
task revenue ,  duration ,  and consumed storage 
are determined as follows: , ,
and ,  where  and  are  coefficients  of
task duration and consumed storage, respectively. They
directly  affect  how  the  observation  mode  selection
impacts  those  task  features.  Herein,  the  coefficient
values are based on our survey at the China Centre for
Resources  Satellite  Data  and  Application.  The  task
duration  coefficient  is  set  to  0.2,  and  the  task
consumed storage coefficient  is set to 0.7 (see Table 2).
Note  that  the  correlation  coefficients  are  merely  the
input  parameters  for  the  simulation  experiment
scenario,  and  their  values  have  little  impact  on
algorithm  performance  in  practical  applications.
Therefore, the value of the coefficients can be adjusted
according  to  the  real-world  application  scenario  to

 

Satellite

Intersatellite 
link

Ground 
station

 
Fig. 7    Satellite system deployment diagram.

 

Table 1    Basic parameters of satellite system.
Parameter Value Error

POrbital period 21 423 s 3 s
Satellite maximum rolling angle 30° 0.01°
Satellite maximum pitch angle 15° 0.01°
Satellite maximum yaw angle 15° 0.01°

CkSatellite data storage capacity 120 unit 0.01 unit
EkSatellite max operation time 1800 s 3 s

 

Table 2    Request parameters.
Parameter Value

vunit
iRequest unit data storage Random in (15, 25) unit

dunit
iRequest unit processing time Random in (10, 25) s

Request observation mode Random in (1, 4)
ωunit

iRequest revenue Random in (1, 10)
δCoefficient of task duration 0.2
εCoefficient of task consumed storage 0.7
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facilitate the broad applicability of the algorithm.
Each  request  contains  an  observation  task,  a

download  task,  and  a  set  of  transmission  tasks.  The
request  is  fulfilled  only  when  it  is  observed  by  a
satellite and downloaded to a ground station; therefore,
it  contains  at  least  one  observation  task  and  one
download  task.  When  an  observation  task  is  not
downloaded  by  the  satellite  observing  it,  a  set  of
transmission  tasks  occurs  over  the  intersatellite  links.
For  the  same  request,  the  observation  task,  the
download  task,  and  the  transmission  task  share  the
same parameters as those in Table 2 (e.g., task unit data
storage and task unit action duration).

4.2　Experiment  on  conflict-avoidance  insertion
algorithm

The  conflict-avoidance  insertion  algorithm  contains
several  heuristics,  including  the  time  slack  strategy
related  to  transmission  and  download,  the  ranking
heuristic  for  requests,  and  the  selection  heuristic  for
different  positions.  To  investigate  the  effectiveness  of
each heuristic, we replace it with other baselines while
keeping  the  other  heuristics  unchanged.  Two
assessment  criteria  are  employed  to  compare  these
heuristics,  namely,  the  average  response  time  and  the
CPU running time.
4.2.1　Performance of request ranking heuristic

ωi/(di+σ) ωi

di

σ

We  compare  the  performance  of  the  ranking  heuristic
for requests with other heuristics, such as the Revenue-
based  First  (RF)  heuristic  and  the  modified  Weighted
Shortest  Imaging  Time  First  (m-WSITF)  heuristic[39].
The  RF  heuristic  simply  prioritizes  the  requests  with
the  highest  revenue  for  scheduling,  and  the  m-WSITF
heuristic  preferentially  schedules  the  request  with  the
highest  ratio,  where  represents  the
request revenue,  represents the request duration, and

 is  the  average  transition  time  for  every  available
insertion position in the current solution.

Figure 8 shows the performance of  different  request
ranking  heuristics,  where  the  proposed  RRH-ODF
performs  better  than  other  heuristics  both  in  response
time  and  CPU  time.  RRH-ODF  has  a  significant
advantage in terms of response time, especially for the
whole  request  list.  The  response  time  of  the  three
heuristics drops as the number of requests increases up
to  250,  but  increases  with  a  further  increase  in  the
number of requests for the whole request list.  Because
the total  response time is  relatively small  in the initial
stage, the average response time can be large due to the

small  number  of  requests.  In  addition,  the  three
heuristics  have  a  stable  response  time  for  the  area
request  list,  since  the  requests  in  that  list  are  more
crowded and less influenced by changes in the number
of requests. Note that the difference in the values CPU
times  between  RRH-ODF  and  the  other  heuristics
grows with an increase in the number of requests.
4.2.2　Performance of time slack strategy
Herein,  we  compare  the  proposed  Time  slack  insert
strategy  for  T-TC  with  the  No-Time  Slack  (NTS)
strategy  and  the  Backward/forward  Time Slack  (BTS)
strategy[15].  The  NTS  strategy  inserts  the  task  without
moving  any  inserted  task,  and  the  BTS  strategy  only
considers  moving  the  two  tasks  adjacent  to  the
insertion position when inserting a new task.

In Fig. 9,  T-TC has a significant advantage in terms
of  the  request  response  time  compared  with  the
baselines,  particularly  for  the  area  request  list.  When
downloading a request, T-TC can obtain an earlier task
insertion  position  by  moving  the  scheduled  task  to
reduce the request response time. In addition, T-TC has
a  slight  advantage  in  terms  of  CPU  time,  which
increases with an increase in the number of requests.
4.2.3　Performance of position selection heuristics
The  best  PS-OD  heuristic  contains  two  heuristics:  the
observation  position  selection  and  the  download
position  selection.  We  study  them  separately.  The
former  is  compared  with  the  Priority-Based  and
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Fig. 8    Performance  of  RF  heuristic  and  m-WSIPT
heuristic compared with the proposed RRH-ODF.
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Conflict-Avoidance (PBCA) heuristic[40], and the latter
is  compared  with  the  Download-As-Needed  heuristic
(DAN)[41]. The PBCA heuristic prioritizes the positions
that  have  less  overlap  with  other  observation  tasks,
whereas the DAN heuristic schedules a download task.
The PBCA heuristic  prioritizes  the positions that  have
less  overlap  with  other  observation  tasks.  The  DAN
heuristic  schedules  a  download  task  when  the  storage
space is  insufficient,  and selects  the  earliest  download
position  on  the  satellite  that  observed  the
corresponding  request.  As  PBCA  and  DAN  only
consider observation and download tasks, respectively,
they  are  combined  with  our  heuristics  (i.e.,  PBCA  is
combined  with  the  download  position  selection
heuristic  of  PS-OD,  and  DAN  is  combined  with  the
observation  position  selection  heuristic  of  PS-OD)  to
solve the problem under consideration.

As  shown  in Fig.  10,  the  disparity  in  performance
between  DAN,  PBCA,  and  our  PS-OD  is  notable  in
terms  of  the  response  time.  The  results  reveal  that
download  position  selection  has  a  more  significant
impact  on  the  response  time than observation  position
selection. This is because PS-OD allows the request to
be  transmitted  through  the  satellites,  enabling  the
observed data to be transmitted to the satellite in an as
early  as  possible  download  time  window  to  minimize
the average request response time. In addition, PS-OD
has a lower CPU time and growth rate of the CPU time

as compared to the baselines, which indicates the good
performance  of  PS-OD for  solving  large-scale  request
instances.
4.2.4　Analysis of performance gaps

A

Herein,  we  investigate  the  average  performance  gaps
between  the  proposed  conflict-avoidance  insertion
algorithm and other baselines, including the time slack
strategy,  request  ranking  heuristic,  and  position
selection  heuristic.  To  this  end,  the  performance  gap
between  the  proposed  heuristic  and  any  baseline
heuristic  with n instances  is  evaluated  in  the
following:
 

gapA, n =
Resultproposed, n−ResultA, n

ResultA, n (27)

N

Therefore,  we  can  obtain  the  average  gap  for  a
different  type  of  request  distributed  set  (i.e.,  area  and
whole world-distributed) with  instances in total,
 

Gap =
1
N

∑
i

gapA, i (28)

The  performance  gaps  are  shown  in Table  3.  The
proposed  heuristics  are  significantly  superior  to  all
other heuristics considered in this study. Generally, the
proposed heuristics work better when the request set is
area-distributed,  proving  their  help  to  handle  the
complex time conflict among requests. As compared to
the  NTS  and  BTS,  the  proposed  T-TC  outperforms
significantly  in  the  request  response  time  (the
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Fig. 9    Performance  of  NTS  strategy  and  BTS  strategy
compared to the proposed T-TC strategy for TTC.
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Fig. 10    Performance of DAN heuristic and PBCA heuristic
compared to PS-OD.
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performance  gap  is  at  least  50%)  while  slightly
improving  the  efficiency  (CPU  time)  by  8% on
average.  In  contrast,  the  proposed  request  ranking
heuristic  (i.e.,  RRH-ODF)  improves  the  CPU  time
more than the response time. In addition, the download
position  selection  heuristic  works  dramatically  better
both in the CPU time and response time than the DAN
heuristic  (the  performance  gaps  are  87.92% and
89.68%,  respectively)  for  the  area-distributed  request
set.  As  compared  to  the  PBCA  heuristic,  the
observation  position  selection  heuristic  has  a  higher
improvement in the CPU time (more than 58%) than in
the response time (below 44%).

4.3　Experiment on full algorithm

Herein,  we  compare  the  performance  of  the  proposed
FTS-C  heuristic  with  other  state-of-the-art  algorithms,
namely,  ALNS[15],  Adaptive  Large  Neighborhood
Search  with  Tabu  Search  (ALNS-TS)[42],  TS[43],  and
Effective  Tabu  Search  (ETS)[16].  IBM  ILOG  CPLEX
version  12.8  is  used  for  Mixed  Integer  Programming
(MIP) model solving. A time limit of 3600 s is set for
CPLEX  solving,  which  needs  over  100×  as  much
running  time  as  FTS-C  does.  The  results  for  each
algorithm are presented as  an average of  20 runs.  The
value of the tabu tenure is set as 20 and 25 for insertion
and deletion, respectively.

First,  we  compare  the  proposed  algorithm  with  the
CPLEX  solver  in  terms  of  the  solution  quality  and
running  time.  The  solution  quality  includes  the  total
revenue  from  completing  requests  and  the  average

10−1

response time from observing the request to download
the  request.  As  shown  in Table  4,  CPLEX  can  only
find  the  optimal  solution  for  small-scale  instances.  Its
performance  is  unsatisfactory  when  the  instance  size
increases. FTS-C can find the same optimal solution in
terms  of  the  revenue  and  the  near-optimal  solution  in
terms  of  the  response  time  when  the  number  of
requests is below 50. The running times for FTS-C are
on  the  order  of s,  which  are  several  orders  of
magnitude  smaller  than  those  for  CPLEX  when  the
number of requests is large.

A

Then,  we  compare  the  proposed  algorithm  FTS-C
with other algorithms in terms of the revenue gap. The
revenue gap between any baseline Algorithm  and the
proposed FTS-C is calculated by
 

gapA =
GFTS-C

r −GA
r

GFTS-C
r

(29)

The  results  are  exhibited  in Fig.  11.  The  revenue
gaps  between  the  other  algorithms  and  our  proposed
FTS-C  are  greater  than  0,  which  indicates  that  the
revenue obtained by FTS-C is consistently higher than
that  obtained  by  the  other  algorithms.  In  addition,
Fig. 11 shows that the revenue gap for the area request
list  is  higher  than  that  for  the  whole  request  list  on
average, proving that the proposed FTS-C is evidently
superior for the area request list.

Gs

ln ( )

A  comparison  of  the  response  time  for  the  five
algorithms  in  this  study  with  100–400  requests  is
shown  in Fig.  12.  The  values  of  response  time  have
been  charted  on  a  log  scale  for  better  visual

 

Table 3    Performance gaps of baselines compared to the proposed insertion heuristic for different instances.
(%)

Criteria Type of request set
Time slack strategy Request ranking heuristic Position selection heuristic
NTS BTS RF m-WSIPT DAN PBCA

CPU time
Whole 1.57 15.74 33.61 17.96 63.52 58.30
Area 2.65 16.02 49.68 27.06 77.75 65.17

Response time
Whole 64.70 50.02 27.21 17.79 87.92 43.17
Area 72.21 68.96 25.05 16.13 89.68 30.80

 

Table 4    Performance of the proposed algorithm compared to CPLEX for different instances.

Number of requests
CPLEX FTS-C

Total revenue from
completing requests Response time (s) CPU time (ms) Total revenue from

completing requests Response time (s) CPU time (ms)

6 164 32.4 240 164 32.4 42
12 196 42.5 1734 196 42.5 164
25 460 36.7 15 671 460 36.7 257
50 1104 41.8 100 869 1104 41.8 323
100 2046 174.3 3 600 000 2184 78.3 286

    858 Tsinghua Science and Technology, June 2024, 29(3): 843−862

 



comparison.  As  shown  in Fig.  12,  the  advantage  of
FTS-C is significant as compared to the baselines. The
response time of FTS-C is stable and remains at a low
level  with  different  numbers  of  requests.  For  the  area
request  list,  the  gaps  among  different  algorithms  are
bigger, especially the gap between FTS-C and ALNS.

Figure  13 shows  the  variation  of  CPU  time  in
millisecond for different algorithms with an increasing
number  of  requests.  The  difference  of  the  values  of
CPU  time  for  the  five  algorithms  is  negligible  for
small-scale  requests.  However,  as  the  number  of
requests increases, the differences among them become
more  pronounced.  While  the  values  of  CPU  time  for
ALNS,  TS,  and  ALNS-TS  significantly  increase  with
an increasing number of requests, those for FTS-C and
ETS increase slowly. Specifically, as shown in Fig. 13b ,
when the number of requests is 400, the values of CPU

105

103

time  for  ALNS,  TS,  and  ALNS-TS  have  an  order  of
magnitude of , whereas that of FTS-C has an order
of magnitude of only , demonstrating that FTS-C is
the most efficient among the five algorithms.

5　Conclusion

This  study  investigates  a  novel  problem,  namely,
MMCS problem, which is different from the traditional
MEOSS problem in that MMCS schedules tasks are in
different  observation  modes,  and  the  imaging,
transmission,  and  download  operations  are  integrated
into  a  unified  model  while  accounting  for  the  time-
dependent  and coupled relationships  among them.  We
formulate  MMCS  as  a  mixed  integer  programming
model,  which  takes  into  account  the  observation,  data
acquisition,  transmission,  and  download  tasks.  In
addition  to  the  traditional  objective  of  the  AEOS
scheduling  problem,  maximizing  task  revenue,  a  new
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Fig. 11    Performance  of  revenue  gap  of  different
algorithms.
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Fig. 12    Performance  of  response  time  of  different
algorithms.
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and  important  objective  of  minimizing  the  average
request  response  time  is  added  to  reflect  real-world
requirements.

To  solve  MMCS,  FTS-C  heuristic  is  proposed  to
optimize  the  request  revenue  and  the  average  request
response  time.  FTS-C  can  be  split  into  two  parts:  a
conflict-avoidance  insertion  algorithm  and  an
improvement  algorithm  based  on  TS.  In  the
experimental  simulations,  FTS-C is  tested on different
problem  instances  reflecting  real-world  situations.
Experiments  on  conflict-avoidance  insertion  algorithm
show  that  (1)  all  heuristics  discussed  in  this  study
perform  better  on  the  area-distributed  instance,
indicating that the algorithm helps to handle high time-
conflict  requests.  (2) The proposed time slack strategy
works remarkably well in terms of the solution quality
with  a  slight  improvement  in  efficiency.  (3)  The
proposed  request  ranking  heuristic  improves  the
solution  efficiency  more  than  the  solution  quality.  (4)

The download position selection heuristic dramatically
improves  the  solution  quality  and  efficiency.  Further,
an  extensive  empirical  study  based  on  a  real-world
situation demonstrates that FTS-C can produce a higher
quality  solution  in  less  time  than  other  state-of-the-art
algorithms  and  the  CPLEX  solver.  The  strategies
designed to schedule tasks with tight  time and storage
constraints  can  be  instructive  for  addressing  other
similar scheduling problems.

In  the  future,  we  plan  to  enhance  the  insertion
algorithm using machine learning. We believe that the
combination  of  online  machine  learning  and
optimization is a promising approach toward this goal.
In  addition,  it  would  be  a  challenging  and  interesting
topic  to  consider  the  uncertainty  of  data  transmission
through  satellites  and  design  an  algorithm  that
schedules  requests  in  a  stochastic  environment  with
different levels of uncertainty.
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