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Feature-Grounded Single-Stage Text-to-Image Generation

Yuan Zhou�, Peng Wang, Lei Xiang, and Haofeng Zhang

Abstract: Recently, Generative Adversarial Networks (GANs) have become the mainstream text-to-image (T2I)

framework. However, a standard normal distribution noise of inputs cannot provide sufficient information to synthesize

an image that approaches the ground-truth image distribution. Moreover, the multistage generation strategy results

in complex T2I applications. Therefore, this study proposes a novel feature-grounded single-stage T2I model, which

considers the “real” distribution learned from training images as one input and introduces a worst-case-optimized

similarity measure into the loss function to enhance the model’s generation capacity. Experimental results on two

benchmark datasets demonstrate the competitive performance of the proposed model in terms of the Frechet

inception distance and inception score compared to those of some classical and state-of-the-art models, showing

the improved similarities among the generated image, text, and ground truth.
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1 Introduction

Text-to-image (T2I) synthesis, which considers text
description as input and outputs an image with high
semantic relevance corresponding to the description,
connects natural language with computer vision, thereby
promoting artificial intelligence in “looking” and
“understanding”. Automatic image generation from
text descriptions has attracted considerable interest
owing to its importance in many applications[1–6],
such as generating portraits based on the appearance
description[7], designing desired images with a given
style label[8], synthesizing unseen features based on the
class description in zero-shot learning[9]. Depending on
whether Generative Adversarial Networks (GANs)[10]

are used as the main framework, T2I methods can be
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roughly divided into two categories: non-GAN-based
and GAN-based models.

In the early stage, images are generated using a
set of simple phrases through spatial reasoning[11–15].
Zhu et al.[16] proposed a synthesis system to augment
communication. This system first identifies and
“picturizes” text units, and then searches for the
most likely image parts conditioned on the text; the
system finally optimizes the picture layout based on
the text and image parts. Therefore, the non-GAN-
based methods spatially arrange images through the
correlations between source image parts and handcrafted
keywords or key phrases. The major limitation of
traditional learning based T2I synthesis approaches is
that they cannot generate new image content; they can
only change the characteristics of the training images[17].
Alternatively, the Variational AutoEncoder (VAE)[18] is
used in T2I to create new visual content. alignDRAW[19]

introduces recurrence to VAE to paint an image in
multiple steps while checking relevant words in the
description. Attribute-to-image[20] develops a layered
generative model, which takes attribute descriptions as
inputs and disentangles latent attribute variables using
a VAE. However, obtaining realistic results using VAE
remains a challenge.
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By contrast, GANs and conditional GANs[21] are
explicitly trained to generate the most plausible and
realistic images based on text, which are difficult to
distinguish from real data[22]. Therefore, since Reed et
al.[23] proposed a simple and effective GAN architecture
and training strategy in 2016, numerous GAN-based T2I
models have sprung up and become mainstream[24–28].

GAN-INT-CLS[23], as a baseline, pursues generation
of images semantically matched to the texts by
conditioning the text embedding. Then, to obtain high-
quality images that are semantically matched to the
text, StackGAN[29] synthesizes coarse images in the first
stage and then generates high-resolution images based
on the coarse images in the second stage. Furthermore,
AttnGAN[30] synthesizes fine-grained details at different
subregions by focusing on relevant words in the
natural language description. Moreover, Mirro-GAN[2]

enhances the diversity and semantic consistency of the
generated images in a text-image-text cycle manner. MA-
GAN[28], XMC-GAN[31], and PCCM-GAN[5] introduce
contrastive learning to T2I, which guarantees that the
generated images are consistent with the text and have
diversity.

Diffusion models have emerged as a promising
generative framework, transforming T2I models
from GAN-based to diffusion-based. GLIDE[32],
DALL�E2[33], and Imagen[34] proposed the following
similar ideas: a forward diffusion process generates
image embeddings given a text caption, and a reverse
diffusion process generates images conditioned on
the image embedding and text caption. Although the
diffusion-based model achieves high-fidelity image
generation, the number of parameters is enormous.
For example, GLIDE and DALL�E2 have 3.5 billion
parameters, and Imagen has 4.6 billion. These models
with enormous parameters are outside the scope of
this study; we focus on GAN-based models and leave
diffusion-based models for our future research.

The multistage or cycle training strategy of previous
GAN-based works causes difficulty in applying T2I in
the real world. The old saying goes, “A picture is worth
a thousand words”. These GAN-based models consider
the text with a random sample from a standard normal
distribution as input, and the text and random noise
cannot cover adequate information compared with the
ground-truth images. Therefore, using a sample from
the standard normal distribution for generation is not
the best choice[35]. Moreover, these models consider
semantic matching between generated images and text

but neglect consistency with the ground-truth images.
In this paper, we propose a feature-grounded single-

stage model named FGSS-GAN. FGSS-GAN uses
an image distribution encoder to generate a vector
complementing a text, providing more information to
the generator than a sample from a standard normal
distribution. Furthermore, FGSS-GAN can generate
plausible and reliable images by introducing a triple
similarity measure into the objective function. Our
contributions are summarized as follows:
� We propose a single-stage T2I framework that

promotes generation of high-quality images while
improving the consistency of images, text, and ground
truth.
� We use a distribution encoder to approximate the

distribution of the real image, which guarantees that the
generated images obey the proper image distribution.
� We propose a similarity comparator that introduces

a worst-case-optimized similarity loss to the objective
function. This comparator reduces the difference
between the generated images and the ground truth
in semantic and visual spaces, thus ensuring that the
generated images are in line with the textual description
and the ground-truth images.
� We conducte extensive experiments and detailed

analysis on two benchmark datasets, and experimental
results showed the competitive performance of our
single-stage model.

2 Related Work

The GAN-INT-CLS can synthesize 64 pixel� 64 pixel�
3-channel image conditioning on the text, which is
the first employment of GAN in the T2I task and a
milestone for the GAN-based T2I model. Similar to the
naive GAN, GAN-INT-CLS has two components: the
generator and the discriminator. The model first encodes
the text using a text encoder and samples a noise from
a standard normal distribution. Then, it concatenates
text embedding and the noise and feeds these to the
generator. Next, the discriminator takes image and text
embedding as inputs to judge whether the image-text
pair is genuine. The generator attempts to generate an
image conditioning on the text to fool the discriminator.
Furthermore, the discriminator attempts to distinguish
whether the image and the text are a pair. Therefore,
the model is optimized in an adversarial manner. To
enhance the consistency between the synthesized image
and the correct text, the discriminator in GAN-INT-CLS
must recognize the fake image with the correct text and
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the true image with the mismatched text. Meanwhile,
Scott et al.[36] proposed the Generative Adversarial
What-Where Network (GAWWN), which synthesizes
128 pixel�128 pixel�3-channel images conditioned on
informal text descriptions and object location, which is
similar to the current attention mechanism to a certain
extent.

Aiming to generate high-quality images, Zhang
et al.[29] proposed the multistage model StackGAN.
StackGAN yields 64 pixel � 64 pixel � 3-channel
images based on the given text description in Stage I
and then inputs the low-resolution images and text
descriptions into the GAN in Stage II to generate
256 pixel � 256 pixel � 3-channel images with photo-
realistic details. The StackGAN++[25] still uses a
multistage training strategy, which consists of multiple
generators and discriminators arranged in a tree-like
structure; images at multiple scales corresponding
to the same scene are generated using different
tree branches. Similar to the StackGAN family,
HDGAN[37] proposes a hierarchical GAN framework
accompanying hierarchical-nested adversarial objectives,
applies adversarial training on different scales, and
assists generator training in capturing complex image
statistics. Based on multistage or multiscale refinement
generation methods, Xu et al.[30] proposed the AttnGAN,
which can synthesize fine-grained details at different
image subregions by focusing on relevant words in
the natural language description. AttnGAN synthesizes
images in a multistage way. It has three generators
and discriminators on different scales, and each stage
has adversarial training. The image features of each
stage combined with the corresponding word-context
features are used to generate images at the next
stage. Furthermore, a Deep Attentional Multimodal
Similarity Model (DAMSM) was proposed to enforce
fine-grained image-text matching. DF-GAN[38] is a
single-stage AttnGAN. Moreover, to maintain the image-
text semantic consistency and refine the synthesis quality,
Qiao et al.[2] proposed MirroGAN, which has a cascaded
attention-GAN architecture for generating target images
from coarse to fine scales in a cyclic manner. MirroGAN
regenerates text description from the generated image,
which semantically aligns with the given text description.

Different from methods using single text descriptions,
RiFeGAN[39], MA-GAN[28], and DAE-GAN[40] use
auxiliary information to generate images from text
and are also multistage models. RiFeGAN utilizes
caption matching to enrich descriptions, exploits self-

attentional embedding mixtures to extract features from
multicaptions in an attentional framework, and finally
synthesizes images using those features. Instead of
using only one sentence in every pair, MA-GAN uses
multiple sentences in the single-sentence generation and
multisentence discrimination module, which contains
three paired generators and discriminators corresponding
to the generation of images with different resolutions.
Ruan et al.[40] proposed the DAE-GAN, in which the
“aspect” information in the text is often ignored but
highly helpful for synthesis of image details. DAE-
GAN represents text information comprehensively from
multiple granularities, including sentence, word, and
aspect levels. Then, at the two-stage generation, it
generates a low-resolution image with sentence-level
embedding at the initial stage. Next, at the refinement
stage, viewing aspect-level features as central vision and
word-level features as peripheral vision, it utilizes word-
level embedding to enhance the previously generated
images globally. Then, DAE-GAN dynamically utilizes
aspect-level embedding to refine image details from a
local perspective.

However, most of the methods mentioned above
only consider text-image consistency and ignor the
consistency of the image with the grouad truth.
Furthermore, although the multistage framework obtains
plausible results, it makes the training complex and
cumbersome for application. Thus, we aim to find
a simple T2I model to synthesize plausible images
corresponding to the semantic description and ground-
truth visual content. To this end, we propose a novel
feature-grounded single-stage T2I synthesis method
based on the attention mechanism, which considers the
consistency among text, image, and ground-truth image.

3 Proposed Method

As illustrated in Fig. 1, our proposed FGSS-GAN
consists of three main modules: (1) Encoders: the text
encoder ET extracts sentence- and word-level features
from the text. The image encoder EI extracts image
features that align with the text features. Then, the
distribution encoder Ez encodes the image features to
a Gaussian vector z, augmenting the visual features
that are the main focus of this study. (2) Generator
and discriminator: generator G takes the sentence
feature and the augmented vector as input, and generates
images using word features to refine the generation; and
discriminator D distinguishes whether the images are
true or false. (3) Similarity comparator C aligns the
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Fig. 1 Framework of the proposed feature-grounded single-stage T2I generation method. EI is the image encoder, Ez is the
real image distribution encoder, and C is the similarity comparator. The generator G considers the augmented vector z and the
sentence feature fs as inputs. The discriminator D judges the synthesized image Qx and the real image x conditioned on fs.

visual and the semantic features.

3.1 Encoders

(1) Text and image encoders
FGSS-GAN uses a pretrained text encoder ET in

CLIP[41] to encode the text description t into a sentence-
level feature fs 2 R512 and a word-level feature fw 2

R512�seq len, where seq len is the length of a sentence.
Then, we define

.fs; fw/ D ET .t/ (1)

FGSS-GAN uses a pretrained ViT-B/32 as the image
encoder EI , which maps the ground-truth image x into
an image feature fx 2 R512,

fx D EI .x/ (2)

The text and image encoders are fixed when training.
(2) Distribution encoder
Different images contain different visual information

providing more information than a standard normal
distribution noise. Therefore, considering visual
embedding as the input rather than a standard normal
noise is reasonable. The FGSS-GAN first extracts the
training image features fx using the image encoder
EI , and then uses the distribution encoder Ez to
map the visual features fx to a continuous manifold
represented by an independent Gaussian distribution
N .�.fx/; �.fx// in the same manner as the VAE.
Furthermore, regularization is added to Ez to ensure
the smoothness of this manifold,

DKL.N .�.fx/; �.fx//jjN .0; I // (3)

A sample from this manifold provides visual

information for generation, and we call it the augmented
vector z,

z D �.fx/C � � �.fx/ (4)

where � � N .0; 1/.
3.2 Generator and discriminator

Our FGSS-GAN uses BigGAN-Deep[42] as the backbone
based on a previous study[27]; generator G and
discriminatorD have the same architecture. Unlike prior
GAN-based models, the generator of FGSS-GAN uses
sentence embedding with the augmented vector z as the
input. Furthermore, the model computes the attention
based on the word embedding fw and the feature map
from the penultimate layer of the generator, and applies
attention to the feature map. Then, the feature map
is sent to the last layer of the generator to refine the
generated image.

The generator aims to confuse the discriminator to
consider the fake image as a real one. However, the
discriminator attempts to distinguish the ground-truth
image and the text as a real pair and the pair of the
generated image with the given text as fake. Therefore,
the adversarial loss Ladv is as follows:

Ladv DE.x;t/�pdata
logŒD.x; fs/�C

E.x;t/�pdata
logŒ1 �D. Qx; fs/� (5)

where D. / denotes the output of the discriminator.
The generator and discriminator are optimized by

alternatively maximizing Ladv and minimizing Ladv .

3.3 Similarity comparator

FGSS-GAN has a similarity comparator to measure
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the pariwise similarity of the ground-truth image x,
generated image Qx, and text t . Feature vectors in the
feature space can depict the i-th image’s normalized
semantic features fsi

and visual features (fxi
and f Qxi

).
The three feature vectors should coincide and have the
same orientation if the generated image is consistent
with the text and ground-truth image. To this end,
their three distances should be small. We define the
distance between a and b as dist.a; b/, which equals
to 1 � cos dist.a; b/, where cos dist.a; b/ is the
cosine distance between a and b. A large dist.a; b/
indicates a small similarity between a and b. Therefore,
dist. Qxi ; ti / and dist.xi ; Qxi / are the distances from the
i -th generated image Qxi to the corresponding text ti and
ground truth xi , respectively. We use dist. Qxi ; ti / and
dist.xi ; Qxi / to denote the mean distances of a batch,

dx Qx D
1

n

nX
iD1

dist.xi ; Qxi /;

d Qxt D
1

n

nX
iD1

dist. Qxi ; ti / (6)

where n is the batch size.
Encoders ET and EI are fixed while training, and

the ground-truth image and text pair guarantees that
their feature vectors are close to each other. Therefore,
we only consider the worst case of the two distances
in Eq. (6), which means the largest distance. With
the supervision of the ground-truth image and the text,
minimizing the worst case pushes the generated image
to approach the text and ground-truth image in feature
space. The similarity comparison loss is expressed as
follows:

Lsim D maxfdx Qx; d Qxtg (7)

3.4 Objective function

The overall objective function is defined to generate a
photo-realistic image aligned with the text description
and ground-truth image,

min
G;Ez

max
D
�advLadv C �simLsim CDKL (8)

where �adv and �sim are the hyper-parameters to control
the impact of loss terms. Here, we set them at 0.5.

The distribution encoder and generator are optimized
by minimizing Formula (8), and the discriminator is
optimized by maximizing Formula (8).

4 Experiment

To validate the proposed FGSS-GAN, we conduct
extensive experiments on two benchmark datasets:
Caltech-UCSD Birds (CUB-200)[43] and MS COCO

(COCO)[44]. We compare our methods with classical and
state-of-the-art T2I methods, and perform quantitative
and qualitative analyses.

4.1 Datasets and evaluation metrics

(1) Datasets
The CUB-200 dataset contains 11 788 images of 200

subcategories belonging to birds, and each image has
ten sentence descriptions. A total of 5994 images are
used for training and 5794 for testing in CUB-200. The
COCO dataset is a large-scale dataset with 82 783 natural
images for training and 40 504 images for validation,
and each image corresponds to no less than five caption
descriptions. Moreover, each COCO image contains
multiple objects and various backgrounds, making it
more challenging for T2I generation.

(2) Evaluation metrics
Following previous works, we use Inception Score

(IS)[45] and Frechet Inception Distance (FID)[46] to
evaluate the generation performance, and cosine
similarity to evaluate the text-image consistency. The
lower the FID, the better the evaluation determining
whether the generated and the ground-truth images
follow the same distribution. In addition, IS is used
to evaluate whether the generator can synthesize
diverse and meaningful images. A higher IS value
means excellent performance. Moreover, a large cosine
similarity means high text and image alignment.

4.2 Implementation details

During training, we used Adam optimization with
ˇ1 D 0 and ˇ2 D 0:99. For CUB-200, we set the batch
size to 32, and the learning rates ofG andD are 1�10�4

and 4 � 10�4, respectively. Moreover, the batch size for
COCO is 16, and the learning rates of G and D are
5 � 10�5 and 2 � 10�4, respectively. The input and
output image size is 256 pixel � 256 pixel� 3-channel.

Empirically, we set the network widths of G and D
as 96. Aiming to refine the generation performance,
the generator G of FGSS-GAN pays attention to the
word-level semantic feature. We then determine the
layer of the generator that should consider the attention
mechanism. We conduct experiments on CUB-200, with
a sole focus on the generator of BigGAN. Figure 2
shows that introducing attention to the 13-th layer of G
obtains the best FID and IS for the best performance.
FGSS-GAN is trained on NVIDIA RTX 3090 GPU for
700 epochs on the CUB-200 dataset and 500 epochs on
the COCO dataset.
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Fig. 2 Comparative results of introducing attention to
different layers of the generator. When the attention
mechanism worked on the 13-th layer, FGSS-GAN obtains
the best performance under the FID and IS metrics.

4.3 Comparison analysis

We compare our FGSS-GAN method with nine other
classical and state-of-the-art methods. Table 1 shows the
network structures and training strategies. Multistage

Table 1 Comparisons of model structures and training
strategies. #G denotes the number of generators, and #D
denotes the number of discriminators.

Method #G #D Multi-stage
GAN-INT-CLS[23] 1 1 No

GAWWN[36] 1 1 No
StackGAN[29] 2 2 Yes

StackGAN++[25] 3 3 Yes
HDGAN[37] 3 3 Yes
AttnGAN[30] 3 3 Yes
DF-GAN[38] 1 1 No
MA-GAN[28] 3 3 Yes
DAE-GAN[40] 3 3 Yes

FGSS-GAN (our proposed) 1 1 No

models have multiple generators and discriminators
adopted in different stages. By contrast, single-stage
models, such as the proposed FGSS-GAN, only has one
generator and one discriminator, making training more
convenient.

4.3.1 Quantitive results
We compared our FGSS-GAN with the nine T2I methods
using the CUB-200 and COCO datasets, and Table 2
shows the comparison results in terms of FID and IS.
FGSS-GAN outperformed the other three single-stage
methods with higher FID and IS. Therefore, we only
compare the similarities between the proposed FGSS-
GAN and the three state-of-the-art methods (Table 3).

Table 2 shows that for CUB-200, FGSS-GAN
achieves an FID of 19:08 with the third performance,
and the top two FIDs are obtained by multistage models
DAE-GAN and StackGAN++. Furthermore, FGSS-
GAN surpasses all other methods with the highest IS of
4:79, which is higher than that achieved by the state-
of-the-art DAE-GAN by 8:37%. Notably, the value
of IS of FGSS-GAN is only 0:03, which means the
FGSS-GAN shows high robustness with respect to CUB-
200. Meanwhile, for COCO, FGSS-GAN decreases
the best-reported FID of DAE-GAN from 28:12 to
27:89, attaining a 21:41% improvement compared to
AttnGAN. FGSS-GAN obtains a lower IS on COCO,
and the value is poorer than those of DAE-GAN and
AttnGAN. However, FGSS-GAN still performs better
than StackGAN and StackGAN++. Table 3 shows that
the generated image using FGSS-GAN has the highest
similarity with the ground truth and slightly lower
similarity with the text compared with the state-of-the-
art DAE-GAN.

To our knowledge, CUB is a fine-grained dataset

Table 2 Comparison results of different methods with respect to CUB and COCO datasets. “###” means the smaller value, the
better, and “"""” means the larger value, the better. A method name with “>>>” indicates a single-stage model; otherwise, it is a
multistage model.

Method
FID # IS "

CUB-200 MS-COCO CUB-200 MS-COCO
GAN-INT-CLS[23]> – – 2.88˙0.04 7.88˙0.07

GAWWN[36]> – – 3.60˙0.07 –
StackGAN[29] 55.28 74.05 3.70˙0.04 8.45˙0.03

StackGAN++[25] 15.30 81.59 4.04˙0.06 8.30˙0.10
HDGAN[37] – – 4.15˙0.05 11.86˙0.18
AttnGAN[30] 23.98 35.49 4.36˙0.03 23.87˙0.42

DF-GAN[38]> 19.24 28.92 4.56˙0.04. –
MA-GAN[28] 21.66 – 4.76˙0.09 –
DAE-GAN[40] 15.19 28.12 4.42˙0.04 34.97˙0.84

FGSS-GAN (our proposed) > 19.08 27.89 4.79˙0.03 14.75˙0.32
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Table 3 Similarity comparison results of different methods.
.Qx; x/ and .Qx; t/ represent the similarity between the generated
image Qx and ground-truth image x, and between the
generated images Qx and the text t, respectively.

Method
CUB-200 MS-COCO

. Qx; x/ . Qx; t/ . Qx; x/ . Qx; t/

AttnGAN[30] 0.041 0.027 0.003 0.037
DF-GAN[38] 0.102 0.087 0.106 0.006

DAE-GAN[40] 0.267 0.234 0.141 0.219
FGSS-GAN 0.531 0.181 0.476 0.201

with detailed descriptions, and COCO is a dataset
with multiple objects and complex layouts. Therefore,
the noise encoder in FGSS-GAN encodes more
informative noise using CUB training images than
standard normal distribution noise. Furthermore, FGSS-
GAN can synthesize diverse CUB-200 images based on
augmented noise, which leads to achieving the highest
IS value with respect to CUB-200. Moreover, FGSS-
GAN considers the similarity between the generated
image, text, and ground-truth image in the loss function.
Thus, when synthesizing an image, FGSS-GAN attempts
to find the “best” position where the distance between
the synthesized image, ground-truth image, and text is
optimal. FGSS-GAN makes the synthesized COCO
image consistent with the real image in terms of FID.
However, DAE-GAN and MA-GAN achieve better FID
on CUB-200 and IS on COCO than FGSS-GAN because

these methods use auxiliary information, such as aspect-
level information or multiple sentences complementing
the image details, to generate images.

Therefore, our method FGSS-GAN realizes a
compromise between text and the ground-truth image,
achieves comparable performance with multistage T2I
models, and outperforms classical single-stage models.

4.3.2 Qualitative results
We evaluate the visual quality of generated images.
Figures 3 and 4 show the synthesized images using
our method FGSS-GAN and the other T2I methods.
Because FGSS-GAN has a noise encoder and a similarity
comparator, it synthesizes vivid images consistent with
the text descriptions, especially performing well on
details.

For example, in Fig. 3, all images show good quality
at first glance. However, not every method can generate
details corresponding to the text description. For
example, in the first two columns of the left part in Fig. 3,
“stubby beak” and ”webbed feet” do not appear in every
image from the four models, but they are presented in
all the synthesized images of FGSS-GAN. In the first
column of the right part in Fig. 3, the text description is
“This black bird has a large, lighter beak that is curved...”.
Only FGSS-GAN can synthesize “a large, lighter beak
that is curved”. Furthermore, in the right part of Fig. 3,
“the grey eyebrow” in the third column and “black strips

Fig. 3 Synthesized CUB-200 images using different T2I models.
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Fig. 4 Synthesized COCO images from different T2I models.

on the wings and a lighter blue tail” in the fourth column
only appeare in the FGSS-GAN synthesized images.
Moreover, the image background of FGSS-GAN is not
only blurred but also contains more information, such as
branches, leaves, etc., owing to the noise augmentation
feature in FGSS-GAN.

We can still observe the visual details consistent with
the semantics in the challenging COCO dataset. In
Fig. 4, the details are presented clearly in the images
using FGSS-GAN. e.g., only FGSS-GAN presents
“a group of people on skis” in the second column and
“the middle of a day” in the fourth column. Meanwhile,
“the middle of a day” is the background for an image,
and the noise augmentation mechanism of FGSS-GAN
guarantees that the synthesized image contains various
backgrounds. FGSS-GAN also presents “two people in
a speed boat” in the fifth column and “a family standing
in front of a sign wearing skis and holding ski poles”
in the sixth column. Particularly, the seventh column
shows an image of fruits and vegetables. FGSS-GAN can
synthesize colorful fruits and vegetables, unlike other
models that only generate green and yellow objects.

4.4 Ablation study

To verify the effect of the distribution encoder and the
similarity comparator, we conduct ablation studies on

CUB-200 and COCO, and the quantitative results are
shown in Table 4.

The distribution encoder and similarity comparator
can improve the alignment between generated images,
ground-truth images, and texts. Moreover, using CUB-
200 can improve the model performance, that is,
increasing FID by 2:74% and IS by 5:65% over
the baseline. The similarity comparator can improve
the FID by 0:54% and IS by 11:39%. Furthermore,
for COCO, the distribution encoder can improve the
performance by 7:97% and 2:89% in FID and IS over
the baseline, respectively. Meanwhile, the similarity
comparator can improve the performance by 13:46%
and 1:03% in FID and IS, respectively. Therefore, the
similarity comparator substantially influences diverse
and meaningful generations for fine-grained datasets,
such as CUB-200. The noise augmentation mechanism
plays a vital role in synthesizing realistic images for
datasets with multiple objects and complex layouts,
such as COCO. This conclusion is consistent with
the comparison results in Table 2. This explains
the comparison results from another perspective,
proving that the generated images of FGSS-GAN are
compromises between texts and real images.

Figure 5 visualizes the generated CUB-200 images
under different ablation settings, showing the positive

Table 4 Ablation results of FID and IS. Ez is the distribution encoder, and C is the similarity comparator. .Qx; x/ and .Qx; t/
represent the similarity between the generated image Qx and ground-truth image x and between the generated images Qx and text
t, respectively.

Method
CUB-200 MS-COCO

FID# IS" . Qx; x/ . Qx; t/ FID# IS" . Qx; x/ . Qx; t/

FGSS-GAN (without EZ and C ) 19.728 4.07˙ 0.11 0.026 0.015 35.26 14.19˙ 0.19 0.026 0.082
FGSS-GAN (without C ) 19.186 4.30˙ 0.16 0.085 0.052 32.45 14.60˙ 0.25 0.057 0.093

FGSS-GAN 19.082 4.79˙ 0.03 0.531 0.181 28.08 14.75˙ 0.32 0.476 0.201
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Fig. 5 Effects of the distribution encoder Ez and similarity
comparator C on the CUB dataset. The baseline is FGSS-
GAN without Ez and C.

effect of the distribution encoder and similarity
comparator. The baseline images exhibit neither
background nor blurring. After the adding the
distribution encoder, the backgrounds details, such as
the appearance of branches, leaves, and stones, are
considerably improved. Then, the similarity comparator
guarantees the generation of high-quality and sharp
images. We further investigate the effect of distribution
encoders on image generation, and Fig. 6 shows the
images generated with the same text and different real
images. The noises from various real images encoded by
the noise encoder contain more information, such as the
background and the relation between the object and the
surrounding environment. For example, a bird standing
on a branch in a natural image makes a bird do the same
action in the synthesized image.

5 Conclusion

This study argues that real images contain more
information than a standard normal distribution for the
T2I task. We employ a real image distribution encoder
that extracts the informative noises from the training
images as the model input. Moreover, we assume that
the synthesized images are consistent with the text
description and ground-truth image. Therefore, we
use a similarity comparator to introduce a worst-case-
optimized similarity to the objective function, which
guarantees the alignment of visual and semantic features.
With these two components, we propose a novel feature-
grounded single-stage T2I model FGSS-GAN, which
achieves the balance between visual and semantic
perspectives. Extensive experiments demonstrated that

the proposed model has a competitive performance
relative to multistage models and is substantially better
than the performance of single-stage models.
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