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Deep Broad Learning for Emotion Classification
in Textual Conversations

Sancheng Peng, Rong Zeng, Hongzhan Liu�, Lihong Cao�, Guojun Wang, and Jianguo Xie

Abstract: Emotion classification in textual conversations focuses on classifying the emotion of each utterance from

textual conversations. It is becoming one of the most important tasks for natural language processing in recent years.

However, it is a challenging task for machines to conduct emotion classification in textual conversations because

emotions rely heavily on textual context. To address the challenge, we propose a method to classify emotion in

textual conversations, by integrating the advantages of deep learning and broad learning, namely DBL. It aims to

provide a more effective solution to capture local contextual information (i.e., utterance-level) in an utterance, as

well as global contextual information (i.e., speaker-level) in a conversation, based on Convolutional Neural Network

(CNN), Bidirectional Long Short-Term Memory (Bi-LSTM), and broad learning. Extensive experiments have been

conducted on three public textual conversation datasets, which show that the context in both utterance-level and

speaker-level is consistently beneficial to the performance of emotion classification. In addition, the results show that

our proposed method outperforms the baseline methods on most of the testing datasets in weighted-average F1.

Key words: emotion classification; textual conversation; Convolutional Neural Network (CNN); Bidirectional Long

Short-Term Memory (Bi-LSTM); broad learning

1 Introduction

Emotion Classification in Textual Conversations (ECTC)
aims to classify the emotion of each utterance from
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textual conversations. It is becoming one of the most
important tasks in Natural Language Processing (NLP)
due to its wide range of applications[1, 2], such as
public opinion mining, behavior analysis, mental health,
recommendation systems, etc. In addition, it can also be
utilized in human-machine dialogue systems, question-
answering systems, chat robots, and so on.

In recent years, many methods have been proposed
for the task of ECTC, which can be divided
into two types: sequence-based methods[3–13] and
graph-based methods[14–20]. In the sequence-based
methods, Bidirectional Long Short-Term Memory (Bi-
LSTM)[21], Recurrent Neural Network (RNN)[22], and
Gated Recurrent Unit (GRU)[23] are usually adopted
to capture contextual information among utterances.
However, these methods neglect the relationship between
the utterance and the speaker. In the graph-based
methods, graph convolutional networks are utilized
to capture long-distance dependency among speakers.
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However, these methods suffer from graph sparsity and
computation complexity.

Despite progress made by the above-mentioned
methods, there are still many challenges for ECTC[4].
The first is that the same word may deliver different
emotions in different contexts, for instance, the word
“yes” may deliver many different emotions, such as
“joy”, “sadness”, and “neutrality”. Thus, to identify
the emotion of a speaker precisely, it needs to capture
the context in textual conversation more effectively.
The second is that most recent methods on ECTC
capture the contextual information of conversations by
using the deep learning models, such as RNN, graph
neural network, and transformer. However, there are
some disadvantages to these methods, such as a large
number of parameters and a large number of computing
resources. In addition, RNN is difficult to model the
long-distance dependency, and the graph-based neural
network is difficult to capture sequential features among
utterances.

To address these challenges, we propose a novel
method for ECTC tasks, by integrating the advantages
of deep learning (Convolutional Neural Network (CNN)
and Bi-LSTM) and Broad Learning (BL), namely DBL.
In DBL, a popular pre-training language model BERT
is utilized to obtain the initial word representations, to
capture the context dependency of utterance and the
global information of the conversation. Then, two deep
broad learning modules (CNN and Bi-LSTM) and BL
are leveraged to obtain utterance-level and speaker-level
contextual information by capturing local and global
contextual features, respectively. The CNN is utilized
to extract k-gram features in an utterance, and Bi-
LSTM is applied to simultaneously extract the sequential
information and long-distance dependencies between
two utterances. The BL is utilized to integrate all the
features and classify emotions, which can solve the high
computational complexity of deep networks.

The contributions of this paper are summarized as
follows:
� It is the first effort to combine deep learning

and broad learning to classify emotions in textual
conversations.
� A more effective framework is designed to capture

local contextual information (i.e., utterance-level) in an
utterance, and to capture global contextual information
(i.e., speaker-level) in a conversation, by using the CNN,
Bi-LSTM, and BL.
� Extensive experiments have been conducted on

three datasets with baseline methods for comparison.
The experimental results demonstrate the superiority of
our proposed method DBL and verify the motivation of
the combination of deep learning and broad learning for
the ECTC task.

2 Related Work

2.1 Emotion classification

Emotion classification aims to predict emotional polarity
in a given text, which has been widely studied in recent
years. In general, emotion[24] denotes people’s attitude
experience and corresponding behavioral responses to
objective things. Ekman[25] divided emotion into six
types: anger, disgust, fear, happiness, sadness, and
surprise. Ben-Zeev[26] provided a wheel-shaped emotion
classifier on the basis of Ekman’s model, which includes
four bipolar sets: joy and sadness; anger and fear; trust
and disgust; and surprise and anticipation, respectively.

Existing emotion classification methods may be
divided as follows[2]: text-oriented monolingual, text-
oriented cross-linguistic, and emoji-oriented cross-
linguistic. Text-oriented monolingual method[27] focuses
on classifying textual emotion in a single language
(e.g., Chinese). Text-oriented cross-linguistic method[28]

focuses on exploring textual emotion classification
from source language text (e.g., English) to target
language (e.g., German). Emoji-oriented multi-linguistic
method[29] focuses on predicting emoji in multi-
linguistic texts (e.g., English and Spanish).

2.2 Emotion classification in conversation

Existing works usually capture contextual features for
the ECTC task by using deep learning methods, which
can be divided into sequence-based and graph-based
methods.

2.2.1 Sequence-based method
MVN[3] utilizes a multi-view network to capture word-
and utterance-level dependencies. HiGRU[4] employs
a lower-level GRU to model word-level inputs and
utilizes an upper-level GRU to capture contexts of
utterance-level embeddings. DialogueRNN[5] adopts
RNN to classify emotion in a conversation. COSMIC[6]

utilizes GRU to model context and commonsense.
DialogueCRN[7] adopts LSTM to learn intrinsic logical
order and employs attention mechanism to match
relevant contextual clues. IDS-ECM[8] utilizes Bi-LSTM
for feature extraction. HiTrans[9] utilizes a low-level
transformer to generate local utterance representations
and employs a high-level transformer to capture global
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context information in conversations. Lu et al.[10]

proposed an iterative emotion interaction network to
model the emotion interaction explicitly. TODKAT[11]

utilizes a pointer network and additive attention
to integrate commonsense knowledge from multiple
sources and dimensions. DialogXL[12] adopts the pre-
training language model XLNet for the ECTC task.
MDFN[13] utilizes Bi-GRU for the ECTC task by
decoupling the utterance-aware and speaker-aware
information.
2.2.2 Graph-based method
DialogueGCN[14] utilizes Relational Graph Attention
Networks (RGAT) to model both self-dependency and
inter-speaker dependency. RGAT[15] employs relational
graph attention networks to recognize emotions in
conversations. ConGCN[16] regards the utterances and
speakers as graph nodes and the dependencies between
speakers and utterances as graph edges. KET[17]

utilizes hierarchical self-attention to encode contextual
utterances and employs a context-aware graph attention
mechanism to incorporate commonsense knowledge.
DAG-ERC[18] adopts a directed acyclic graph to
model conversation context. HGNN[19] utilizes the
heterogeneous graph neural networks for the ECTE task.

2.3 Broad learning

BL was proposed by Chen and Liu[30]. Instead of
stacking and greatly expand neurons, BL expands
neurons with feature nodes (namely F) and enhancement
nodes (namely E) in a wide manner. Then, the output
weight is calculated by the pseudo inverse. BL
is an effective alternative method for deep learning,
due to its simple network structure, short training
time, and strong generalization ability. Its training
process can also be extended to the incremental

learning model without retraining when new nodes are
added. Chen et al.[31] also proved theoretically the
universal approximation ability of BL. This method has
achieved better results in many applications, such as
cross-domain emotion classification[32, 33] and negative
emotion classification[34].

3 Methodology

DBL is a method for classifying emotion in textual
conversations. It consists of five components: utterance
encoding, utterance-level context encoding, speaker-
level encoding, emotion classifier, and prediction. The
framework of DBL is shown in Fig. 1.

In utterance encoding, the pre-training model BERT is
adopted to obtain the word embedding of each utterance
in a conversation. Then, the utterance-level context
encoding and speaker-level encoding are utilized to
obtain two different types of sequence information.
More specifically, CNN is responsible for extracting
k-gram features, and Bi-LSTM is responsible for
extracting simultaneously sequential information and
long-distance dependencies between two utterances.
In the emotion classifier, the BL is responsible for
integrating all the features and classifying emotions.
Finally, the output of BL is input into the softmax to
obtain the classification results.

3.1 Problem definition

As to ECTC, we may define a textual conversation as
U D fu1; u2; : : : ; uKg, and define a set of speakers
as S D fs1; s2; : : : ; sM g, where K denotes the number
of utterances, and M denotes the number of speakers.
Each utterance ui is uttered by the speaker sı.ui / 2 S ,
where ı is employed to map the utterance index into the
corresponding speaker.
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3.2 Utterance encoding

We employ the Chinese BERT[35] to extract the features
of utterances and to obtain word vectors, because
it not only captures the contextual information but
also extracts the key features in the text. Given
K utterances in a conversation, we insert a token
CLS before each utterance ui , and then a sequence
fCLS1; u1; CLS2; u2; : : : ; CLSK ; uKg is obtained.

Thus, we utilize the last hidden layer of the BERT to
obtain the vector representation of each word in each
utterance ui . If there are ni words in an utterance ui ,
we can obtain the embedding of a conversation X D˚
xCLS1

; xu1
; xCLS2

; xu2
; : : : ; xCLSK

; xuK

	
, where

xui
2 Rni�768 denotes the representations of all words

embedding in ui .
Since there is a length limitation (512 tokens) in

the BERT input, if the total length for all utterances
in a conversation exceeds 512, it cannot deal with all
utterances in a conversation simultaneously. To address
this problem, by following the solution proposed in
HiTrans[9], the utterances in an overlong conversation
are split into chunks whose lengths are less than 512.
For example, assuming that there are 4 utterances
fu1; u2; u3; u4g in a conversation, the length of u1 and
u2 together is no more than 512, but it will exceed
512 when u3 is added. Thus, u1 and u2 are taken as
a chunk together and input into the BERT, and then
whether the length of u3 and u4 together exceeds 512
or not is checked. If not, u3 will be input into the
BERT; otherwise, u3 and u4 together are input into the
BERT.

3.3 Utterance-level context encoding

Utterance-level context encoding aims to consider the
emotional change of utterances through the utterance-
dependency, which means that it can be affected by
the current context and other utterances from other
speakers. Since the input length of BERT is limited,
it hard to obtain the complete contextual information
of entire conversation. Thus, CNN and Bi-LSTM are
utilized to capture the k-gram feature and long-distance
dependency of the utterances, respectively. First, CNN
is employed to extract features of k-gram features
and salient features by convolution and max-pooling
operation. Then, Bi-LSTM is adopted to learn the
correlation among each utterance.

A conversation X embeddings are input into the CNN.
The output of the convolutional layer is represented as
follows:

Gu D ' .Wu ˝X C bu/ 2 RK�q (1)

where ' denotes the activation function, Wu and bu
denote the weights and bias of convolution kernel,
respectively, q denotes the output dimension of the CNN,
and˝ denotes the convolution operation.

After the input data are extracted by the convolutional
layer, the max-pooling operation is adopted to extract
salient features and reduce the dimension of convolution
output. Thus, the output of the max-pooling layer is
represented as follows:

Pu D MaxPool .Gu/ 2 RK�r (2)

where MaxPool denotes the max-pooling operation of
the CNN and r denotes the output dimension of the max
pool layer.

Because the CNN only considers the current input
and ignores the previous degenerate information, it is
difficult to capture the relevant contextual information
among utterances. Thus, the Bi-LSTM is utilized to
solve this problem. The CNN features of each utterance
Pu D

˚
pui

	K
iD1

are fed into the Bi-LSTM to learn the
correlative information among utterances,
�!
cui ;
�!
hui D

�����!
LSTMu.p

u
i ;
��!
hui�1/; i D 1; 2; : : : ; K (3)

 �
cui ;
 �
hui D

 �����
LSTMu.p

u
i ;
 ��
hui�1/; i D 1; 2; : : : ; K (4)

where
�!
hui and

 �
hui denote the working memory of forward

LSTM and backward LSTM, respectively, and
�!
cui and

 �
cui denote the contextual features of two directions

of i-th utterance, respectively,
�����!
LSTMu and

 �����
LSTMu

denote the forward and backward calculations of LSTM,
respectively.

These two features
�!
cui and

 �
cui are concatenated into

cui D Œ
�!
cui I
 �
cui � to generate the utterance-level feature for

i-th utterance. Thus, the utterance-level feature of a
conversation is represented as follows:

Cu D
�
cu1 ; c

u
2 ; : : : ; c

u
K

�
2 RK�.2l/ (5)

where l denotes the dimension of hidden state of the
LSTM.

3.4 Speaker-level context encoding

Speaker-level context encoding aims to consider not
only the emotional change between two utterances but
also the self-dependency utterance between two adjacent
utterances of the same speaker.

Let X be the CNN input. The output of the
convolutional layer is represented as follows:

Gs D ' .Ws ˝X C bs/ 2 RK�q (6)
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where Ws denotes the weight of the convolutional layer
and bs denotes the bias of the current convolutional layer.

Then, the output of the convolutional layer is input into
the pooling layer. The specific description is represented
as follows:

Ps D MaxPool .Gs/ 2 RK�r (7)

The CNN features of each utterance Ps D
˚
psi

	K
iD1

are fed into the Bi-LSTM to learn the correlation of each
utterance from the same speaker,
�!
csi ;
��!
hs�;i D

�����!
LSTMs.p

s
i ;
����!
hs�;i�1/; i D Œ1; jU� j� (8)

 �
csi ;
 ��
hs�;i D

 �����
LSTMs.p

s
i ;
 ����
hs�;i�1/; i D Œ1; jU� j� (9)

where � D ı .ui /, jU� j refers to all utterances of the
speaker s� ,

��!
hs
�;i

, and
 ��
hs
�;i

denote the working memory of
the forward LSTM and backward LSTM, respectively,
�!
csi and

 �
csi denote the contextual features of two

directions of i-th speaker;
�����!
LSTMs and

 �����
LSTMs denote

the forward and backward calculations, respetively.
The two features

�!
csi and

 �
csi are concatenated into csi D

Œ
�!
csi I
 �
csi � to generate the speaker-level feature for i-th

speaker. Thus, the speaker-level feature in a conversation
is represented as follows:

Cs D
�
cs1; c

s
2; : : : ; c

s
K

�
2 RK�.2l/ (10)

3.5 Emotion classifier

After the utterance-level and speaker-level encoding are
obtained in Sections 3.3 and 3.4, respectively, BL is
adopted to calculate the weight of each emotion label and
to obtain the emotion label prediction in each utterance.

Since BL is composed of feature node, enhancement
node, and an output layer, the feature embeddings are
first linearly mapped into n groups of feature nodes, and
then feature nodes are nonlinearly mapped intom groups
of enhancement nodes. Finally, the feature nodes and
enhancement nodes are input into the output layer to
obtain the probability distribution of emotions. During
the training process of BL, the weights of feature nodes
and enhancement nodes are generated randomly and
fixed, and the weights of the output layer are optimized
by the ridge regression method.

However, in DBL, the deep features of utterances are
extracted through the CNN and Bi-LSTM, which need
not be linearly transformed into features of BL. Thus, in
BL, they are directly treated as the feature nodes, which
are nonlinearly transformed into the enhancement nodes.
Finally, the feature nodes and enhancement nodes are
concatenated to input into the output layer for calculating
the weight of each label.

Thus, the utterance-level features Cu and speaker-
level features Cs in a conversation are concatenated
and nonlinearly mapped into m groups of enhancement
nodes. The j -th group of enhancement nodes Ej is
represented as follows:
Ej D�.ŒCu; Cs�Wej C ˇej / 2 RN�t ; j D 1; 2; : : : ; m

(11)
where t denotes the number of enhancement nodes of
each group, Wej and ˇej are randomly generated, which
denote the weight matrix and bias matrix, respectively,
and � denotes a nonlinear activate function.

We assume that E D ŒE1; E2; : : : ; Em� as m groups
of enhancement nods. Thus, the output Y can be
represented as follows:

Y D ŒCu; Cs; E�WBL D A �WBL (12)

where WBL denotes the output weight of BL, and A
denotes the actual input of BL.

To shorten the calculation time and to prevent over-
fitting, the ridge regression is adopted as an objective
function in the general BL, which is represented as
follows:

arg min
WBL

kA �WBL � Y k
2
2 C � kWBLk

2
2 (13)

where � denotes the regularization parameters.
Finally, according to the regularized least square

method, WBL can be represented as follows:
WBL D .�I C AA

T/�1AT OY (14)

where I denotes an identity matrix and OY denotes the
ground truth label of each utterance.

The specific process is shown in Algorithm 1.

3.6 Prediction

After the processing of BL, its output will be input
into the prediction component, which consists of two
full connection layers and a softmax classifier. In the
full connection layer, ReLU function is adopted as the
activation function to avoid the problem of gradient
explosion. In addition, during the training process of the

Algorithm 1 Learning process of DBL
Input: U D fu1; u2; : : : ; uKg

Output: Y
1: Generate utterance embedding by BERT;
2: while stopping criterion is not met do
3: Generate utterance-level features by Eqs. (3) and (4);
4: Generate speaker-level features by Eqs. (8) and (9);
5: Generate enhancement nodes by Eq. (11);
6: Compute WBL by Eq. (14);
7: end while
8: Compute Y by Eq. (12).
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model, the cross-entropy is adopted as the loss function.
Finally, the prediction results are output through the
softmax.

4 Experiment

In this section, we provide a brief description of
the datasets, baseline methods, parameter settings,
and evaluation metrics utilized in our experiments,
and compare our proposed method with the baseline
methods.

4.1 Datasets and evaluation metrics

To verify the DBL effectiveness, the following three
benchmark datasets are utilized, i.e., MELD, EmoryNLP,
and IEMOCAP.

MELD[36]: It is collected from Friends TV series. Its
emotion labels include neutral, surprise, fear, sadness,
joy, disgust, and anger.

EmoryNLP[37]: It is also collected from Friends TV
series, which includes neutral, joyful, scared, mad, sad,
powerful, and peaceful.

IEMOCAP[38]: It contains video, audio, and text
transcriptions, which are annotated with six kinds of
emotion labels: neutral, happiness, sadness, anger,
frustration, and excitement.

In terms of the evaluation metric in our experiments,
we evaluate the overall performance by using a weighted-
average F1 (namely W-F1) score. The specific statistics
of these datasets are listed in Table 1.

4.2 Implementation detail

DBL is implemented with the BERT, which is composed
of 12 transformer blocks and is pre-trained on a large
number of English corpus (e.g., Wikipedia, news). The
region size of filters for the CNN is set to 2, 3, and 4,
and the feature maps of each filter are set to 100. The
nodes of the hidden layer for the Bi-LSTM are set to
200. The BL classifier is implemented with 10 groups
of enhancement nodes, 50 nodes in each group, and
the activation function is tanh. Model optimization is
conducted using the AdamW update strategy[39] with the
initial learning rate setting to 8�10�6 and weights decay

Table 1 Descriptions for training, validation, and test
information data in datasets.

Dataset Conversation (train/
validation/test)

Utterance (train/
validation/test)

Number of
classes

MELD 1038/114/280 9989/1109/2610 7
EmoryNLP 659/89/79 7551/954/984 7
IEMOCAP 100/20/31 4810/1000/1523 6

setting to 0.01. The hyperparameters corresponding to
the best performance on the validation set are obtained
by the grid search, and the regularization parameter is
set to � = 0.001.

4.3 Compared methods

We compare our proposed method DBL with the
following baseline methods in our experiments:
� TextCNN[40]: It is a convolutional neural network

for emotion classification without considering utterance-
level and speaker-level contextual information of textual
conversation.
� KET[17]: It is a transformer-based model which

adopts external commonsense knowledge to improve
contextual utterance representations.
� DialogueRNN[5]: It is an RNN-based model,

which uses three GRUs to track the status of speakers,
global contexts, and historical emotions, separately.
� HiTrans[9]: It is a transformer-based context and

speaker-sensitive model for emotion classification in
textual conversations.
� QMNN[41]: It is a quantum-based model which

adopts a quantum-inspired neural network for
conversational emotion classification.
� KAITML[42]: It is a graph-based model which

introduces a dual-level graph attention mechanism
and multi-task learning for conversational emotion
classification.
� DialogXL[12]: It is an XLNet-based model for

conversational emotion classification by capturing the
useful intra- and inter-speaker dependencies.
� MVN[3]: It is a multi-view network for the word-

and utterance-level dependencies capturing.
� DBL: It is our proposed method, which is a

deep broad learning method for emotion classification
by considering the utterance-level and speaker-level
contextual information of textual conversation.

5 Result and Analysis

We evaluate the overall performance by using W-F1
and adopt the results of the baseline methods, like
TextCNN, KET, DialogueRNN, and HiTrans, reported
in Ref. [9], and the results of QMNN, KAITML,
DialogXL, and MVN reported in Refs. [3, 12, 37, 38],
respectively.

5.1 Performance comparison

To demonstrate the effectiveness of DBL, we compare
it with the baseline methods on the MELD, EmoryNLP,



Sancheng Peng et al.: Deep Broad Learning for Emotion Classification in Textual Conversations 487

and IEMOCAP datasets, and the experimental results
are shown in Table 2.

Table 2 provides the experimental results on the
MELD dataset. It is found that MVN can achieve the best
overall performance of 62.47% on W-F1 score among
the baseline methods. By comparison, the performance
of our proposed DBL outperforms MVN by 1.56%. DBL
can improve the overall performance by comparison with
the baseline methods.

Table 2 also provides the experimental results on the
EmoryNLP dataset. Among all the baseline methods,
HiTrans achieves the best overall performance of 36.75%
on W-F1. In comparison, the performance of our
proposed DBL outperforms HiTrans by 0.24%, which
can prove the effectiveness of DBL. It also shows that
there is a better capability for DBL to classify emotion
in textual conversation.

From Table 2, we can see that MVN has the
best overall performance among all the baselines. In
particular, MVN and DialogXL perform better than our
proposed method on IEMOCAP, which may be attributed
to the capturing of useful word- and utterance-level
dependencies, and intra- and inter-speaker dependencies.

In conclusion, DBL outperforms other baseline
models in most cases. The main reason is that the CNN
can effectively capture the k-gram features, Bi-LSTM
can effectively capture the long-distance dependencies
and sequential information, and BL can effectively
integrate these features into a high-dimensional feature
space to obtain richer semantic information.

5.2 Model analysis

To verify the effectiveness of our proposed method,
we conduct two extensive experiments: one analyzes
the impact of the CNN and Bi-LSTM on the emotion
classification performance; another analyzes the impact
of the CNN, Bi-LSTM, and BL on the emotion

Table 2 W-F1 for different methods on MELD, EmoryNLP,
and IEMOCAP datasets.

(%)

Method
Dataset

MELD EmoryNLP IEMOCAP
TextCNN 52.55 27.85 43.25

KET 58.18 34.39 59.56
DialogueRNN 57.03 31.70 62.75

HiTrans 61.94 36.75 64.5
QMNN 58.00 � 59.88

KAITML 58.87 35.59 61.43
DialogXL 62.41 34.73 65.94

MVN 62.47 � 65.99
DBL(Ours) 64.03 36.99 62.53

classification performance. The experimental results
are shown in Table 3.

Table 3 provides the experimental results on the
MELD, EmoryNLP, and IEMOCAP for different
components in DBL. As shown in Table 3, it is found that
BERT+CNN+Bi-LSTM can achieve better performance
on MELD, EmoryNLP, and IEMOCAP compared with
the BERT. As to these three datasets, the improvements
of W-F1 are 2.32%, 0.56%, and 7.44%, respectively.
The possible reason is that CNN and Bi-LSTM can
effectively help BERT+CNN+Bi-LSTM to extract the k-
gram features, sequential information, and long-distance
dependencies for improving performance.

As shown in Table 3, it is found that DBL (i.e.,
BERT+CNN+Bi-LSTM+BL) can also achieve better
performance on MELD, EmoryNLP, and IEMOCAP
compared with BERT. As to these three datasets,
the improvements of W-F1 are 3.59%, 2.07%, and
8.38%, respectively. The possible reason is that DBL
can effectively model the contextual relations of
conversations by capturing the utterance-level and
speaker-level features to improve the performance.

In addition, DBL can achieve better performance on
MELD, EmoryNLP, and IEMOCAP by comparing with
BERT+CNN+Bi-LSTM. As to these three datasets, the
improvements of W-F1 are 1.27%, 1.51%, and 0.94%,
respectively. The possible reason is that BL can help
DBL to integrate the utterance-level and speaker-level
features effectively and to transform them into the high-
dimensional feature space by introducing the feature
and enhancement nodes in BL, thereby improving the
performance of DBL.

5.3 Ablation analysis

To comprehensively address the impact of the utterance-
and speaker-level encoding on DBL, we conduct an
ablation analysis on MELD, EmoryNLP, and IEMOCAP
datasets by removing them separately, and investigate
their contributions to these datasets. The experimental
results are shown in Table 4.

From Table 4, it is found that both utterance- and

Table 3 Analysis of the effectiveness with W-F1 for DBL on
MELD, EmoryNLP, and IEMOCAP datasets.

(%)

Method
Dataset

MELD EmoryNLP IEMOCAP
BERT 60.44 34.92 54.15

BERT+CNN+
Bi-LSTM

62.76 35.48 61.59

DBL 64.03 36.99 62.53
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Table 4 Ablation analysis with W-F1 for DBL on MELD,
EmoryNLP, and IEMOCAP datasets.

(%)
Utterance-level Speaker-level MELD EmoryNLP IEMOCAP

X X 64.03 36.99 62.53
X � 59.84 35.32 62.18
� X 59.12 34.75 61.40

speaker-level encodings are essential to the strong
performance of DBL on these datasets. There is a
relatively greater impact on ECTC from the removal
of utterance-level encoding than that of speaker-level
encoding, which shows that the contextual information
between adjacent utterances is more important for
emotion classification.

5.4 Error analysis

Although there is a better performance for DBL, it still
fails to classify certain emotions on these three datasets.
We provide two cases for the error results in Table 5,
where cases A and B are extracted from the EmoryNLP
and MELD, respectively.

We find that DBL is difficult to distinguish two pairs of
emotional types (i.e., “disgust” vs. “fear”, and “peaceful”
vs. “powerful”). There are two possible reasons for
the model error. One reason is that these two pairs of
emotions are very similar. Another reason is that there is
only a small number of data available for these emotional
texts. Thus, how to precisely distinguish very similar
emotions and how to effectively classify emotions under
limited data are two challenging works for the ECTC
task.

6 Conclusion

In this paper, we explore the importance of the

CNN, Bi-LSTM, and BL for the ECTC task. We
demonstrate that the combination of DL (i.e., CNN
and Bi-LSTM) and BL could also be beneficially
utilized in ECTC task by comparison with the existing
methods, which usually capture utterance- and speaker-
level contextual dependencies based on the deep learning
models. Specifically, we propose a novel method
to capture utterance-level and speaker-level context
dependencies simultaneously in textual conversations
on the basis of BERT, CNN, Bi-LSTM, and BL. With
these two different representations, the local contextual
information (i.e., utterance-level) and global contextual
information (i.e., speaker-level) are well captured at the
same time. The extensive experiments demonstrates the
effectiveness of our proposed method. In our future
work, we plan to study how to use our proposed method
to solve the multimodal emotion classification task.
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