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SUNet++: A Deep Network with Channel Attention for Small-Scale
Object Segmentation on 3D Medical Images

Lan Zhang, Kejia Zhang�, and Haiwei Pan

Abstract: As a deep learning network with an encoder-decoder architecture, UNet and its series of improved versions

have been widely used in medical image segmentation with great applications. However, when used to segment

targets in 3D medical images such as magnetic resonance imaging (MRI), computed tomography (CT), these models

do not model the relevance of images in vertical space, resulting in poor accurate analysis of consecutive slices

of the same patient. On the other hand, the large amount of detail lost during the encoding process makes these

models incapable of segmenting small-scale tumor targets. Aiming at the scene of small-scale target segmentation

in 3D medical images, a fully new neural network model SUNet++ is proposed on the basis of UNet and UNet++.

SUNet++ improves the existing models mainly in three aspects: 1) the modeling strategy of slice superposition is

used to thoroughly excavate the three dimensional information of the data; 2) by adding an attention mechanism

during the decoding process, small scale targets in the picture are retained and amplified; 3) in the up-sampling

process, the transposed convolution operation is used to further enhance the effect of the model. In order to verify

the effect of the model, we collected and produced a dataset of hyperintensity MRI liver-stage images containing over

400 cases of liver nodules. Experimental results on both public and proprietary datasets demonstrate the superiority

of SUNet++ in small-scale target segmentation of three-dimensional medical images.
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1 Introduction

Assisted medical diagnosis is an important direction
in the development of artificial intelligence. The main
application is to identify and segment organs or lesions
in medical images. In recent years, with the rise of deep
learning, various models based on convolutional neural
networks (CNNs), such as FCN[1], UNet[2], Deeplab[3],
PSPNet[4], and RCNN[5, 6], have been widely used
in medical image segmentation. In particular, UNet
has received the most widespread attention because
of its excellent application and efficient efficiency.
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Traditional UNet is based on an encoder-decoder
architecture. During the encoding process, convolution
and pooling operations are used to continuously reduce
the dimensionality of the image and extract its high-
level semantic features. In the decoding process, an
up-sampling operation is used to gradually restore the
scale of the image and finally form a mask. Meanwhile,
skip connections are used to combine the high-level
semantic feature maps with the corresponding low-level
detailed feature maps. On this basis, to enhance the
accuracy of segmentation, a series of improved versions
of UNet are proposed. Just like UNet++[7], this model
introduces dense skip connections to UNet in order to
further reduce the semantic gap between encoder and
decoder. However, when analyzing three-dimensional
medical images such as magnetic resonance imaging
(MRI) and computed tomography (CT), specifically
when segmenting small-scale targets in the image, the
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effects of these models are not satisfactory.
The characteristic of MRI, CT, and other medical

images is to form continuous multiple scan pictures
of the patient in a certain direction (generally in the
vertical direction), thereby obtaining information about
the relevant parts in three dimensions. Because the
distance between adjacent scans is tiny, there is a
strong correlation between adjoining scanned pictures.
Models such as UNet were initially designed to analyze
a single picture, and lack the ability to model three-
dimensional images. Ignoring the correlation between
pictures leads to low accuracy in 3D volume analysis.
On the other hand, these models continuously reduce
the dimensionality of the pictures through operations
such as pooling in the encoding process to extract their
high-level semantic features. In this process, the loss
of a large amount of detailed information makes the
model’s accuracy in small-scale target segmentation
poor. Although models such as UNet++ use a large
number of intensive jump connections to compensate
for the information loss in the encoding process, this
kind of untargeted data enhancement technology can not
effectively enhance the model’s effect in small target
segmentation, in addition to increasing the complexity
of the model.

Although there are some improved versions of UNet,
such as V-Net[8] and 3DUNet[9], three-dimensional
modeling of pictures has been tried. However, the
insertion of a large amount of invalid data in the
modeling process severely affected its convergence
effect. The loss of information in the encoding process
has not been effectively resolved, resulting in the poor
performance of these 3D versions of UNet models when
segmenting small-scale targets.

Aiming at the scene of small-scale target segmentation
on 3D medical images on the basis of UNet and
UNet++, this paper proposes a new neural network
model SUNet++. SUNet++’s improvements compared
to UNet and UNet++ are mainly reflected in three
aspects: 1) the modeling strategy of slice superposition is
used to fully excavate the three dimensional information
of the data; 2) by adding an attention mechanism during
the decoding process, small scale targets in the picture
are retained and amplified; 3) in the up-sampling process,
the transposed convolution operation is used to further
enhance the effect of the model.

In order to verify the effect of the model, we collected
and produced a liver hyperintensity MRI dataset. At
the same time, in order to ensure great data security,

similar to previous methods[10, 11], our dataset hides
the users’ private information. The dataset contains
more than 400 cases of liver nodule lesions (small-
scale targets), which are marked by doctors with rich
experience in diagnosis. In the process, we learned that
even for experienced doctors, it is a very tough task
to distinguish small-scale lesions in these MRI images.
The experimental results on our dataset and the public
dataset have proved the superiority of SUNet++ for
small-scale target segmentation on three-dimensional
medical images. To this end, the contribution of this
paper includes two main aspects: (1) in order to adapt the
small-scale target segmentation on 3D medical images, a
neural network model SUNet++ is proposed to overcome
the shortcomings of existing research works; (2) a liver
hyperintensity MRI dataset containing more than 400
cases of liver nodules was collected and produced, and
the superiority of the proposed model was verified on
the dataset.

2 Related Work

Some commonly used methods for traditional CT
and MRI segmentation are threshold-based[12], region-
based[13], deformation-based[14], fuzzy-based[15], and
neural network based[16]. However, medical images
are complex and diverse, which will case a lot of
issues, e.g., blurred tissue edges and unclear edges of
lesions. Also, the accuracy of segmentation is low. Thus
Long et al.[1] and Korez et al.[16] proposed a full
convolutional network (FCN) structures and optimized
the 3D FCN model algorithm to further improve the
accuracy of segmentation. After that, many researchers
used MRF algorithm[13] or CRF algorithm[12] to improve
the segmentation results output by FCN. These methods
further optimize the segmentation results.

The UNet network structure[2] is based on FCN. UNet
is suitable for medical image segmentation. The up-
sampling stage and down-sampling stage of UNet use
the same number of levels of convolution operations,
and the skip connection structure is used to connect the
down-sampling layer and the up-sampling layer, so that
the features extracted by the down-sampling layer can
be directly transferred to the up-sampling layer. This
makes the pixel positioning of the UNet network more
precise and the segmentation accuracy higher.

3DUNet network structure[9] realizes 3D volume
segmentation by inputting a continuous 2D slice
sequence of 3D volume. V-net[8], a 3D deformed
structure, uses the 3D convolution kernel to perform
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the image processing. Both long-hop and short-hop
connection structures are used in UNet structure[17] to
improve the segmentation accuracy. Kamnitsas et al.[18]

and Ghafoorian et al.[19] used multi-scale convolution to
extract global and local image information. Reference
[20] used the UNet network and joined the jump
connection structure, so that the network structure can
still get a good segmentation result with less training
data.

UNet++[7] redesigned the jump path, which makes
it easier to optimize semantically similar feature maps.
This structure integrates the advantages of long and short
connections, thus can capture features of different levels.
UNet3plus[21] redesigned the interconnection between
encoder and decoder. Therefore, fine particle details can
be captured from full scale. It is helpful for accurate
segmentation, particularly for organs of different scales
in the medical images volume.

Currently popular datasets, such as CHAOS[22],
segment abdominal organs from CT and MRI data. The
cardiac magnetic resonance imaging dataset[23] consists
of a sequence of short-axis cardiac magnetic resonance
images collected from 33 subjects, with a total of 7980
2D images. ACDC[24] consists of 150 patients and has
three categories of heart. Reference [25] proposed the
PROMISE12 challenge—MICCAI prostate magnetic
resonance images segmentation. The challenge data
includes patients with benign diseases (such as benign
prostatic hyperplasia) and prostate cancer. LiTS[26]

competition dataset contains 200 cases. Due to the low
contrast with normal tissues and various gray levels, the
dataset of 200 cases is limited, which is likely to cause
over-fitting. It is not easy to observe tumors with CT
scan images. These datasets are not good enough to
distinguish the tumors. Most medical datasets involve
more personal privacy, in order to protect private data
in large datasets. Some methods have been proposed to
prevent sensitive information from being attacked[27–29],
and have excellent effect. A method of privacy data
protection for multiple parties is important[30].

Most of the existing methods focused on the
optimization of the single-layer slice information

extraction process. Take V-Net and other 3D models
as examples. They simply added the overall three-
dimensional information. Large-scale labels can maintain
the balance of positive and negative samples. However,
for small-scale labels, a huge number of negative
samples will be introduced. Also, for small-scale label
datasets, there are currently no good results.

3 Methodology

This section introduces the SUNet++ model, which is
based on UNet and UNet++. The structure is shown in
Fig. 1.

3.1 Encoder-decoder structure

SUNet++ still uses the encoder-decoder structure. The
pixel size of input training slices of the model is 5 �
512�512. The input and output tensor size of each node
is shown in Table 1.

3.1.1 Encoder
Five coding units are used (Ei in Fig. 1) to extract high-
level features of training slices. Suppose the size of the
input training slices X is ci � wi � hi , where ci is the
number of channels, and wi , hi are the width and height
of the feature training slices. c0 D 5 , w0 D h0 D 5. Ei

includes a residual part and an SElayer part. Its structure
is shown in Fig. 2a.

In the residual structure, the tensor X passes through
a convolutional layer with the 1 � 1 kernel and a batch
normal (BN) layer to obtain a tensor X1 (2ci �wi � hi ).

X1 D BN .Conv1�1 .X// 2 R2ci�wi�hi (1)

Then, the tensor X1 passes through a convolutional
layer with the 3 � 3 kernel and a batch normal layer to
obtain a tensor X2 (2ci � wi � hi ).

Training slices

V0,1 V0,2 V0,4

V1,1 V1,2 V1,3

V2,2

V3,1

E0

E1

E2

E3

V1,2

V0,3

Maxpooling 
Transposed convolution

Loss

Segmentation 

Ground truth 

E4

Fig. 1 The structure of the SUNet++ model.

Table 1 Pixel size of SUNet++ structure.
Input Output Block Layer Input Output Block Layer Input Output

E0 5�512�512 32�512�512 V0;1 96�512�512 32�512�512 V1;2 256�256�256 64�256�256
E1 32�256�256 64�256�256 V1;1 192�256�256 64�256�256 V2;2 512�128�128 128�128�128
E2 64�128�128 128�128�128 V2;1 384�128�128 128�128�128 V0;3 160�512�512 32�512�512
E3 128�64�64 256�64�64 V3;1 76�64�64 256�64�64 V1;3 320�256�256 64�256�256
E4 256�32�32 512�32�32 V0;2 128�512�512 32�512�512 V0;4 192�512�512 32�512�512
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(a) Ei (b) Vi;j (c) SElayer

Fig. 2 Detailed structure of coding units in SUNet++.

X2DRelu .BN .Conv3�3 .X1///2R2ci�wi�hi (2)

Then, X2 passes through a convolutional layer with
a 3 � 3 convolution kernel, a batch normal layer, and a
Relu layer to obtain X3 (2ci � wi � hi ).
X3DRelu .BN .Conv3�3 .X2///2R2ci�wi�hi (3)

After that, skip connecting X1 to X3, the output of the
residual structure is X 0 (2ci � wi � hi ):
X 0 D FResdul .X/ D X1 CX3 2 R2ci�wi�hi (4)

Specially, if i D 0;X1; X2; X3 2 R32�wi�hi . By
using the residual structure, the model overcomes the
degradation problem of the multilayer downsampling
network.

After the residual part, X 0 is passed to the channel
attention mechanism, SElayer. And, the output is X

00

(2ci � wi � hi ). SElayer majors in retaining and
amplifying the characteristics of small-scale targets. Its
specific structure is described in following part. Finally,
X
00

is passed through a 2 � 2 maxpooling layer. The
layer changes its size to 2ci � wi � hi and passes it to
EiC1. In addition, X

00

is passed to the upper decoding
unit Vi�1;1 with a size of 2ci � 2wi � 2hi , after being
subjected to 4 � 4 transposed convolution.

3.1.2 Decoder
In the decoding process, multiple cascaded decoding
units are used (Vi;j ; i D 0; 1; : : : ; 3 I j D 1; 2; : : : ; 4

in Fig. 1). The input of Vi;j consists of two parts:
1) the feature map obtained by the lower decoding
unit ViC1;j�1, after transposed convolution (the size
is 4ci � wi � hi ); 2) the feature maps output by the
same layer decoding unit Vi;0; Vi;1; : : : ; Vi;j�1 . The
size of each feature map is 2ci � wi � hi . Vi;0 D Ei .
Because the same size of the feature map, Yi;j of Vi;j

can be obtained by superimposing on the channel. Its
size is .4C 2j / ci � wi � hi . Vi;j contains two basic
structures of VGG[31]. Each structure contains a 3 � 3
convolutional layer, a batch normal, and an activation
layer. The structure is shown in Fig. 2b.

First, Yi;j passes through the first VGG structure to

get the feature map Y 1
i;j (2ci � wi � hi ).

Y 1
i;j D Relu

�
BN

�
Conv3�3

�
Yi;j

���
2 R2ci�wi�hi

(5)
Second, Y 1

i;j passes through the next VGG structure
to get the feature map Y 2

i;j (2ci � wi � hi ).

Y 0i;j D Relu
�
BN

�
Conv3�3

�
Y 1

i;j

���
2 R2ci�wi�hi

(6)
Y 0i;j , the output of the decoding block Vi;j , continues

to two directions: 1) though a 4 � 4 transposed
convolution, whose step size is 2, its size is changed
into 2ci � 2wi � 2hi . After that, it is passed to the upper
layer decoding unit Vi�1;jC1. 2) passed to the same
layer decoding block Vi;jC1; Vi;jC2; : : : ; Vi;4�i by skip
connection. Finally, the output Y 00;4 of the decoding units
V0;4 is subjected to a 1 � 1 convolution operation. And
the models’s output is Y 0 (q�w0�h0), the segmentation.
Especially, q is the number of tumor types.
3.1.3 SElayer
The SUNet++ model uses the SElayer in each encoding
unit. This function is to add an attention mechanism
to different channels of the feature map, so as to
retain and amplify the features of small-scale targets.
In UNet and UNet++, after multiple feature extraction
(encoding), the target part has a tendency to be captured
by the feature map of a certain channel. Due to the
undifferentiated treatment of all channels, the edge
information will be ablated in multiple down-sampling
operations (maxpooling). Therefore, this makes it easy
for these models to miss some small-scale targets. In
the SElayer module, we use global pooling and fully
connected layer (FC layer) to continue exploring the
feature map. Then, feed the result of feature extraction
to different channels through the attention mechanism,
so as to give higher weight to the feature map of the
captured lesion. This process will retain the most useful
information. The structure of the SElayer module is
shown in Fig. 2c.

Assume that the input of SElayer is a feature map
X (c � w � h). Firstly, the module uses global average
pooling to obtain the global features in each channel
feature map.

z Œk� D FGP .X Œk�/ D
1

wh

wX
iD1

hX
jD1

X Œk� .i; j / (7)

X Œk� (k D 1; 2; : : : ; c) is the feature map of the k-th
channel. X Œk� .i; j / is the value of point .i; j / in X Œk�.
And z Œk� is the calculation result of the k-th channel.
After global average pooling, the calculation result of
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the input feature map X is

z D FGP .X/ 2 Rc (8)

Next, pass z to two fully connected layers with
activation functions. The first fully connected layer
uses the parameter matrix W1 2 R c

u�c to reduce the
dimension of z. Then the ReLU function is used to
activate. The second fully connected layer uses the
parameter matrixW2 2 Rc� c

u to restore the intermediate
results to the original dimensions, and uses the sigmoid
function to activate. Then, each channel’s attention
coefficient is obtained. The dimensionality reduction
coefficient u is a hyperparameter. The calculation process
of the attention coefficient can be expressed as
sDFAtt .X/D� .W2 �ReLU .W1�F GP.X///2Rc

(9)
Finally, multiply the attention coefficient by the

feature map on the corresponding channel to enlarge
or reduce the information on different channels.

X 0 D FSElayer .X/ D s ˇX 2 Rc�w�h (10)

whereˇ is the Hadamard product.

3.2 3D superposition and transposed convolution

Observing liver slices, experts generally distinguish
blood vessels from tumors through three-dimensional
information provided by multiple serial slices. Compared
with the previous dataset, large-scale labels can ignore
three-dimensional information, and better results can be
acquired from two-dimensional slices alone. However,
the small-scale tags in this dataset need to fully consider
the three-dimensional information of the tags. There
are some models that consider the three-dimensional
characteristics of medical images, such as VNnet[8],
3DUNet[9], etc. These methods put the training slices
into the model. However, the small label dataset contains
a large amount of unlabeled data. The existence of
negative samples causes uneven sample distribution,
which affects the convergence effect of the algorithm.
Therefore, a method is needed to accurately retain the
three-dimensional information of the images. Also, the
number of positive and negative samples needs to be
balanced to ensure a better convergence effect.

Simulating the human observation method, SUNet++
adopts a slice superposition strategy for the input to
retain the three-dimensional information of the label. At
the same time, it can flexibly remove negative samples.
After preprocessing, training slices of a patient is
arranged vertically into a series of slices S1; S2; : : : ; Sm,
and each slice is adjusted to a single-channel slice with

a size of 512 � 512. SUNet++ generates masks for
each slice in turn to segment small target tumors. In
order to generate the mask of slice Si , the input of the
model is Si�l ; Si�lC1; : : : ; Si ; : : : ; SiCl�1; SiCl . The
feature map Xi (.2l C 1/ � 512 � 512) is formed by
superimposing in turn.
Xi D ŒSi�l ; Si�lC1; : : : ; Si ; : : : ; SiCl�1; SiCl � (11)
The number of superimposed channels p D 2l C 1

is one of the hyperparameters of the model. For edge
slicing, a mirror image extension method is used. If
i � k < 1, Si�k D SiCk; If i C k > m, SiCk D Si�k .

In the previous semantic segmentation methods,
bilinear interpolation is usually used as the resolution
method for restoring the feature map. The parameter
value is sufficient, so no more detailed results can be
obtained, and the performance is poor in the upsampling
of small-scale labels. We use transposed convolution to
achieve up-sampling because this process is learnable,
and high-resolution information can be fully recovered
during the parameter adjustment process, avoiding errors
introduced in the bilinear interpolation process, and
retaining the clear boundaries.

3.3 Loss

For input X , suppose its label is Y , and the model
output result is Y 0. Among them, the size of Y and Y 0

are both q � w0 � h0. q represents the number of tag
categories. One of the loss functions used by the model
is the dice coefficient, which is an ensemble similarity
measurement function. It is usually used to calculate the
similarity value range of two samples as the value range
Œ0; 1�, which is defined as:

Ldice D

qX
kD1

�
1 �

Y Œk� � Y 0 Œk�

Y Œk�C Y 0 Œk�

�
(12)

Y Œk� is the real mask of the k-th label, Y 0 Œk� is
the mask generated by the model for the k-th label.
Ldice represents the division of the tumor area, which is
more suitable for extremely uneven samples. In general,
using Ldice will adversely affect backpropagation and
easily make training unstable. Therefore, we add the
classification loss LBCE that can be compared to the
label.

LBCE D �
1

q

qX
kD1

.Y Œk� � lnY 0 Œk�/�

1

q

qX
kD1

�
.1�Y Œk�/�ln

�
1�Y 0 Œk�

��
(13)

Combining binary cross entropy (BCE) loss and dice
loss to calculate the loss from the two aspects of tumor
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area and classification. The overall loss is as follows.
Ltotal D a � LBCE C Ldice (14)

where a is the combination coefficient, a D 0:5.

4 Dataset

4.1 Dataset introduction

We collected Gd-EOB-DTPA MR enhanced
hepatobiliary images from a tumor hospital from
January 2020 to December 2020. At the same time,
four medical experts used professional software to
label them. We draw on some relevant methods and
theories[32–35] to ensure that the private information of
data is not leaked, and the security of information is
protected. Thus, a small-scale enhanced hepatobiliary
phase images (SEHPI) dataset is formed. Moreover, the
dataset is a liver-specific contrast agent dynamically
enhanced the hepatobiliary MR image. Different from
MR images of non-liver-specific contrast agents, specific
contrast media hepatobiliary stage images are helpful
for the screening and diagnosis of liver nodules, and it is
easier to delineate the boundaries of the lesions. During
the labeling process, the tumors are distinguished and
classified. They are liver cancer, metastases, cysts, and
hemangioma (Fig. 3).

In the previous literature, most of them major in
CT images of liver cancer nodules, and less work on
MR images. Most of the literature is segmentation and
classification of liver cancer lesions, and there is no
specific classification and segmentation of common
liver nodules. Our dataset performs segmentation and
classification of common liver lesions on hepatobiliary
MRI stage images, which can assist imaging doctors
to diagnose liver diseases. Medical images of digital
imaging and communications in medicine (DICOM)
formate were shown. All of the medical slices are single-
channel grayscale images, and the range of each pixel
value is Œ0; 5000�. The dataset contains a total of 400
labeled cases.

Our dataset contains medical data acquired on
different devices and uses different acquisition protocols.
The data in this dataset is representative of the clinical
variability and challenges encountered in the clinical

Fig. 3 SEHPI. Label 1 in red represents liver cancer; Label
2 in blue represents metastatic tumor; Label 3 in yellow
represents cyst; Label 4 in green represents hemangioma.

environment. In order to measure the size of the
segmented parts, we compared the constructed SEHPI
dataset with two other public datasets, LiTS[26] and
BraTS[36]. The LiTS dataset contains 200 cases, and the
images are CT scan images. The dataset segmented the
liver and liver tumors. The image dimension of each
case is .90; 512; 512/. The BraTS dataset is a brain
tumor segmentation competition dataset. It contains
285 cases. Each case is four sets of multi-modal CT
images .155; 240; 240/. Table 2 shows the results of the
comparison. The rate is the percentage of the number
of marked pixels in the total number of pixels in the
picture. Since the LiTS dataset needs to segment the
enlarged organ—the liver, its label accounts for the
largest proportion. The target of the BraTS dataset that
needs to be segmented is brain tumors, which are greater
than SEHPI but considerably smaller than LiTS. The
target to be segmented in the SEHPI dataset is liver
nodules. Compared with organ targets and common
tumor targets, SEHPI targets are much smaller. Similarly,
in the LiTS dataset with individual tumor labels (LiTS
Tumor), the proportion of labels is very small, only
0.63%, which is a small-label dataset. Due to the
particularity of the target, the traditional medical image
segmentation method is easy to lose the target in the
process of downsampling, resulting in its low accuracy
on SEHPI.

4.2 Dataset preprocessing

We used the SimpleITK package to preprocess
operations on the original images in order to unify the
data format. First, we unify the image dimensions. The
size of the images is not consistent, due to the use of
different equipment for data collection. Most of the
image sizes are less than or equal to 512 pixel�512 pixel.
So, we adjust the size of all images to 512 pixel �
512 pixel by using a bilinear interpolation sampling
strategy. Meanwhile, most cases consist of 90 slices.
We use the z-axis linear interpolation strategy, in order to
change the slice spacing. We change each case slices to
90. In all sampling processes, the adjacent interpolation
method is adopted for the label position to ensure the
consistency of the label position as much as possible. As
a consequence, the image size of each case are unified
as .90; 512; 512/.

Next, in order to shield the noise in the image, we
Table 2 The proportion of labels in the dataset.

(%)
SEHPI LiTS Tumor LiTS BraTS

Rate 0.5290 0.6327 11.1641 2.1462



634 Tsinghua Science and Technology, August 2023, 28(4): 628–638

used the quantiles of the two pixel values of 0.99 and
0.01 as the upper and lower bounds to correct the image.

X 0.i; j /D

8̂<̂
:
P0:01.X/; X.i; j /2.�1;P0:01.X//

X.i; j /; X.i; j /2 ŒP0:01.X/;P0:99.X/�

P0:99.X/; X.i; j /2.P0:99.X/;C1/

(15)
X 0 is the corrected image, P0:01 .X/ and P0:99 .X/ are
the quantiles of pixels on the original image X that
are 0.01 and 0.99. Since the intensity of each pixel
ranges between 0 and 5000, the minimum value in the
normalized slice corresponds to the 0 intensity in the
unnormalized slice. In order to highlight the 0 intensity
in the background, the background is replaced with –9
to track the background with 0 intensity pixels when
sampling random slices. Such correction can get the
optimal dataset of the article with better accuracy.

5 Experiment

5.1 Evaluation index

For input X , suppose its corresponding label is Y , and
the model output Y 0. The number of channels of Y and
Y 0 are both q (the number of tag categories). We use the
following indicators to evaluate the effect of the model.

5.1.1 Dice
For the evaluation criteria in the segmentation process,
the dice similariy coefficient (DSC) is mainly used. It is
a measure of ensemble similarity, which is usually used
to calculate the similarity of two samples.

Dice D

qX
kD1

2Y Œk� � Y 0 Œk�C ı

Y Œk�C Y 0 Œk�C ı
(16)

where ı D 1 � 10�5.

5.1.2 Positive predicted value
Positive predicted value (PPV) reflects the ability of the
classifier or model to correctly predict the accuracy of
positive samples, that is, how many of the predicted
positive samples are real positive samples. The higher
value, the better performance.

PPV D

qX
kD1

2Y Œk� � Y 0 Œk�C ı

Y 0 Œk�C ı
(17)

5.1.3 Sensitivity
Sensitivity reflects the ability of the classifier or model
to correctly predict the full degree of positive samples,
and increases the prediction of positive samples as
positive samples. It relects the proportion of positive
samples predicted as positive samples in the total positive
samples. The higher value, the better performance.

Sensit ivi ty D

qX
kD1

2Y Œk� � Y 0 Œk�C ı

Y Œk�C ı
(18)

5.1.4 Hausdorff 95
The DSC is more sensitive to the filling inside the mask,
and the Hausdorff distance is more sensitive to the
boundary of the segmentation. B and B 0 are the masks
of ground truth and the model’s output. k�k2 represents
the L2 distance between b and b0.

dist
�
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�
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B 0; B

�	
(20)

We use Hausdorff 95 to eliminate the influence of a
tiny subset of outliers.

d95%HD D dH � 95% (21)

5.2 SElayer ablation experiment

In order to better verify that SElayer can really pay
attention to a specific channel during model training, we
visualize the feature maps generated by different slice
SElayer after the first decoder and the corresponding
weight values, as shown in Fig. 4. The two slices on the
left, with a smaller weight, do not contain the tumor, and
the three slices on the right contain the visualization bar
below the tumor (in the red box). The weights of these
five slices are respectively 0.12, 0.23, 0.92, 0.74, 0.69.
It can be found that the weight of the slice containing
the tumor is greatly higher than that of the slice not
containing the tumor. Also, the weight of the middle
slice is the highest.

At the same time, we visualize the feature maps of
tumor slices in different models, as shown in Fig. 5. The
above picture is the output of the original UNet++, and
under layer is the output of SUNet++ at the same node. It
can be clearly observed that the spot of the tumor cannot
be seen in the first three pictures of UNet++; SUNet++

Fig. 4 Continuous slices weight visualization.

Fig. 5 Feature maps of the same node generated by (a)
UNet++ and (b) SUNet++.
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highlights the tumor and has better expressiveness. The
boundary of the tumor is most clear. After SElayer,
slices with higher weights retain more comprehensive
information, which can retain more image information.
Therefore, SUNet++ is conducive to the generation of
small-scale label masks.

5.3 Hyperparameter selection

The reduction rate r introduced in SElayer is an
important hyperparameter. It allows changing the
capacity and calculation cost of the SELayer in the
model. In order to find this relationship, we conducted a
series of experiments with different values of r . In the
experiment, the dice value is chosen to use the average
of the four label dice values. The comparison in Table 3
shows that performance does not increase monotonically
with the increase in capacity. This may be the result of
SElayer being able to overfit the channel dependence of
the training set. In particular, it was found that setting
r D 16 achieved a good balance between accuracy, and
used in code.

When choosing the number of slices to be
superimposed p, we compare the influence of different
layers. The dice value of the results in the experiment
uses the average value of the four label dice, the
experimental results are shown in Table 3. It can be found
that the model training effect is not positively correlated
with the number of superimposed layers, because the
introduction of more useless slices. When the number
of slices is equal to the number of general slices of the
case, the input of the model degenerates to the input
of 3DUNet. At the same time, the more superimposed
layers, the more model parameters. After comparing the
model training effects, we choose 5 layers.

5.4 Training

In SUNet++, the output of the last sigmod layer
is composed of four foregrounds probability maps.
Foreground voxels which have higher probability (> 0:5)
than those belonging to the background, are considered

Table 3 Hyperparameter selection result.
Hyperparameter Dice

r

4 0.8895
8 0.8953
16 0.9251
32 0.9107

p

1 0.8218
3 0.8832
5 0.9107
7 0.8983

to be part of the segmentation. In the training process,
the method of bilateral optimization is adopted, 40 of the
400 examples are selected as the test set, and 40% of the
training set is selected as the value set. Conditions for the
model to stop training: when the best dice result in the
val set does not improve after 20 epochs, the model stops
training. Because value does not participate in training,
it can ensure that the training achieves the best results
without overfitting. The batch size is 10. The momentum
is 0.9. The initial learning rate is 0.0003, and the final
model parameters are 69.39 MB.

As mentioned earlier, we suppress useless information
and improve the convergence effect by deleting the
unlabeled slices. Figure 6 compares the training process
of the ordinary UNet model without removing the slices
from the data and the training process of SUNet++.
The dataset is LiTS Tumor. It can be observed that the
convergence process of the SUNet++ model is faster
and stable. The UNet model has the problem of gradient
explosion after 150 rounds. This may be due to the fact
that the small-scale label dataset has less information
and more negative samples. At the same time, there are
too many hidden layers in the ordinary UNet model
when training small-scale tags, which leads to gradient
explosion.

5.5 Result

For comparison, we used the original UNet[2], UNet++[7],
as well as the nnUNet[37] and UNet3plus[21] architecture.
These models can retain the details of each scale or
capture fine-grained details from the full scale. All four
models have the ability to retain small-scale labels. The
experimental results are shown in Table 4. It can be seen
that the four labels of SUNet++’s dice index increased
by an average of 2.73%, the PPV index increased by an
average of 1.71%, the sensitivity index increased by an
average of 0.21%, and the Hausdorff 95 index increased

(a) UNet

(b) SUNet++

Fig. 6 Training on the LiTS Tumor dataset.
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Table 4 SEHPI dataset experimental results.

Model
Dice Sensitivity

Label 1 Label 2 Label 3 Label 4 Label 1 Label 2 Label 3 Label 4
UNet 0.8605 0.8761 0.9168 0.9207 0.9783 0.9821 0.9903 0.9671

UNet++ 0.8684 0.8965 0.8576 0.9156 0.9506 0.9834 0.9791 0.9673
UNet3plus 0.8619 0.8965 0.9134 0.8423 0.9733 0.9776 0.9876 0.9627

nnUNet 0.8912 0.8931 0.8729 0.8933 0.9714 0.9812 0.9890 0.9693
SUNet++ 0.8987 0.9152 0.9422 0.9446 0.9757 0.978 0.9912 0.9707

Model
PPV Hausdorff 95

Label 1 Label 2 Label 3 Label 4 Label 1 Label 2 Label 3 Label 4
UNet 0.8756 0.8886 0.9228 0.9441 0.6218 0.4616 0.2589 0.2081

UNet++ 0.9104 0.929 0.8754 0.9468 0.5916 0.3113 0.4470 0.3167
UNet3plus 0.8828 0.9154 0.9227 0.8614 0.5696 0.3645 0.2640 0.5364

nnUNet 0.8911 0.9233 0.9391 0.9741 0.4236 0.3321 0.2069 0.2091
SUNet++ 0.9181 0.9321 0.9492 0.9732 0.4683 0.3323 0.1618 0.2919

by 42.39%. The resulting visualization is shown in Fig. 7.
After comparing multiple and single tumor cases, we can
find that SUNet++ can accurately locate multiple tumors
and classify them more accurately than other models. At
the same time, it can get a more exact boundary.

Moreover, we compare the performance of these
models on LiTS Tumor dataset. This dataset contains
200 cases. Also, in order to obtain the experimental
results, we eliminate the pointless slices in the dataset
to ensure the regular convergence of the model. In the
model implementation, the batch size, momentum and
the initial learning rate are equal to the last experiment.
The same method of bilateral optimization is used to
train the model. We compared the four models in the
LiTS Tumor dataset (with the liver label removed). In
Table 5 the results are as follows: compared with the
second best performing model nnUNet, dice increased
by 4.96%, PPV increased by 1.21%, sensitivity increased
by 1.58%, and Hausdorff 95 decreased by 10.08%.

Ground Truth SUNet++Ground Truth UUNeNett UUNeNett++++ UUNeNet3 plus SUNet++

(a)

(b)

(c)

Fig. 7 Visualization of experimental results.

Table 5 LiTS Tumor dataset experimental results.
Model Dice PPV Sensitivity Hausdorff 95
UNet 0.3813 0.5984 0.6300 4.9384

UNet++ 0.3992 0.5724 0.7233 3.9812
UNet3plus 0.4013 0.5432 0.8092 4.3324

nnUNet 0.4501 0.6012 0.8201 3.1742
SUNet++ 0.4724 0.6067 0.8214 2.8541

6 Conclusion

In order to solve the problem of medical image
segmentation with small-scale labels, we propose
SUNet++. The architecture takes advantage of a
redesigned encoder units. The redesigned encoder units
combine the residual structure and the layer attention
mechanism in order to focus on the importance of
different slices. At the same time, a larger small-scale
labeled liver segmentation dataset is proposed to provide
better experimental objects for liver segmentation.
Experiments show that SUNet++ has outstanding
performance in small-scale label segmentation.
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