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Guest Editorial
Special Issue on New Frontiers in Extremely
Efficient Reservoir Computing

ITH the penetration of artificial intelligence (Al) tech-
Wnology into industrial applications, not only com-
putational effectiveness but also computational efficiency
in machine learning (ML) methods has been increasingly
demanded. Reservoir computing (RC) is an ML framework
leveraging a dynamic reservoir for a nonlinear transformation
of sequential inputs and a readout for mapping the reservoir
state to a desired output. Since only the readout is trained
with a simple learning algorithm, RC has attracted much
attention as a promising approach to enhance compatibility
between high computational performance and low learning
cost. In addition, recent studies on physical reservoirs imple-
mented with various physical substrates have boosted the
potential of RC in the development of effective and efficient
Al hardware. Therefore, it is time to further explore the new
frontiers in extremely efficient RC.

The aim of this Special Issue is to focus on new challenges
for fully exploiting the potential of RC in machine learning
applications and realizing extremely efficient Al hardware.
This Special Issue was organized in part as an activity of the
IEEE task force on reservoir computing (TFRC) for promot-
ing and stimulating the development of RC research under
both theoretical and application perspectives (https:/sites.
google.com/view/reservoir-computing-tf/). Around 30 articles
were initially submitted for this SI and, after a peer-review
process, 13 research articles were accepted for publication.
These articles deal with cutting-edge approaches based on RC,
which pose new directions in RC research. We give a brief
introduction to these articles, which are separated into three
groups, as follows.

The first group is associated with theoretical aspects of
RC for efficient model design and reliable RC applications,
including the following articles:

In [Al], PaaBen et al. introduce a novel reservoir
neural network architecture, namely, the reservoir memory
machines (RMMs) which is equipped with an external memory
but can still be trained using convex optimization. The authors
prove in their work that RMMs are strictly more powerful than
finite state machines and conducted a series of experiments,
demonstrating that RMMs can solve many benchmark tasks for
differentiable neural computers (extensions of artificial neural
networks with an explicit memory without interference but
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noticeably difficult to train) that are beyond the abilities of
standard recurrent models.

In [A2], Jiingling et al. use the concept of consistency
capacity to analyze the functional dependence of reservoir
states from the driving input signals. In the article, several
experiments are presented targeting diverse reservoir orga-
nizations and input settings. Interestingly, for the case of
multidimensional driving input, the presented analysis reveals
a hierarchy of capacities that characterizes the interference of
the input signals in the different input dimensions. For the case
of a 1-D driving input, the results show a nonlinear fading
memory profile of the reservoir system.

In [A3], Manjunath studies in detail the curve fitting abilities
of echo state networks (ESNs) in relation with the so-called
echo state property and the existence of what he calls a
universal semiconjugacy. The results in this article are one
more step in the design of rational guidelines in the choice
of reservoir architectures capable of enhancing learning per-
formances. As an important corollary of these results, the
existence of universal semiconjugacies helps us understand the
failure of the ESNs to approximate some chaotic dynamical
systems.

The second group explores new model designs and new
applications of RC for better computational performance and
efficiency in pattern recognition tasks, including the following
articles:

In [A4], Schwedersky er al. apply an RC approach to
adaptive practical nonlinear model predictive control (NMPC)
formulation, which is a relevant methodology in industrial
applications. To obtain an online nonlinear system identifi-
cation method, the proposed RC approach combines an online
recursive least-squares training algorithm with an adaptive
forgetting factor. Finally, in the adaptive NMPC algorithm,
the full nonlinear ESN model is used to obtain the nonlinear
system free response, and a linearized version is calculated at
each time step to get a local approximation of the system
step response. The proposed model shows reliable results,
compared with the baseline and state-of-the-art methods in
the field, with a significant gain for the computational time.

In [AS5], Jordanou et al. introduce an efficient data-driven
strategy for control of nonlinear dynamic plants devoid of
known models, toward an ESN—practical nonlinear model pre-
dictive controller (PNMPC) hybrid model. A specific aspect of
the proposal is the substitution of the finite difference method
of PNMPC for a fast analytical computation of the derivative
in terms of the ESN, while also proposing a procedure to
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recursively calculate the Jacobians of the state equations, with
other expedients concerning the error correction filter for the
controller. The results are successfully compared with models
including linear MPC, approximate predictive control, and
PNMPC with a LSTM model, using the four-tank system
benchmark and an oil production platform application.

In [A6], Jalalvand et al. apply an RC model with adaptation
mechanisms to a plasma state prediction from experimentally
monitored plasma profile data. They demonstrate that the
adaptive RC methods can achieve comparable prediction per-
formance to the CNN-LSTM (convolutional neural networks
combined with long short-term memory), with a significantly
easier and faster training procedure. The results suggest that
the RC approach is extremely efficient when a predictor needs
to be retrained frequently under changing operational condi-
tions and device settings.

In [A7], Pasa et al. propose a multiresolution reservoir graph
neural network (MRGNN) for structured data. The proposed
method extracts multiresolution features from graph data by
using an unrolled reservoir convolutional layer, which are
subsequently integrated to train a feedforward neural network
in the readout. The experimental results for graph classification
benchmarks demonstrate that the proposed method enables
extremely fast learning and can achieve comparable or higher
classification accuracy compared to other state-of-the-art
methods.

In [AS8], Pedrelli and Hinaut propose a kind of deep RC
model constructed with multiple reservoirs which are aimed
at processing different levels of language information, such
as phoneme, word, part-of-speech, and semantic role, inspired
by hierarchical organizations and learning mechanisms in the
brain. The proposed method enables to progressively enhance
abstraction levels of language information in the transforma-
tion from input continuous speech signals to the output seman-
tic role labels. The experimental results for online semantic
role labelling tasks show that the proposed method can out-
perform other state-of-the-art RC-based and deep learning
methods, with efficient computational efforts.

In [A9], Nokkala et al. design reservoir systems using the
quantum or classical fluctuations of a network of interacting
harmonic oscillators. They show that this strategy can lead
to performances comparable to that of a standard echo state
network in several nonlinear benchmark tasks. Furthermore,
they find that the performance of the network of harmonic
oscillators in nonlinear tasks is robust to errors both in input
and reservoir observables caused by external noise. These
results pave the way toward the use of RC in harnessing
fluctuations in disordered linear systems.

The third group makes efforts for studying new architectures
and mechanisms in physical RC and its hardware implemen-
tation, including the following articles.

In [A10], Gupta et al. propose a design of a split-
reservoir-based RC model for low-power pattern recognition
and demonstrate its hardware implementation with field-
programmable gate array (FPGA). In speech and human
action recognition tasks, the authors show that the pro-
posed hardware architecture combined with on-the-fly binary
weight generation can significantly reduce computational
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and memory resources compared to existing FPGA models,
which can be further developed toward edge-computing ML
devices.

In [Al1], Nakajima et al. show a new family of neural
networks based on the Schrédinger equation, which the authors
named SE-NET. There the trainable weights of the neural net-
works correspond to the physical quantities of the Schrodinger
equation. A trained network is transferable to actual optical
systems. A numerical demonstration of end-to-end ML is
performed with an optical frontend toward a compact spec-
trometer. The results extend the application field of ML to
hybrid physical-digital optimizations.

In [A12], Kleyko et al. study the reservoir operations under
the formalism of collective-state computing, addressing the
memory-computation trade-off. The authors explore the poten-
tialities of cellular automata implementing rule 90 (CA90) in
generating the weight values needed for the reservoir update
equation, alleviating the random matrix memorization bottle-
neck and enabling the computation to scale to high reservoir
dimensionality.

In [A13], Vettelschoss er al. experimentally evaluate the
information processing capacity (IPC) measure of a reservoir
computer based on a single-analog nonlinear node coupled
with delay. The authors link the extracted IPC measures to the
dynamical regime of the reservoir. They also find a nonhomo-
geneous distribution of the linear and nonlinear contributions
as a function of the system operating conditions. Furthermore,
they show a part of the role of noise in the IPC of the analog
implementation.

These articles totally cover a wide variety of RC-related
topics, such as theory, algorithm, model architecture, applica-
tions, and implementation of RC. We hope that this Special
Issue offers an overview of extremely efficient RC-based
methods and promotes further development in this research
field.

Finally, the Guest Editors would like to cordially thank
all the contributions of the authors and the great dedication
of the reviewers to this Special Issue. Without their efforts,
this Special Issue would not have been completed. The Guest
Editors would also wish to thank the former Editor-in-Chief,
Prof. Haibo He, and the current Editor-in-Chief,
Prof. Yongduan Song, for their administrative support.

GOUHEI TANAKA, Guest Editor

International Research Center for Neurointelligence
The University of Tokyo

Tokyo 113-0033, Japan

CLAUDIO GALLICCHIO, Guest Editor
Department of Computer Science
University of Pisa

56127 Pisa, Italy



IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 33, NO. 6, JUNE 2022

ALESSIO MICHELI, Guest Editor
Department of Computer Science
University of Pisa

56127 Pisa, Italy

JUAN-PABLO ORTEGA, Guest Editor
School of Physical and Mathematical Sciences

Nanyang Technological University
Singapore 637371

AKIRA HIROSE, Guest Editor
Department of Electrical Engineering and
Information Systems

[A4]

[A5]

[A6]

[AT]

[A8]

[A9]

2573

B. B. Schwedersky, R. C. C. Flesch, and S. B. Rovea, “Adaptive
practical nonlinear model predictive control for echo state network
models,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6,
pp. 2605-2614, Jun. 2022.

J. P. Jordanou, E. A. Antonelo, and E. Camponogara, “Echo state
networks for practical nonlinear model predictive control of unknown
dynamic systems,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33,
no. 6, pp. 2615-2629, Jun. 2022.

A. Jalalvand, J. Abbate, R. Conlin, G. Verdoolaege, and E. Kolemen,
“Real-time and adaptive reservoir computing with application to profile
prediction in fusion plasma,” IEEE Trans. Neural Netw. Learn. Syst.,
vol. 33, no. 6, pp. 2630-2641, Jun. 2022.

L. Pasa, N. Navarin, and A. Sperduti, “Multiresolution reservoir graph
neural network,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6,
pp. 2642-2653, Jun. 2022.

L. Pedrelli and X. Hinaut, “Hierarchical-task reservoir for online
semantic analysis from continuous speech,” IEEE Trans. Neural Netw.
Learn. Syst., vol. 33, no. 6, pp. 2654-2653, Jun. 2022.

J. Nokkala, R. Martinez-Pena, R. Zambrini, and M. C. Soriano, “High-
performance reservoir computing with fluctuations in linear networks,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6, pp. 2664-2675,
Jun. 2022.

The University of Tokyo [A10] S. Gupta, S. Chakraborty, and C. S. Thakur, “Neuromorphic time-
multiplexed reservoir computing with on-the-fly weight generation for
Tokyo 113-8656, Japan edge devices,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6,
pp. 2676-2685, Jun. 2022.
APPENDIX: RELATED ARTICLES [A11] M. Nakajima, K. Tanaka, and T. Hashimoto, “Neural Schrodinger
equation: Physical law as deep neural network,” IEEE Trans. Neural
[A1] B. PaaBlen, A. Schulz, T. C. Stewart, and B. Hammer, “Reservoir Netw. Learn. Syst., vol. 33, no. 6, pp. 26862700, Jun. 2022.
memory machines as neural computers,” /[EEE Trans. Neural Netw.  [A12] D. Kleyko, E. P. Frady, and F. T. Sommer, “Cellular automata can
Learn. Syst., vol. 33, no. 6, pp. 2575-2585, Jun. 2022. reduce memory requirements of collective-state computing,” IEEE
[A2] T. Jungling, T. Lymburn, and M. Small, “Consistency hierarchy of Trans. Neural Netw. Learn. Syst., vol. 33, no. 6, pp. 2701-2713,
reservoir computers,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, Jun. 2022.
no. 6, pp. 25862595, Jun. 2022. [A13] B. Vettelschoss, A. Rohm, and M. C. Soriano, “Information process-

[A3]

G. Manjunath, “An echo state network imparts a curve fitting,” IEEE
Trans. Neural Netw. Learn. Syst., vol. 33, no. 6, pp. 2596-2604,

ing capacity of a single-node reservoir computer: An experimental
evaluation,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6,

Jun. 2022.

pp. 2714-2725, Jun. 2022.

Gouhei Tanaka (Member, IEEE) received the B.E. degree in mathematical engineering and the
M.S. and Ph.D. degrees in complexity science from The University of Tokyo, Tokyo, Japan,
in 2000, 2002, and 2005, respectively.

He is currently a Project Associate Professor with the International Research Center for
Neurointelligence, Graduate School of Engineering, and the Graduate School of Information
Science and Technology, The University of Tokyo. His research interests include complex
system dynamics, mathematical engineering, neural networks, neuromorphic computing, and
their applications to real-world phenomena.

Prof. Tanaka is a member of the IEEE Computational Intelligence Society. He also serves as
a member for the IEEE Task Force on Reservoir Computing.

Claudio Gallicchio (Member, IEEE) received the Ph.D. degree in computer science from the
University of Pisa, Pisa, Italy, in 2011.

He is currently an Assistant Professor with the Department of Computer Science, University
of Pisa. His research interests include the fusion of concepts from deep learning, recurrent
neural networks, and randomized neural systems.

Prof. Gallicchio is a member of the IEEE CIS Data Mining and Big Data Analytics Technical
Committee, the IEEE CIS Task Force on Deep Learning, and the IEEE Task Force on Learning
for Structured Data. He is also the Founder and the Chair of the IEEE CIS Task Force on
Reservoir Computing, and the Co-Founder and the Vice-Chair of the IEEE Task Force on
Randomization-based Neural Networks and Learning Systems.




2574 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 33, NO. 6, JUNE 2022

Alessio Micheli (Member, IEEE) received the Ph.D. degree in computer science from the
University of Pisa, Pisa, Italy, in 2003.

He is currently an Associate Professor with the Department of Computer Science, University
of Pisa, where he is also the Head and Scientific Coordinator of the Computational Intelligence
and Machine Learning Group (CIML). His research interests include machine learning, neural
networks, deep learning, learning in structured domains (sequence, tree, and graph data),
recurrent and recursive neural networks, reservoir computing, and probabilistic and kernel-based
learning for nonvectorial data, with an emphasis on efficient neural networks for learning from
graphs.

Prof. Micheli is an Elected Member of the Executive Committee of the European Neural
Network Society (ENNS). He is also the National Coordinator of the “Italian Working Group on
Machine Learning and Data Mining” of the Italian Association for Artificial Intelligence and the
Co-Chair of the IEEE CIS Task Force on Reservoir Computing. He also serves as an Associate
Editor for IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS.

Juan-Pablo Ortega received the Licenciatura degree in theoretical physics from the Universidad
de Zaragoza, Zaragoza, Spain, in 1993, the master’s and Ph.D. degrees in mathematics from the
University of California at Santa Cruz, Santa Cruz, CA, USA, in 1997 and 1998, respectively,
and the Habilitation degree from the Université de Nice, Nice, France, in 2003.

He is currently a Professor with the Division of Mathematical Sciences, Nanyang Technological
University, Singapore. His research interests include the learning and statistical modeling of
stochastic processes, dynamical and controlled systems, and time series. He is also interested in
the applications of these topics to financial econometrics, mathematical finance, physiological
signal treatment, and engineering. He has worked extensively in geometric mechanics, where
he focuses on stability theory, symmetric systems, and their reduction.

Prof. Ortega is a Foreign Member of the Royal Academy of Sciences of Spain. He also serves
as an Associate Editor for several boards, such as Neural Networks, Scientific Reports, or the
International Journal of Forecasting. He is also a Founding Managing Editor of the Journal of
Geometric Mechanics.

Akira Hirose (Fellow, IEEE) received the Ph.D. degree in electronic engineering from The
University of Tokyo, Tokyo, Japan, in 1991.

In 1987, he joined the Research Center for Advanced Science and Technology (RCAST), The
University of Tokyo, as a Research Associate. In 1991, he was appointed an Instructor with
RCAST. From 1993 to 1995, on leave of absence from The University of Tokyo, he was with the
Institute for Neuroinformatics, University of Bonn, Bonn, Germany. He is currently a Professor
with the Department of Electrical Engineering and Information Systems, The University of
Tokyo. His research interests include wireless electronics and neural networks.

Prof. Hirose is a member of the Japanese Neural Network Society (JNNS) and the Asia Pacific
Neural Network Society (APNNS) and a fellow of the Institute of Electronics, Information and
Communication Engineers (IEICE). He has served as the President of JNNS from 2013 to
2015 and APNNS in 2016; and the General Chair of the Asia—Pacific Conference on Synthetic
Aperture Radar (APSAR) 2013 in Tsukuba, Japan, the International Conference on Neural
Information Processing (ICONIP) 2016 in Kyoto, Japan, and the International Geoscience and Remote Sensing Symposium
(IGARSS) 2019 in Yokohama, Japan. He serves as the General Chair for the IEEE World Congress on Computational
Intelligence (WCCI) 2024 in Yokohama. He was the Editor-in-Chief of the IEICE TRANSACTIONS ON ELECTRONICS
from 2011 to 2012 and an Associate Editor of journals such as the IEEE TRANSACTIONS ON NEURAL NETWORKS AND
LEARNING SYSTEMS from 2009 to 2011 and IEEE Geoscience and Remote Sensing eNewsletter from 2009 to 2012. He also
serves as an Associate Editor for the IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS and /EICE
Electronics Express.





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


