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Inverting the Generator of a Generative
Adversarial Network

Antonia Creswell

Abstract— Generative adversarial networks (GANs) learn a
deep generative model that is able to synthesize novel, high-
dimensional data samples. New data samples are synthesized by
passing latent samples, drawn from a chosen prior distribution,
through the generative model. Once trained, the latent space
exhibits interesting properties that may be useful for downstream
tasks such as classification or retrieval. Unfortunately, GANs do
not offer an “inverse model,” a mapping from data space back
to latent space, making it difficult to infer a latent representation
for a given data sample. In this paper, we introduce a technique,
inversion, to project data samples, specifically images, to the latent
space using a pretrained GAN. Using our proposed inversion
technique, we are able to identify which attributes of a data set
a trained GAN is able to model and quantify GAN performance,
based on a reconstruction loss. We demonstrate how our proposed
inversion technique may be used to quantitatively compare the
performance of various GAN models trained on three image data
sets. We provide codes for all of our experiments in the website
(https://github.com/ToniCreswell/InvertingGAN).

Index Terms— Backpropagation, feature extraction, image gen-
eration, multilayer neural network, pattern recognition, unsuper-
vised learning.

I. INTRODUCTION

ENERATIVE adversarial networks (GANs) [10], [20]
G are a class of generative model which are able to synthe-
size novel, realistic looking images of faces, digits, and street
numbers [20]. GANs involve two networks: a generator, G,
and a discriminator, D. The generator, G, is trained to generate
synthetic images, taking a random vector, z, drawn from
a prior distribution, P(Z), as input. The prior is often chosen
to be a normal or uniform distribution.

Radford et al. [20] demonstrated that GANs learn a “rich
linear structure,” meaning that algebraic operations in Z-space
often lead to semantically meaningful synthetic samples in
image space. Since images represented in Z-space are often
meaningful, direct access to a z € Z for a given image, x € X
may be useful for discriminative tasks such as retrieval or
classification. Recently, it has also become desirable to be able
to access Z-space in order to manipulate original images [27].
Thus, there are many reasons we may wish to invert the
generator.

Typically, inversion is achieved by finding a vector z € Z
which when passed through the generator produces an image
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that is very similar to the target image. If no suitable z exists,
this may be an indicator that the generator is unable to model
either the whole image or certain attributes of the image.
We give a concrete example in Section VI-B. Therefore, invert-
ing the generator, additionally, provides interesting insights to
highlight what a trained GAN has learned.

Mapping an image, from image space, X, to Z-space
is nontrivial, as it requires inversion of the generator,
which is often many layered, nonlinear model [4], [10], [20].
Dumoulin et al. [9] (ALI) and Donahue er al. (BiGAN) [8]
proposed learning a third, decoder network along side the
generator and discriminator to map image samples back to
Z-space. Collectively, they demonstrated results on MNIST,
ImageNet, CIFAR-10, SVHN, and CelebA. However, recon-
structions of inversions are often poor. Specifically, recon-
structions of inverted MNIST digits using methods of
Donahue et al. [7], often fail to preserve the style and char-
acter class. Recently, Li er al. [16] proposed a method to
improve reconstructions. Some drawbacks to these approa-
ches [8], [9], [16] include the need to train a third network,
which increases the number of parameters that have to be
learned; with more parameters, there is generally a greater
chance of overfitting [23], or even of memorizing [12] input
samples.

When employing a decoder model to perform inversion, its
value as a diagnostic tool for evaluating GANs is hindered.
GANs suffer from several pathologies [1], [2], [13], [19],
[21], [26], including overfitting [11], [24], that we may be able
to detect using inversion. If an additional encoder model is
trained to perform inversion [8], [9], [16], [17], the encoder
itself may overfit, thus not portraying the true nature of a
trained GAN. Since our approach does not involve training
an additional encoder model, we may use our approach for
“trouble-shooting” and evaluating different pretrained GAN
models.

In this paper, we make the following contributions.

1) We propose a novel approach to invert the generator
of any pretrained GAN, provided that the computa-
tional graph for the generator network is available
(Section II).

2) We demonstrate that, we are able to infer a Z-space
representation for a target image, such that when passed
through the GAN, it produces a sample visually similar
to the target image (Section VI).

3) We demonstrate several ways in which our proposed
inversion technique may be used to both qualita-
tively (Section VI-B) and quantitatively compare GAN
models (Section VII).

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
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Algorithm 1: Algorithm for Inferring z* € 99, the Latent
Representation for an Image x € R"™*"
Result: Infer(x)
125~ P(Z);
2 while NOT converged do
3| L« —(xlog[G@z")]+ (1 —x)log[l — G(z")]);
4 | ¥ <—F—aV,L;
5 end
6 return z* ;

4) In addition, we show that batches of z samples can be
inferred from batches of image samples, which improve
the efficiency of the inversion process by allowing
multiple images to be inverted in parallel (Section II-A).

We begin, by describing our proposed inversion technique.

II. METHOD: INVERTING THE GENERATOR

For a target image, x € N> we want to infer the Z-space

representation, z € Z, which when passed through the trained
generator produces an image very similar to x. We refer to
the process of inferring z from x as inversion. This can be
formulated as a minimization problem, as follows, where E is
the expectation:

7f = mzin —E, log[G (2)]. (D

Provided that the computational graph for G(z) is known,
z* can be calculated via gradient descent methods, taking the
gradient of G with respect to z. This is detailed in Algorithm 1.

Provided that the generator is deterministic, each z value
maps to a single image, x. A single z value cannot map
to multiple images. However, it is possible that a single x
value may map to several z representations, particularly if the
generator has collapsed [21]. This suggests that there may be
multiple possible z values to describe a single image. This
is very different to a discriminative model, where multiple
images, may often be described by the same representation
vector [18], particularly when a discriminative model learns
representations tolerant to variations.

The approach described in Algorithm 1 is similar in spirit to
that of Mahendran and Vedaldi [18], but instead of inverting a
representation to obtain the image that was responsible for it,
we infer the latent representation that generates a particular
image.

A. Inverting a Batch of Samples

Algorithm 1 shows how we can invert a single data sample.
However, it may not be efficient to invert single images at
a time; instead, a more practical approach is to invert many
images at once. We will now show that we are able to invert
batches of examples.

Let z, € WB*" 7, = {z1,22,...2p) be a batch of B
samples of z. This will map to a batch of image samples
xp € WBxmxm g, — (x1,x2,...xp}. For each pair (z;, x;),
i €{l...B},aloss L;, may be calculated. The update for z;
would then be z; < z; — a(dL;/dz;).
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If reconstruction loss is calculated over a batch, then the
batch reconstruction loss would be >, , p) Li, and the
update would be

o) . L;
VL = ZIE{I,Z,...B} i @)
0(zp)
o(L Lr...+ L;
_ ( 1"r‘ 2 + l) (3)
o(zp)
dLy dL, dLp
- e 2 (4)
dzi dz dzp

Each reconstruction loss depends only on G(z;), so L;
depends only on z;, which means (6L;/dz;) = 0, for all
i # j. This shows that z; is updated only by reconstruction
loss L;, and the other losses do not contribute to the update
of z;, meaning that it is valid to perform updates on batches.
The ability to perform updates on batches means that multiple
inversions may be run in parallel, making use of parallel archi-
tectures, and specifically general purpose graphical processing
units.

B. Using Prior Knowledge of P(Z)

A GAN is trained to generate samples from a z € Z where
the distribution over Z is a chosen prior distribution, P(Z).
P(Z) is often a multivariate Gaussian or uniform distribution.
If P(Z) is a multivariate uniform distribution, U[a, b], then
after updating z*, it can be clipped to be between [a, b]. This
ensures that z* lies in the probable regions of Z. If P(Z) is
a multivariate Gaussian Distribution, N, 02], regularization
terms may be added to the cost function, penalizing samples
that have statistics that are not consistent with P(Z) =
N, o).

If z € Z is a vector of length d and each of the d elements
in z € M is drawn independently and from identical distri-
butions, we may be able to add a regularization term to the
loss function. For example, if P(Z) is a multivariate Gaussian
distribution, then elements in a single z are independent and
identically drawn from a Gaussian distribution. Therefore,
we may calculate the likelihood of an encoding, z, under a
multivariate Gaussian distribution by evaluating

d
1 .
_ 1 dy _
log P(z) =log P(z,...,2%) = 7 iZ_OlogP(Z’)

where z/ is the ith element in a latent vector z and P is the
probability density function of a (univariate) Gaussian, which
may be calculated analytically. Our new loss function may be
given by

L(z,x) = Exlog[G(z)] — Blog P(z) )

by minimizing this loss function (Equation 5), we encourage
z* to come from the same distribution as the prior.

III. RELATION TO PREVIOUS WORK

In this paper, we build on our own work [6], which was pre-
viously presented at the NIPS 2016 Workshop on Adversarial
Training, but has not yet been published.

We have augmented the paper by performing additional
experiments on a shoe data set [17] and CelebA, as well
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as repeating experiments on the Omniglot data set using the
DCGAN model proposed by Radford et al. [20] rather than
our own network [5]; we also perform experiments showing
the ability to access the Wasserstein GAN (WGAN). In addi-
tion to proposing a novel approach for mapping data samples
to their corresponding latent representation, we show how
our approach may be used to quantitatively and qualitatively
compare models.

Our approach to inferring z from x is similar to the previous
work of Zhu et al. [27], but we make additional contributions.

Zhu et al. [27] calculated a reconstruction loss by compar-
ing the features of x and G(z*) extracted from the layers of
AlexNet [14], a convolutional neural network (CNN) trained
on natural scenes. This loss is unlikely to be appropriate
if the generated samples are either not of natural scenes
(e.g., Omniglot handwritten characters), or are of signals.
Our approach considers a raw pixel loss, providing a generic
approach that is not specific to the data set. Furthermore,
if our intention is to use the inversion to better understand the
GAN model, it is not appropriate to incorporate information
from other pretrained networks (e.g., AlexNet) in the inversion
process (see [3] for empirical evidence of bias even in visual
networks).

An alternative class of inversion methods involves train-
ing a separate encoding network to learn a mapping from
image samples, x to latent samples z. Li et al [16],
Donahue et al. [8], and Dumoulin et al. [9] propose learning
the encoder along side the GAN. Training an additional
encoder network increases the parameter space for learning:
for two GANSs of the same combined generator/discriminator
capacity, the additional parameters of an encoder network on
one pair can lead to overfitting in that pair. Furthermore, this
approach may not be applied to pretrained models.

Luo et al. [17], train an encoding network after a GAN has
been trained, which means that their approach may be applied
to pretrained models. However, as with any learning approach,
the trained encoder may overfit to the examples it has been
trained on. For this reason, the approach of Luo et al. [17] may
not be suitable for inverting image samples that come from a
different distribution to the training data. Luo et al. [17] only
show “original” reconstructed image samples being inverted,
not samples from a set of independent data; in other words,
Luo et al. [17] showed results for inverting already synthe-
sized samples, rather than real image samples from a test
set.

In contrast, we apply our inversion process on data samples
drawn from test sets of real data samples. To make the inver-
sion more challenging, we sometimes invert image samples
that come from a different distribution to the training data.
For example, we inverted image samples from the Omniglot
handwritten characters data set that come from a different set
of alphabets to the set used to train the (Omniglot) GAN.
We were still able to recover a latent encoding that captures
most features of the test data samples.

Finally, previous inversion approaches that use learned
encoder models [8], [9], [16], [17] may not be suitable for
“trouble-shooting,” as symptoms of the GAN may be
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Fig. 1. Synthetic Omniglot samples represent samples synthesized using a
(a) GAN and (b) WGAN.
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exaggerated by an encoder that overfits. We discuss this in
more detail in Section VII.

IV. “PRETRAINED” MODELS

In this section, we discuss the training and architecture
details of several different GAN models, trained on three
different data sets, which we will use for our inversion
experiments detailed in Section V. We show results on a total
of 10 trained models (Sections VI and VII).

A. Omniglot

The Omniglot data set [15] consists of characters from
50 different alphabets, where each alphabet has at least 14 dif-
ferent characters. The Omniglot data set has a background
data set, used for training and a test data set. The background
set consists of characters from 30 writing systems, while
the test data set consists of characters from the other 20.
Note that characters in the training and testing data set come
from different writing systems. We train both a DCGAN [20]
and a WGAN [2] using a latent representation of dimension,
d = 100. The WGAN [2] is a variant of the GAN that is easier
to train and less likely to suffer from mode collapse; mode
collapse is where synthesized samples look similar to each
other. All GANS are trained with additive noise whose standard
deviation decays during training [1]. Fig. 1 shows Omniglot
samples synthesized using the trained models. Though it is
clear from Fig. 1(a), that the GAN has collapsed, because the
generator is synthesizing similar samples for different latent
codes, it is less clear to what extent the WGAN [Fig. 1(b)]
may have collapsed or overfit. It is also unclear from Fig. 1(b)
what representative power, the (latent space of the) WGAN
has. Results in Sections VI and VII will provide more insight
into the representations learned by these models.

B. Shoes

The shoes data set [25] consists of 50000 examples of
shoes in RGB color, from four different categories and over
3000 different subcategories. The images are of dimensions
128 x 128. We leave 1000 samples out for testing and use the
rest for training. We train two GANs using the DCGAN [20]
architecture. We train one DCGAN with full sized images and
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Fig. 2. Shoe samples synthesized using GANs represent samples from
DCGANSs trained on (a) lower resolution (64 x 64) images, (b) higher
resolution images (128 x 128), and (c) samples from a WGAN.

the second we train on 64 x 64 images. The networks were
trained according to the setup described by Radford ef al. [20],
using a multivariate Gaussian prior. We also train a WGAN [2]
on full sized images. All GANs are trained with additive
noise whose standard deviation decays during training [1].
Fig. 3 shows samples randomly synthesized using the DCGAN
models trained on shoes. The samples look quite realistic,
but again, they do not tell us much about the representations
learned by the GANSs.

C. CelebA

The CelebA data set consists of 250000 celebrity faces,
in RGB color. The images are of dimensions 64 x 64 pixels.
We leave 1000 samples out for testing and use the rest
for training. We train three models, a DCGAN and WGAN
trained with decaying noise [1] and a DCGAN trained with-
out noise. The networks are trained according to the setup
described by Radford et al. [20]. Fig. 3(c) shows examples
of faces synthesized with and without noise. It is clear from
Fig. 3(a) and (c) that the GAN trained without noise has
collapsed, synthesizing similar examples for different latent
codes. The WGAN produces the sharpest and most varied
samples. However, these samples do not provide sufficient
information about the representation power of the models.

V. EXPERIMENTS

To obtain latent representations, z* for a given image x
we apply our proposed inversion technique to a batch of
randomly selected test images, x € X. To invert a batch
of image samples, we minimized the cost function described
by (5). In most of our experiments, we use £ = 0.01, unless
stated otherwise, and update candidate z* using an RMSprop
optimiser, with a learning rate of 0.01.

A valid inversion process should map a target image sample,
x € X to a z*¥ € Z, such that when z* is passed through

Fig. 3.  Celebrity faces synthesized using GANs represent samples from
DCGANSs trained (a) without noise and (b) with noise. (c) Samples from
a WGAN.

the generative part of the GAN, it produces an image, G(z*),
that is close to the target image, x. However, the quality of
the reconstruction depends heavily on the latent representation
that the generative model has learned. In the case, where a
generative model is only able to represent some attributes
of the target image, x, the reconstruction, G(z*) may only
partially reconstruct x.

Thus, the purpose of our experiments is twofold.

1) To demonstrate qualitatively, through reconstruction,
(G(z*)), that for most well-trained GANS, our inversion
process is able to recover a latent code, z*, that captures
most of the important features of a target image
(Section VI).

2) To demonstrate how our proposed inversion technique
may be used to both qualitatively (Section VI-B) and
quantitatively compare GAN models (Section VII).

VI. RECONSTRUCTION RESULTS

A. Omniglot

The Omniglot inversions are particularly challenging, as we
are trying to find a set of z*’s for a set of characters, x, from
alphabets that were not in the training data. The inversion
process will involve finding representations for data samples
from alphabets that it has not seen before, using information
about alphabets that it has seen. The original and reconstructed
samples are shown in Fig. 4.

In our previous work [6], we showed that given the “cor-
rect” architecture, we are able to find latent representations
that lead to excellent reconstructions. However, here we focus
on evaluating standard models [20] and we are particularly
interested in detecting (and quantifying) where models fail,
especially since visual inspection of synthesized samples may
not be sufficient to detect the model failure.

It is clear from Fig. 4 that the GAN has overfit; however,
it was less clear whether or not the WGAN has overfit, since
the samples appeared to be more varied. By attempting to
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Fig. 4. Reconstruction of Omniglot handwritten characters. (a) Target
Omniglot handwritten characters, x, from alphabets different to those seen
during training. (b) Reconstructed data samples, G(z*), using a GAN.
(c) Reconstructed data samples, G(z*), using a WGAN. (d) Reconstructed
data samples, G(z*), using a WGAN overlaid with x.

perform inversion, we can see that the WGAN has indeed
overfit, as it is only able to partially reconstruct the target
data samples. In Section VII, we quantitatively compare the
extent to which the GAN and WGAN trained on the Omniglot
data set have overfit.

B. Shoes

In Fig. 5, we compare shoe reconstructions using a DCGAN
trained on low- and high-resolution images. By comparing
all reconstructions in Fig. 5(b) and (c) (particularly the blue
shoe on the top row) we see that the lower resolution model
has failed to capture some structural details, while the higher
resolution model has not. This suggests that the model trained
on higher resolution images is able to capture more structural
details than the model trained on lower resolution images.
Using our inversion technique to make comparisons between
models is just one example of how inversion may also be used
to “trouble-shoot” and identify which features of a data set our
models are not capturing.

In addition, we may observe that while the GAN trained
on higher resolution images preserves more structure than
the GAN trained on lower resolution images, it still misses
certain details. For example, the reconstructed red shoes do
not have laces [Fig. 5(b) and (c) (top left)]. This suggests that
the representation is not able to distinguish shoes with laces
from those without. This may be important when designing
representations for image retrieval, where a retrieval system

e J

Fig. 5. Reconstruction of Shoes. (a) Shoe data samples, x, from a test set.
(b) Reconstructed data samples, G(z*), using a GAN at resolution 64 x 64.
(c) Reconstructed data samples, G (z*), using a WGAN at resolution 64 x 64.
(d) Reconstructed data samples, G(z*), using a GAN at resolution 128 x 128.
By comparing reconstructions, particularly of the blue shoe, we see that
the higher resolution model (d) is able to capture some structural details,
particularly the shoe’s heel, which the lower resolution model (b) does not.
Furthermore, the WGAN at 64 x 64 (c) is able to capture additional detail than
the GAN at 64 x 64, including the blue shoe’s strap. These results demonstrate
how inversion may be a useful tool for comparing which features of a data
set each model is able to capture.

using this representation may be able to consistently retrieve
red shoes, but less consistently retrieve red shoes with laces.
This is another illustration of how a good inversion technique
may be used to better understand what representation is
learned by a GAN.

Fig. 5(d) shows the reconstructions using a WGAN trained
on low-resolution images. We see that the WGAN is better
able to model the blue shoe, and some ability to model the
ankle strap, compared to the GAN trained on higher resolution
images. It is, however, difficult to access from reconstructions,
which model represents the data best. In Section VII, we show
how our inversion approach may be used to quantitatively
compare these models, and determine which learns a bet-
ter (latent) representation for the data.

Finally, we found that while the regularization of the latent
space may not always improve reconstruction fidelity, it can be
helpful for ensuring that latent encodings, z*, found through
inversion, correspond to images, G(z*) that look more like
shoes. Our results in Fig. 5 were achieved using £ = 0.01.

C. CelebA
Fig. 6 shows the reconstructions using three different
GAN models. Training GANs can be very challenging, and so
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Fig. 6. Reconstruction of celebrity faces. (a) CelebA faces, x, from
a test dataset. (b) Reconstructed data samples, G(z*), using a GAN.
(c) Reconstructed data samples, G(z*), using a GAN + noise. (d) Recon-
structed data samples, G(z*), using a WGAN. In this example, we use the
inversion process to compare models trained on CelebA using (b) a GAN,
(c) a GAN + noise, and (d) a WGAN. The visual results should be compared
with the first column of Table I.

various modifications may be made to their training to make
them easier to train. Two examples of modifications are:
1) adding corruption to the data samples during training [1]
and 2) a reformulation of the cost function to use the
Wasserstein distance. Although these techniques are known
to make training more stable, and perhaps also prevent other
pathologies found in GANS, e.g., mode collapse [22], we are
interested in comparing the (latent) representations learned by
these models.

The most faithful reconstructions appear to be those from
the WGAN as shown in Fig. 6(b). This will be confirmed
quantitatively in Section VII. By observing reconstruction
results across all models in Fig. 6, it is apparent that all three
models fail to capture a particular mode of the data; all three
models fail to represent profile views of faces.

VII. QUANTITATIVELY COMPARING MODELS

Failing to represent a mode in the data is commonly
referred to a “mode dropping,” and is just one of three
common problems exhibited by GANs. For completeness,
common problems exhibited by trained GANs include the
following: 1) mode collapse [2], [22], this is where similar
image samples are synthesized for different inputs; 2) mode
dropping [19], where the GAN only captures certain regions
of high density in the data generating distribution; and 3) train-
ing sample memorisation, where the GAN memorizes and

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 30, NO. 7, JULY 2019

TABLE 1
Comparing Models Using Our Inversion Approach MSE IS REPORTED
ACROSS ALL TEST SAMPLES FOR EACH MODEL TRAINED
WITH EACH DATA SET. A SMALLER MSE SUGGESTS
THAT THE MODEL IS BETTER ABLE TO
REPRESENT TEST DATA SAMPLES

Model CelebA  Shoes  Omniglot
GAN [20] 0.118 0.059 0.588
GAN+-noise [1] 0.109 0.029 0.305
o WGAN[2] 0042 0020 - 0.082
High Res. GAN - 0.016 -

reproduces samples seen in the training data. If a model
exhibits these symptoms, we say that it has overfit; however,
these symptoms are often difficult to detect.

If a GAN is trained well and exhibits none of the
above-mentioned three problems, it should be possible to
perform inversion to find suitable representations for most test
samples using our technique.

However, if a GAN does exhibit any of the three problems
listed above, inversion becomes challenging, since certain
regions of high density in the data generating distribution
may not be represented by the GAN. Thus, we may compare
GAN models, by evaluating the reconstruction error using our
proposed inversion process. A high reconstruction error, in this
case, mean squared error (MSE), suggests that a model has
possibly overfit, and is not able to represent data samples well.
By comparing MSE between the models, we can compare the
extent to which one model has overfit compared to another.

Table I shows how our inversion approach may be used
to quantitatively compare three models (four in the case of
the shoes data set) across three data sets, CelebA, shoes, and
Omniglot. This table gives mean squared reconstruction error
on a large batch of test samples; for CelebA we used 100 sam-
ples and for Shoes and Omniglot we used 500 samples.

From Table I, we may observe the following.

A. CelebA

The (latent) representation learned by the WGAN general-
izes to test samples, better than either the GAN or the GAN
trained with noise. Results also suggest that training a GAN
with noise helps to prevent overfitting. These conclusions are
consistent with both empirical and theoretical results found
in [1] and [2], suggesting that this approach for quantitatively
comparing models is valid.

B. Shoes

Using inversion to quantify the quality of a representation
allows us to make fine-grained comparisons between models.
We see that training a model using higher resolution images
reduces reconstruction error by almost a factor of two, in the
case of the GAN + noise, compared to a similar model trained
at a lower resolution. This is in agreement with earlier obser-
vations [Fig. 5(b)], in which we saw that certain structural
detail—such as the presence of a well-defined protrusion—
was lost.

Comparing models using our proposed inversion approach,
in addition to classifier-based measures [21], helps to detect
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fine-grained differences between models, which may not be
detected using classification-based measures alone. A “good”
discriminative model learns many features that help to make
decisions about which class an object belongs to. However,
any information in an image that does not aid classification
is likely to be ignored; for example, when classifying cars
and trucks, the color of the vehicle is unimportant. As an
example, [18, Fig. 10 (bottom left)] shows that the first layer
of a discriminatively trained CNN ignores the colors of the
input image. Yet, we may want to compare representations
that encode information that a classifier ignores (e.g., color
of the car). For this reason, using only a classification-based
measure [21] to compare representations learned by different
models may not be enough, or may require very precise
classifiers to detect differences.

C. Omniglot

From Fig. 4, it was clear that both models trained on the
Omniglot data set had overfit, but not to the same extent.
Here, we are able to quantify the degree to which each model
has overfit. We see that the WGAN has overfit to a lesser
extent than the GAN trained with noise, since the WGAN
has a smaller MSE. Quantifying overfitting can be useful
when developing new architectures, and training schemes,
to objectively compare models.

In this section, we have shown how a particular inversion
approach may be used to quantitatively compare representa-
tions learned by GANs. We intend this approach to provide a
useful, quantitative means of evaluating and developing new
GAN models and architectures for representation learning.

Finally, we emphasize that while there are other techniques
that provide inversion, our proposed technique is the only one
that is both: 1) immune to overfitting, in other words, we do
not train an encoder network that may itself overfit and 2) can
be applied to any pretrained GAN model, provided that the
computational graph is available.

VIII. CONCLUSION

The generator of a GAN learns the mapping G : Z — X.
It has been shown that z values that are close in Z-space
produce images that are visually similar in image space,
X [20]. We propose an approach to map data, x samples back
to their latent representation, z* (Section II).

For a generative model, in this case, a GAN, which is trained
well and given target image, x, we should be able to find a
representation, z*, that when passed through the generator,
produces an image, G(z*), that is similar to the target image.
However, it is often the case that GANs are difficult to
train, and there only exists a latent representation, z*, which
captures some of the features in the target image. When z*
only captures some of the features, this results in, G(z*),
being a partial reconstruction, with certain features of the
image missing. Thus, our inversion technique provides a tool,
to provide qualitative information about what features are
captured by the (latent) representation of a GAN. We showed
several visual examples of this in Section VI.

Often, we want to compare models quantitatively. In addi-
tion to providing a qualitative way to compare models,
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we show how we may use mean squared reconstruction error
between a target image, x and G (z*), to quantitatively compare
models. In our experiments, in Section VII, we use our
inversion approach to quantitatively compare three models
trained on three data sets. Our quantitative results support
claims from previous work that suggests, that certain modified
GANSs are less likely to overfit.

We expect that our proposed inversion approach may be
used as a tool to access and compare various proposed
modifications to generative models, and aid the development
of new generative approaches to representation learning.
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