
IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 34, NO. 10, OCTOBER 2023 6683

Guest Editorial:
Special Issue on Stream Learning

IN RECENT years, learning from streaming data, com-
monly known as stream learning, has enjoyed tremendous

growth and shown a wealth of development at both the
conceptual and application levels. Stream learning is highly
visible in both the machine learning and data science fields and
has become a hot new direction in research. Advancements in
stream learning include learning with concept drift detection,
that includes whether a drift has occurred; understanding
where, when, and how a drift occurs; adaptation by actively
or passively updating models; and online learning, active
learning, incremental learning, and reinforcement learning in
data streaming situations.

As we have seen, these advancements have demonstrated
how stream learning technologies can support machine learn-
ing capabilities in dynamic systems and environments. We
have also witnessed compelling evidence of how stream
learning can be used to support real-time data monitoring,
analytics, prediction, and decision-making. Considering these
observations, it is instructive, vital, and timely to offer a unified
view of the current trends in the fundamental and applied
research pertaining to stream learning to both improve the
impact of machine learning and data science and to form a
broad forum for advancing this integral stream of research.

The aim of this Special Issue is to gather and report latest
progresses in the fundamental principles, practical method-
ologies, efficient implementations, and salient applications of
stream learning. In this issue, we will attempt to cover the
issues associated with concept drift and online learning that
can help us to understand the knowledge discovered from large
data streams when distributions change unpredictably, along
with the mechanisms that can assist with online learning in
dynamic situations.

This Special Issue offers well-focused, high-quality pub-
lications that report on significant results on the topic of
stream learning. We hope to make visible the methods and
applications that see this field shine. A total of 98 submissions
were received from approximately 15 countries. Ultimately,
21 innovative and high-quality papers were selected, which
significantly contribute to new theories, methodologies, algo-
rithms, and applications to deal with challenging problems in
stream learning. We hope this Special Issue will raise aware-
ness about the stream learning technologies that are working
within the machine learning and data science communities to
handle challenging issues in stream mining.
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The 21 impressive papers accepted for this Special Issue
can be classified into five groups.

The first group comprises six articles that report on new
developments in the online and active learning on data streams.

In [A1], da Silva et al. introduce an adaptive model based
on resonance theory for unsupervised and semi-supervised
online learning. The model demonstrates improved accuracy
and robustness to ordering effects.

In [A2], Li et al. propose a multilayer framework for online
metric learning (OML) that captures the nonlinear similarities
among instances. A Mahalanobis-based OML algorithm is also
presented, which is based on a passive-aggressive strategy
combined with a one-pass triplet construction. This article also
provides a theoretical analysis to explain the learning process
and theoretically guarantee the work.

In [A3], Liu et al. develop a novel online active broad
learning approach. The effectiveness of the broad learning
system in the framework of online active learning is also
revealed and verified. A reasonable dynamic asymmetric query
strategy is then designed to mitigate the negative effects of
class imbalance. The advantage of the proposed approach is
that it helps to control the evolutionary direction of the stream
learner.

The article [A4], by Liu et al., is an interesting study on
online active learning algorithms for binary and multiclass
online classification with trapezoidal data streams where the
feature space may expand over time. In the context of an
ever-changing feature space, this article provides a theoretical
analysis of the mistake bounds and, as such, yields better
classification accuracy.

In [A5], Wu et al. investigate feature selection in streaming
data through incremental Markov boundary learning. The
Markov boundary is learned by analyzing the conditional
dependencies/independencies in streaming data. Furthermore,
it avoids the negative impact of invalid prior information.

The last article in this category [A6], by Mastelini et al.,
takes inspiration from the batch learning extra trees algorithm.
The proposed techniques give rise to competitive error predic-
tions with significantly reduced computational costs.

These six articles highlight new developments and creative
work in the context of online learning and active learning with
data streams.

The second group of articles, consisting of three arti-
cles, focuses on concept drift detection and its theory and
application.

In [A7], Green et al. target a highly innovative and
challenging issue in concept drift detection. The article
presents a framework for organizing signal-processing and
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machine-learning techniques to provide adaptive classification
and concept drift detection. An illustrative case study is
provided to demonstrate the proposed framework for drift
tracking.

In [A8], Stucchi et al. address the problem of detecting
distribution changes in a novel batch-wise and multimodal
setup. It presents a drift detection algorithm that uses a
single histogram to model batch-wise multimodal stationary
conditions. It also shows the potential applications of the
proposed algorithm in stream learning.

In [A9], Xu et al. propose a two-way concept-cognitive
learning method for enhancing the flexibility and evolutionary
ability of 2WL for concept learning. An example analysis
with TEXT and corresponding experiments demonstrate the
flexibility and reduced time-consumption of the proposed
method.

These articles represent exceptional presentations of how to
detect concept drift by analyzing large numbers of data streams
obtained in various situations. Thus, they make a significant
contribution to the field of concept drift.

The third group of five articles report new research devel-
opment in drift and domain adaptation.

The first article [A10] by Fedeli et al. focuses on supervised
learning problems in an online nonstationary data stream set-
ting. The article introduces a novel learner-agnostic algorithm
for drift adaptation where the learner is efficiently retrained
when drift is detected. This drift adaptation method incre-
mentally estimates the joint probability density of the input
and target of the incoming data. Moreover, as soon as drift
is detected, the learner is retrained using importance-weighted
empirical risk minimization.

The second article [A11], by Yi et al., examines a general
two-stage framework. The framework can train the target
model by first learning a domain-level model, plus it can then
fine-tune that model at the component-level to construct a
bipartite graph which finds the most relevant component in
the source domain for each component in the target domain.

In [A12], Weng et al. aim to attack the problem of extreme
label shortages in cross domain, multistream classification
problems. The proposed solution, called the “Learning Stream-
ing Process from Partial Ground Truths,” is built upon a
flexible deep clustering network that delivers improved per-
formances with cross domain adaptation.

In [A13], Du et al. explore how to deploy cooperative
policies for homogeneous agents. The authors present a novel
method that employs a heterogeneous graph attention network
to model the relationships between heterogeneous agents in
data streaming situations.

In [A14], Ren et al. present a new adaptive stream learning
scheme for few-shot streaming tasks with the contributions
of tensor and meta-learning. This scheme is conducive to
mitigating domain shift when a new task only has a few labeled
samples.

This group of articles presents the most innovative develop-
ments and solutions in drift adaptation in big streaming data
research.

The fourth group, which contains three articles, presents
new developments in data stream mining.

In [A15], Zhou et al. focus on semi-supervised streaming
data mining. To classify data streams and detect novel classes,
these researchers propose an algorithm that can handle any
degree of separation between a novel class and some known
classes. Furthermore, the algorithm requires only limited
labeled instances to build a model.

In [A16], Wang et al. deal with uncertainty in evolving data
streams. It introduces member meta-continual learning with a
neural process for estimating uncertainty. The approach com-
prises two levels of uncertainty estimations—local uncertainty
and global uncertainty—which each represent an evolution
function in dynamic environments.

In [A17], Li et al. present novel thresholds of interval domi-
nance degree and interval overlap degree between interval val-
ues. Interval-valued dominance relations are then constructed
from the two developed parameters.

These articles discover the hidden patterns, correlations,
insights, and knowledge to be found in data streams.

The fifth group, containing four articles, focuses on appli-
cations of stream learning.

To forecast urban traffic, in [A18], Chen et al. present an
adaptive transformer. This article highlights a bidirectional
spatial–temporal adaptive transformer for accurate traffic fore-
casting in data streaming situations.

In [A19], Zhang et al. present an important application of
fake review detection. This article proposes a fake review
detection model that can continuously learn a prediction model
from a constantly arriving stream of data. The experimental
results fully endorse that the proposed model effectively
detects fake reviews, especially deceptive reviews.

In [A20], Yu et al. present a new approach in under-
standing the health status of patients at different stages of
their treatment. A pretrained health progression network is
developed by fusing heterogeneous medical information to
create HealthNet. The researchers show that this method can
capture the progression patterns of a patient’s health in fine-
grained detail.

In [A21], Dong et al. propose an advanced and effective
incremental 3-D object recognition network (InOR-Net) that is
able to recognize new classes of 3-D objects while overcoming
catastrophic forgetting with old classes. These researchers also
propose a strategy of dual adaptive fairness compensation to
overcome the forgetting associated with class imbalances.

These four articles show that streaming data are common
in practice and that stream learning capability is crucial
for the good performance of machine learning systems and
applications.

In summary, the articles included in this Special Issue
represent significant advances in the state-of-the-art of stream
learning that extends to models, algorithms, methodologies,
and applications. These contributions not only report recent
significant developments but also highlight potential, growing
research directions and future trends that stand to benefit
researchers in both the machine learning and data science
fields.

We would like to take this opportunity to express our sincere
thanks to all authors who have submitted their work to this
Special Issue. Our thanks also extend to the reviewers, whose
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expertise and critical, yet constructive, comments have been
indispensable in improving the quality of the articles in this
Special Issue.
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