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Coupling and Emissions Under Cyclostationary  
Conditions

For convenience, engineers often make the assumption that the 
statistical behaviour of signals remains constant in time (time-
invariant).  However, as the complexity of modern systems 
increases and the simultaneous presence of several clocked 
sources of EMI, this assumption is not always valid.  Cyclosta-
tionary signals have hidden periodicities in the way they trans-
port electromagnetic energy.  Cyclostationarity was first stud-
ied in connection with mechanical signals.  Studying them in 
connection with EMC is used in identifying patterns of emission 

from specific areas of PCBs and therefore can assist in taking 
appropriate remedial actions.

The paper by Kuznetsov et al presents an analysis of electrical 
signals through a process of statistical cyclic averaging to 
characterize the emission properties for EMC analysis and 
design.  Experimental results are also presented in support of 
the theoretical analysis.

In future issues of the EMC Magazine we will cover topics such 
as the Electrical Behavior of CFCs, Stochastic EMC Applica-
tions, and Lightning Characterization.
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Abstract— Stochastic electromagnetic fields originating from pro-
cesses in digital circuitry affect the operation of the circuit, 
increase the error rate in the transmission of digital signals, 
degrade the circuit's performance, yield malfunction of the system or 
even lead to a complete failure of the system's operation. Interference 
from stochastic fields are not only disruptive but are becoming more 
common due to the increasing complexity of modern electronics. Sto-
chastic electromagnetic fields under common circumstances are due 
to a mixture of emissions from different sources, which makes a 
quantification of stochastic fields very challenging. Since digital sig-
nals are clocked, the ensemble averages of the electromagnetic field 
transients representing the digital signal exhibit a periodic time 
dependence with the period of the clock interval. The probabilistic 
model of the cyclostationary random process was composed by 
appropriate transformations of the initial discrete random process of 
the binary symbols. Exploiting the cyclostationary characteristics of 
stochastic fields greatly simplifies their analysis. The physical signal 
propagating along the transmission line is considered also a source of 
the radiating electromagnetic field which preserves the cyclostation-
ary properties of the binary sequence. The stochastic process of the 
measured near-field emissions inherits probability characteristics 

from the random process of the physical signal in the transmission 
line. This paper presents an approach for quantifying emissions and 
coupling of stochastic fields using their cyclostationary properties.

For practical evaluation of cyclostationary characteristics the sta-
tistical cyclic averaging of the measured signals are used. The 
important feature of the statistical cyclic averaging procedure is 
its capability to distinguish cyclostationary signals from a mixture 
of stochastic processes such as stationary noise with determinis-
tic signals and even from other cyclostationary signals with dis-
tinct cyclic frequencies. The measurement setup for observing 
electromagnetic emissions from printed circuit boards (PCBs) 
hosting digital electronic devices comprises an automated posi-
tioning system with a scanning near-field probe attached to the 
moving scanner head. This scanning near-field probe and a prop-
erly position fixed or also movable reference probe are connected 
to the inputs of a multi-channel digital oscilloscope for simultane-
ous and synchronous sampling and registering of the magnetic 
field components. The registered data from the oscilloscope was 
transferred to a data acquisition computer. After the postprocess-
ing procedure, the spatial localization of distributed radiating 
sources on the surface of the PCB was performed in conjunction 
with determination of their average power characteristics and 
specified cyclic frequencies. The proposed cyclic averaging was 
applied to the spatial separation of radiating sources with different 
bit rates and for the quantitative characterization of crosstalk and 
coupling between transmission lines carrying the data sequences 
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and subsequent estimation of bit error rate (BER) caused by the 
crosstalk using their cyclostationary properties.

Index Terms—Cyclostationarity, electromagnetic interference, 
near-field scanning, stochastic electromagnetic fields, spatial-time 
source localization

I. Introduction

The trend in modern electronic systems is towards high band-
widths, high data rates, small dimensions and low power levels. 
Radiated and conducted electromagnetic interference (EMI) 
impinging from external sources but also originating from signal 
transients inside the circuit may affect the circuit, resulting in an 
increased error rate, degraded performance, or yielding malfunc-
tion of the system and even completely failure of the system oper-
ation. Due to the increasing complexity and package density of 
modern digital electronic circuitry this problem is growing in 
importance. To ensure signal integrity in electronic systems an 
EMI-aware circuit and system design is required [1]-[6]. Interfer-
ence from stochastic fields are not only disruptive but are becom-
ing more common due to the increasing complexity of modern 
electronics. Stochastic fields under common circumstances are 
due to a mixture of emissions from different sources, which makes 
a quantification of stochastic fields very challenging. Stochastic 
electromagnetic (EM) fields occurring in digital circuitry can be 
modelled by a random process with cyclostationary properties [7], 
[8]. Such properties arise due to the regular data generation pro-
cesses and the deterministic shape of the data pulses defined by 
the interface procedure inherent to the given communication link 
of the electronic device (ED) [9]. The signals of high-speed digital 
electronic circuits can be considered as cyclostationary stochas-
tic signals, since when considered as interfering signals the infor-
mation carried by the signals is irrelevant. Since the digital signals 
are clocked, their ensemble averages exhibit a periodic time 
dependence with the period of the clock interval.

Methods for measuring and modeling EMI radiated from PCBs 
were described in [10], [11]. It has been shown that a stochastic 
EM field with Gaussian probability distribution can be completely 
described by the correlation functions or correlation spectra of all 
field components [12], [13]. To establish these correlation functions 
by measurements, the field values have to be measured in all pairs 
of sampling points and the field values have to be correlated for 
each pair of sampling points of a defined virtual grid. Due to the 
equivalence principle and the uniqueness theorem [14], the evolu-
tion of the correlation functions for the EM field propagating into 
the environment can be computed by analyzing data from near-
field two-point measurements of the tangential electric and/or 
magnetic field components in a surface enclosing the interferer 
[15]-[22]. 

In the far-field region, within a certain coherence area, the EM 
field exhibits transverse coherence also when originating from 
incoherent sources [23]. Therefore, within the coherence area only 
one reference probe needs to be positioned. Different from this, in 
the general case a complete experimental near-field characteriza-

tion providing all necessary information for the computation of the 
energy density distribution in complex environments requires sam-
pling of the EM field with at least two field probes in order to mea-
sure also the cross correlations of the field components sensed at 
the different field points [12], [13], [24]-[26]. The two-point correla-
tion field measurement and analysis methods were discussed for 
cyclostationary EM fields in [27], [28].

Figure 1 shows the schematic of a two-point scanner used for 
measuring and recording the near-field correlation of stochastic 
EM fields [12]. Two electric or magnetic field probes are used to 
scan the respective near-field simultaneously. The measured sig-
nals are amplified and digitized and the auto- and cross-correla-
tion functions are computed in the central processing and control 
unit, which also controls the positioning of the two probes.

 

The time-domain correlation dyadics of two electric field variables 
E(x1, t1) and E(x2, t2) measured at points x1 and x2, at times t1 and 
t2, respectively are given by 
 
   

(1) 

(2)

where E(x, t) and H(x, t) are the electric and magnetic field vec-
tors, and the symbol † denotes the Hermitian conjugate which is 
equivalent to the transpose of the vector for our real valued time 
domain field vectors [27], [28]. For x1 = x2 this function is the auto-
correlation function of the field and for x1  x2 it is the cross-cor-
relation function relating the field amplitudes at the points x1 and 
x2 [12], [13]. Two-point sampling yields an enormous amount of 
information since the 2n field components sampled at n sampling 
points yield a total of 2n autocorrelation signals plus n(2n-1) cross 
correlation signals. The existing near-field correlations allow a 
considerable reduction of the amount of sampling reference 
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Figure 1. Schematic drawing of the near-field scanning system.
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points. An efficient method for the reduction of reference points is 
the principal component analysis (PCA) for eigenvalue decomposi-
tion of the correlation matrix [29], [30]. Applying this method allows 
the reduction of the reference probe positions down to the number 
of principal eigenvalues. The number of applied principal eigenval-
ues determines the accuracy of the obtained data.

Time-domain EM interference measurement systems sample the 
EMI signal with gigahertz sampling rates and can be used for 
computing the EMI spectrum by fast Fourier transform (FFT) and 
reduce the measurement time compared with conventional EMI 
receivers by up to five orders of magnitude [31]-[35]. Exploiting the 
cyclostationary characteristics of stochastic fields greatly simpli-
fies the analysis of stochastic EM fields. Time domain measure-
ment systems allow the characterization of the stochastic field 
with a single measurement run in a wide frequency band. Time-
domain methods are also advantageous for modeling of EM fields 
[36], [37].

The important feature provided by the statistical cyclic averaging 
procedure is the capability to distinguish cyclostationary signals 
from a mixture of stochastic processes such as stationary noise 
with deterministic signals and even from other cyclostationary sig-
nals with distinct cyclic frequencies. Spatial localization of the dis-
tributed radiating sources on the surface of PCB in conjunction 
with their average power characteristics and the time domain dis-
tribution of the autocorrelation characteristics of the EM field gov-
erned by a stochastic process with predefined cyclostationary 
properties [38] can be used for the prediction of regions exhibiting 
significant average EM power levels on the surface of the PCB 
and in the environment of the ED within its enclosure [39]. The 
quantitative characterization of crosstalk and coupling between 
transmission lines carrying the data sequences, and subsequent 
estimation of BER caused by the crosstalk can be implemented 
using their cyclostationary properties.

Time domain methods are efficient for modeling the propagation of 
stochastic EM fields based on measured time domain data. In [24], 
[25] a detailed treatment of modeling of noisy electromagnetic 
fields excited by electric and/or magnetic polarizations as well as 
formulations for its numerical implementation along with numeri-
cal and experimental based examples for the method were pre-
sented. Near-field to far-field propagation based on measurement 
data using Jefimenko’s equations is considered in [40], [41]. Differ-
ent from [24], [25] where the integral relations were established on 
the basis of the electric and/or magnetic Hertzian vector it was 
presented a formulation for computing the field dyadics based on 
Jefimenko’s equations [42]-[45] in which the magnetic vector 
potential and the electric charge are used in the integral relations.

The characterization of near-field EM emissions from the PCB of 
an ED can be implemented in frequency or in time domain. Fre-
quency domain characteristics may be obtained by spectrum ana-
lyzers connected to the near-field probes installed into the scan-
ning system [46] or clustered within the array for quantification of 
the emitted power spectrum from the device under test (DUT) [47]-
[50]. Such characterization is useful for registration of the average 
power for periodic deterministic or stationary stochastic radia-

tions from the DUT. Time-domain measurement equipment is based 
on a real time digital multi-channel oscilloscope in conjunction 
with the sequential scanning system including near-field probes 
[26], [51], [52]. The oscilloscope is used for the registration of the 
waveforms provided by two near-field probes. The subsequent 
digital processing of the stored sequences can be used for the 
appropriate averaging and extraction of the information associat-
ed with the functioning of the DUT. For implementing the cyclic 
averaging of the registered signals in each scanning point the bit 
rate needs to be known exactly. It can be evaluated for each 
scanning point separately by estimating the power spectrum of 
the registered signal revealing the presence of harmonics with 
frequencies multiple to the fundamental frequency of the periodic 
deterministic component existing in the registered signal [53], [54]. 
The estimated fundamental frequency can be used for cyclic aver-
aging of registered data. The results of the time domain approach 
for the cyclostationary characterization presented in [8], [55] show 
the possibility for extraction of cyclostationary parameters from 
generated data sequences.

A quantitative analysis of the hidden cyclostationary properties of 
the random non-periodic data sequences associated with the reg-
ular shape of the single symbol pulse is performed in [56]. The 
analysis allows an implementation of spatial time localization of 
radiated sources exhibiting predefined cyclostationary properties 
of its two-dimensional auto covariance function. The hidden prop-
erties of the data sequences are masked by the deterministic peri-
odic clock signals accompanying the random cyclostationary pro-
cess. The cyclic averaging of the measured signal can reveal its 
correlation properties. If the stationary noise and some other sto-
chastic or deterministic periodic signals with different periods 
exist in the mixture composing a realization of investigating ran-
dom process, it will not change the shape of the estimated two-
dimensional auto covariance function over the time axis. This 
effect allows selecting random signals with predefined cyclosta-
tionary properties from other signals in the surrounding of the 
PCB such as data random sequences with different bit rates, 
deterministic clock signals and stationary noise. The procedure 
of cyclostationary sources localization allows to investigate the 
extracted sources separately. The obtained space-time near-
field distributions of the cyclostationary characteristics of the 
averaged power can be used for the prediction of its values in 
any point of the space surrounding the PCB [25], and conse-
quently evaluate the possible impact on the nearby EDs. It is 
known from [57] that the crosstalk and coupling between trans-
mission lines carrying the data sequences with similar cyclosta-
tionary properties leads to a substantial increase of the BER of 
the communication link.

This paper presents an approach for quantifying emissions and 
coupling of stochastic fields using their cyclostationary properties. 
Following this introduction, a brief theoretical description of time 
domain characteristics for cyclostationary stochastic processes 
for modeling data sequences flowing along transmission lines of 
the ED will be given. The measurement techniques and necessary 
instrumentation for near-field data acquisition of the EM radiations 
from the ED will be described in the subsequent section. Experi-
mental spatial localization of distributed radiating sources with 
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cyclic properties will be demonstrated. Spatial separation of EMI 
sources with different cyclic frequencies revealing the actual 
positions of the transmission lines between different blocks on the 
surface of the PCB with corresponding average power distribu-
tions will be presented. Next application describes the quantitative 
characterization of crosstalk and coupling between transmission 
lines carrying the data sequences by using their cyclostationary 
characteristics, which allows to estimate BER of the communica-
tion links. The discussion on further development of this approach 
considering stochastics for improving electromagnetic compatibil-
ity and signal integrity of the emerging high-speed miniature EDs 
will conclude the paper.

II. Theory of Cyclostationarity

The reliable data transferring between blocks of the ED is realized 
by coding of the logical bits into voltage or current signals. The 
physical signals propagating along the transmission lines may 
cause EM emissions, which can be sensed by near-field probes 
scanning the area above the surface of the PCB. The obtained sig-
nal is modelled by a cyclostationary random process (CSRP) with 
periodically repeating characteristics. The period of these charac-
teristics is called a cycle and is equal to the single symbol dura-
tion T of the data sequence.

Consider the signal s(t), obtained by the near-field probe measur-
ing a component of the EM field at a single scanning point and 
registered by the real-time digital oscilloscope. As shown in Fig. 2 
this signal consists of the environmental noise w(t), deterministic 
or random nonstationary signals d(t) and observable data transfer-
ring signal with cyclostationary behavior x(t):

(3)

For extraction of the cyclostationary signal from the mixture of 
received signals, the statistical averaging assuming the known 
cyclic frequency = 1/T of the CSRP can be applied. The canon-
ical averaging using a joint cumulative probability distribution 
[58] is not applicable due to the presence of unpredictable dis-
turbances during the measurements. Moreover, the necessary 
probability distribution is not always available, but the statistical 
cyclic ensemble averaging of the measured random signal s(t) 
allows not only the extraction but also the quantitative charac-

terization of the emissions x(t) caused by data transferring sto-
chastic sequences.

The probabilistic model of the continuous-time CSRP X(t) formed by 
stochastic sequences x(t) can be described by appropriate transfor-
mations of the initial discrete-time random process A[k] correspond-
ing to the binary information prepared for transferring between 
Block 1 and Block 2 shown in Fig. 2 [38]. For simplicity reasons the 
random process A[k] can be defined as a sequence of mutually 
independent Bernoulli random variables A[k] = {a0 = 0, a1 = – 1} 
with the probability distribution PA(a) = p [a – a1] + (1 – p) [a – 
a0], where p is a probability of a1.

The physical signal v(t) propagating along the transmission lines 
between Block 1 and Block 2 is generated by an analog device 
forming rising and falling edges of the signal v(t). It can be repre-
sented by a stochastic process V(t) defined as follows:

(4)

where rise(t) and fall(t) are one-sided deterministic functions with 
infinite duration describing rising and falling edges of the signal v(t) 
shown in Fig. 3. Values of random variables Uk and Dk are defined 
by the previous value of the random variable Ak as follows:

(5a)

(5b)

The model of the cyclostationary process V(t) allows us to assign 
the shapes of rising and falling edges of the random signal in the 
transmission line separately. Such a model describes practical 
observations of transmission line signals demonstrating different 
shapes of rising and falling edges. This can be explained by the 
presence of two separate circuits forming rising and falling edges 
of the signal. Probabilities of random variables Uk and Dk can be 
defined from (5a) and (5b) as marginal probability distributions 
PU(u) and PD(d) of the joint random variable (UD) as follows:

(6a)

(6b)
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Figure 2. Components of the near-field measured signal.
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Figure 3. Rising edge and falling edge of the signal v(t).
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The physical signal v(t) moving along the transmission line can be 
viewed as a source of the radiating EM field preserving cyclosta-
tionary properties of the source signal. The relation between the 
signal x(t) at the output of the scanning near-field probe and its 
source signal v(t) can be represented by the convolution with the 
impulse response h(t) of the unknown linear dynamical system 
connecting these two signals:

(7)

The procedure for extraction of the impulse response of the linear 
dynamical system including near-field probes is described in [51]. 
The stochastic signal x(t) can be modeled as a random process 
X(t) exhibiting cyclostationary properties due to the periodical 
nature and the predefined bit rate of the signal v(t). The stochastic 
process X(t) involves two deterministic pulses with the probability 
characteristics inherited from initial random process V(t):

(8)

where rise(t) and fall(t) are impulse functions describing the lin-
ear transformation of rising and falling edges of the signal v(t), 
shown in Fig. 4.

The presented probabilistic model of the CSRP X(t) allows to eval-
uate periodic cyclostationary characteristics of the process. Peri-
odic expectation function mX(t  of the cyclostationary random pro-
cess X(t) can be defined by canonical probabilistic averaging of (8) 
during the period T, defined by the known bit rate of the signal v(t) 
[7]. Applying the linearity property of the expectation operator E{ } 

the expectation function of the CSRP can be defined as follows:

       (9)

An example of the periodic expectation function mX(t) for p = 1/2 is 
shown in Fig. 4.

The two-dimensional periodic autocorrelation function RX(t, ) of 
the CSRP X(t) can be defined by the expectation operator applied 
to the product of two symmetrically shifted at ± /2 random pro-
cesses (8) assuming (6) shown below in (10).

The cross-section of RX(t, ) for = 0 represents the periodic 
instantaneous average power of the CSRP X(t):

      (11)

The periodic autocorrelation function RX(t, ) of the CSRP X(t) and 
its sections are shown in Fig. 5.

Another second order characteristic of the CSRP X(t) is a cyclic 
autocorrelation function (CACF) Cx(k, . CACF defines depending 
amplitudes and phases for complex exponential functions of multi-
ple cyclic frequencies Fk = k = k/T on time shift . Due to the 
periodicity of autocorrelation function RX(t, ) along the time axis t, 
CACF is discrete over frequency axis with nonzero “walls” at dis-
crete frequencies Fk. Each “wall” of the CACF is a complex con-
tinuous function along the time-shift axis . CACF can be evaluated 
by applying Fourier series expansion to the periodic autocorrela-
tion function RX(t, ):

   (12a)

   (12b)

The value of the CACF for  = 0 and k = 0 represents the average 
power of the CSRP X(t):

   (13)

The magnitude of the CACF of the CSRP X(t) is shown in Fig. 6.

0

( ) ( ) ( ) ( ) ( )
t

x t v t h t h v t d  

rise fallk k
k

X t U t kT D t kT  
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If periodic expectation function mX(t) of the CSRP X(t) is nonzero, 
it can mask the dependence of the variance of CSRP on time and 
time shift. To reveal this hidden cyclostationary property of the 
random process the expectation function mX(t) needs to be prop-
erly extracted from the process X(t) itself or from its evaluated 
autocorrelation characteristics.

The two-dimensional periodic auto covariance function CovX(t, ) 
of the random process X(t) is evaluated by subtraction of the product 
of two symmetrically shifted at ± /2 expectation functions mX(t) as 
follows:

      (14)

The obtained periodic auto covariance function can be used in 
(12b) for evaluation of cyclic auto covariance function Covx (k, ). 
Its value for  = 0 and k = 0 represents the average power of the 
residue CSRP Xr(t) = X(t) – mX(t) with zero expectation function:

      (15)

Another way for evaluation of the cyclostationary characteristics 
of the signal with cyclostationary behavior x(t) is the statistical 

cyclic averaging of the sufficiently long realization of the mea-
sured signal s(t) in time domain. The important advantage of the 
statistical cyclic averaging procedure of the random signal with 
known cyclic frequency = 1/T is its immunity to the stationary 
noises w(t), deterministic or random nonstationary signals d(t) and 
even to other cyclostationary signals with distinct cyclic frequen-
cies [59]. The existence of signals d(t) and w(t) in the measured 
signal (3) leads to an increase of the constant component of the 
periodic instantaneous average power (11) of the measured signal 
and does not affect its shape.

The periodic sample mean function μx(t) of the measured cyclosta-
tionary component x(t) of the signal (3) is given by

       (16)

If the evaluated sample mean function μx(t) coincides with period-
ic expectation function mX(t), the stochastic process X(t) possess-
es the first order cycloergodic property. It means that statistical 
cyclic averaging < > of the random signal x(t) gives the same 
result as probabilistic ensemble averaging E{ } of the stochastic 
process X(t).

Statistical cyclic averaging of the product of two symmetrically 
shifted at ± /2 measured cyclostationary components x(t) gives 
the estimation of periodic autocorrelation function, which can be 
expanded into the Fourier series for evaluation of the cyclic auto-
correlation function cx (k, ):

       (17)
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Figure 5. Periodic autocorrelation function of the CSRP X(t) (a, b) and its sections for  = 0 (c) and t = t – 0.8T (d).

Figure 6. Magnitude of the CACF of the CSRP X(t).
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Each component of cyclic autocorrelation function can be statisti-
cally estimated by time domain averaging of the non-linear time-
shift transformation of the x(t) as follows:

       (18)

where L is the length of the measured realization x(t) in time 
domain.

The appropriate synchronous subtraction of the periodic sample 
mean function from the measured signal gives the residual signals 
xr(t) = x(t) – μx(t). The periodic auto covariance function can be 
estimated after the averaging of the residual signals as follows:

       (19)

Statistical evaluation of the periodic cross-correlation functions 
between the signals synchronously measured at some reference 
point xref(t) on the surface of the PCB and at the i-th scanning point 
in the plane over the PCB xi(t) can be implemented as follows: 

       (20) 
 

Estimated periodic cross-correlation functions can be used for 
spatial-time characterization of the near field caused by the data 
transferring along transmission lines of the ED [56]. Another possi-
ble application of the periodic cross-correlation functions is the 
prediction of the angular distribution of the radiated EM field 
exhibiting the cyclic properties in the surrounding of the PCB. The 
correlations of the EM field can be obtained by analyzing the 
cross-correlation characteristics between the signals measured in 
the far field by receiving antenna and a reference point on the sur-
face the PCB [41], [60].

The statistical cyclic averaging procedure of signals measured by 
the near-field probe over the surface of the PCB allows us to 
implement the experimental spatial localization of distributed radi-
ating sources with specified cyclic frequencies. This procedure 
also will be applied to the spatial separation of EMI sources with 
different cyclic frequencies and for the quantitative characteriza-
tion of crosstalk between transmission lines carrying the data 
sequences, which allows an estimation of the BER of the commu-
nication links.

III. Experimental Setup

The measurement setup for time-domain analysis of the cyclosta-
tionary properties of the EM emissions from a PCB is shown in Fig. 
7. It comprises of the positioning system with scanning near-field 
probe fixed to the moving scanner head. The positioning system is 
controlled by special software installed on data acquisition and 
positioning control computer. The scanning near-field probe and a 
suitably allocated reference probe are connected through the cor-
responding preamplifiers to the inputs of the digital oscilloscope 

for simultaneous and synchronous sampling and registering of the 
measured signals. The registered data from the oscilloscope is 
being transferred to the data acquisition computer via Gigabit 
LAN. Optionally the reference signal can be obtained straight from 
DUT and connected to the separate input of the digital oscillo-
scope. 

 

It shall be mentioned that the technical specification [61] provides 
a test procedure for the near electric, magnetic or EM field mea-
surements in close vicinity to the surface of an integrated circuit 
(IC) with a similar measurement setup albeit without multi-chan-
nel time domain characterization and correlation analysis. The 
specified method provides a mapping of the electric or magnetic 
near-field emissions to the surface above the IC or PCB of the 
DUT [62], [63]. 

The resolution of the measurement is determined by the capability 
of the measurement probe and the precision of the probe-position-
ing system. Each scan over a PCB collects a large amount of data 
depending on the sampling frequency, the number of samples and 
the number of repeated measurements at each location. This 
method also requires an analysis and handling of a large amount 
of data typically performed by dedicated software programs.

The spatial resolution depends on the physical dimensions and 
construction of the near-field probe. The altitude of the probe 
above the PCB surface should be chosen in accordance with the 
PCB configuration. The step size of the probe position shall be 
chosen to fully utilize the spatial resolution while minimizing the 
number of measurement points. Step size can be smaller for high-
er resolution. The scanner position accuracy should be at least 
1/10th of the smallest probe size. For time-domain measurements 
the sampling frequency, triggering conditions, sweep time, etc. 
need to be adjusted to obtain the desired accuracies and mea-
surement time. The sweep time should be much greater than the 
PCB operating cycle time, in order to ensure the capture of all 
expected events (pulses, bursts, etc.).

In case of a probe which measures a single field component only, 
the probe may be rotated automatically at each sampling location 
to allow measurement of, for example, the x-directed field compo-
nent and the y-directed field component, both of which are tan-
gential field components to the scanning plane. If the rotation is 
manual, it is usual to scan the entire surface with the probe in one 
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Figure 7. Measurement setup.
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position first and to turn it then by 90° before rescanning the sur-
face. Because of the required precision and repeatability of the 
measurement results, the probe rotation should be performed very 
accurately.

The data acquisition system stores the signals measured at the 
near-field probe output at each location and probe orientation. 
Post-processing can take into account the gains, losses and 
phase offsets caused by a preamplifier and cables. Probe calibra-
tion data can allow conversion from measured signal level to mag-
netic or electric field strength.

For our measurements in the open laboratory condition, magnetic 
field probes from Langer EMV-Technik are used, which are con-
nected to a LeCroy 13 GHz Serial Data Analyzer trough Langer 
EMV-Technik amplifiers. A desktop PC is used to control the move-
ment of the scanning probe and collect data from the oscillo-
scope. The fixed reference probe was installed in near vicinity of 
the data signal source, allowing the moving probe to scan a pre-
defined area on the surface of the PCB. The measured reference 
signal was registered synchronously with the signal of scanning 
probe by the digital oscilloscope for further data postprocessing 
on a separate computer.

IV. Experimental Results

A. Sources Localization

A photo of the experimental setup for the estimation of the spatial 
source distribution of the EM radiations is shown in Fig. 8. The 
parameters of the setup are summarized in Table 1, denoted as 
Experiment 1. The Atlys Spartan-6 training board [64] was used as 
DUT, which was programmed for sending random digital bit 
sequence from an FPGA via a strip line to a light-emitting diode 
(LED) along the strip line. The physical signal formed by this bit 
sequence was the source of the radiated EMI. The duration of the 
single bit symbol was chosen T = 3 ns.

The localization of the transmission line connecting the output of 
FPGA with the LED in the periphery of the PCB based on EM near-
field scanning was implemented by statistical evaluation of the 

two-dimensional periodic autocorrelation function (17) for = 0 at 
all scanning points over the DUT:

       (21)

The cross-section of the periodic autocorrelation function (21)  
represents the dependence of the periodic instantaneous average 
power of the cyclostationary component x(t) of the measured sig-
nal s(t) in the scanning point. The spatial distribution of synchro-
nized evaluated instantaneous average powers for different time 
moments are shown in Fig. 9. It can be seen how and where the 
emitted magnetic field corresponding to the surface electric cur-
rents of the strip line is moving over the surface of the PCB.
 

Table 1. Parameters of the experimental setup.

 

In this experiment time synchronization of the measured sequences 
at each scanning point was implemented by simultaneous registering 
of signals of reference and scanning probes. During the postprocess-
ing procedure all evaluated similar instantaneous average powers 
of the reference signal were time shifted into the common location, 
which resulted in synchronization of autocorrelation functions in 
all scanning points.

 

 

B. Separation of Two Sources

A photo of the experimental setup for source localization and 
source separation, estimating the spatial near-field distributions 
for EMI originating from transmission lines carrying digital bit sig-
nals with different bit rates, is presented in Fig. 10.

The parameters for this setup are given are given in Table 1, 
denoted as Experiment 2. A development board with a Xilinx FPGA 
Artix 7 was programmed for simultaneously sending two random 
bit sequences with different bit rates to the predefined outputs on 
the surface of the PCB. The traces of differential strip lines trans-
ferring random bit sequences are shown schematically on the 

Figure 8. Photo of the experimental setup.

 
2( ,0)

rx xr t x t P t  

Parameter Experiment 1 Experiment 2 
Scanning step 5 mm 2 mm 
Scanning area 110 x 95 mm 72 x 48 mm 
High 2 mm 2 mm 
Near-field probe Langer RF-R 50-1 Langer RF-B 3-2 
Sampling frequency 40 GSa/s 10 GSa/s 
Number of samples 5 M 5 M 

 

 
a) t = 0.2 ns 

 
b) t = 0.4 ns 

 
c) t = 0.56 ns 

 
d) t = 0.7 ns 

Figure 9. Spatial distribution of instantaneous average powers for differ-
ent time moments.
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photo of the PCB surface in Fig. 11. The bit rates for two random 
sequences were chosen as 100 MHz and 130 MHz respectively. 
For the near-field measurements, scanning points were defined 
inside the depicted scanning area on a rectangular mesh as 
defined in Table 1. The reference probe was placed on the other 
side of the PCB near the point where the observed signal reveals 
the superposition of both signals emitted by random sequences.

 

Results of nonsynchronous averaging for measured squared sig-
nals at each scanning point yield the spatial diagram of the mean 
power distribution of the EMI in the near field of the DUT. This 
distribution is depicted in Fig. 12. In this diagram the so-called 
hot spots on the surface of the PCB can be seen corresponding 
to the mean power of EM emissions caused by the random bit 
sequences with different bit rates propagating along the differ-
ential strip lines going from the FPGA to the corresponding out-
puts.

To separate the detected emissions in accordance with different bit 
rates of digital data sequences, the statistical averaging procedure 
was implemented. After application of the averaging algorithms for 
two cycle frequencies 1 = 100 MHz and 2 = 130 MHz in accor-
dance with (19) the periodic auto covariance functions cx1

(t, ) and 
cx2

(t, ) were obtained for each point at the scanning plane. 

 

The synchronization of all periodic auto covariance functions can be 
implemented using the reference signal synchronously registered by 
the real-time digital oscilloscope simultaneously with the EM near-field 
scanning signal during the measurement of the near-field emission from 
the PCB. This allows us to realize the time evolution experiment for 
each digital signal, just like in Experiment 1. Maximum values of period-
ic auto covariance function visualized for the scanning plane are given 
in Fig. 13 and show good separation of two transmission lines.

 

The presented spatial distributions of the statistically evaluated 
cyclic characteristics resemble the geometric configuration of the 
transmission strip lines shown in Fig. 11. We conclude that the 
cyclic averaging with the known cyclic frequency allows extract 
the spatial distribution of the EM radiation sources with the 
defined cyclostationary properties.

C. Characterization of Crosstalk Between Transmission Lines

The purpose of the third experiment was to clarify the proper-
ties of the noise corrupting the information bearing signal when 

Figure 10. Photo of the experimental setup.

Figure 11. Device under test.

 
Figure 12. Mean power of EMI in the near field of the DUT.

 
a) 1 = 100 MHz 

 
b) 2 = 130 MHz 

Figure 13. Spatial distribution of the two-dimensional auto covariance 
functions maximums.
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transmitted along the transmission line. For this, a pseudoran-
dom digital sequence has been generated and transmitted 
along the manufactured strip line matched with the generator 
and oscilloscope in the wide frequency bandwidth up to 3 GHz. 
The manufactured transmission line and the experiment setup 
are shown in Fig. 14. The binary pseudo random bit sequences 
(PRBS) were generated by a Xilinx FPGA Artix-7 development 
board. The length of PRBS with repetition rate Fb = 250 MHz 
and the values of the symbol levels equal to 0 and 2.15 V was 
chosen equal 1023 bits. The digital signals are fed to the micro 
strip lines through coax cables. The micro strip lines were fab-
ricated on a 1.6-mm-thick FR4 substrate with a characteristic 
impedance of 50  and a length of 50 mm. Width of the micro 
strip lines with zigzag configuration shown in Fig. 14 (a) is 
1.85 mm. One of the strip lines is assumed to be an aggressor 
emitting the signal corrupting the victim pseudorandom data 
sequence as shown in Fig. 14 (b). The distance between victim 
and aggressor circuit boards is h = 1 mm.

The distribution and the value of the aggressor’s radiated 
emissions were measured using a near-field scanning system. 
The near-field probe was placed over the strip line at the 
height 1 mm as presented in Fig. 15. The signal transmitted 
along the aggressor strip line was generated with the same 
repetition rate, but the pseudorandom sequence had the dis-
tinct period from the victim sequence. The eye diagram of the 
signal in the victim strip line without crosstalk is presented in 
Fig. 16.

The eye diagram of the aggressor signal measured by the near-
field system is shown in Fig. 17. The peaks of this signal corre-
spond to the rising and falling ages of the signal in the strip 
line. Figure 18 shows the eye diagram of the signal registered 
by the digital oscilloscope in victim strip line corrupted by the 
emissions of the interference signal from the aggressor strip 
line. The widening of the eye’s boarders caused by the total 
digital jitter can be clearly seen including the crosstalk from 
the aggressor’s communication link. The crosstalk between the 
neighboring circuit boards significantly increases the level of 
the total jitter including the data depended crosstalk due to the 
cyclostationary stochastic process.

 
(a) photo of the PCB (b) scheme of the experimental setup

Figure 14. Device under test.

Figure 15. Experiment setup in the near-field measurement.
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Figure 16. Eye diagram of the signal in the victim strip line without 
crosstalk.
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Figure 18. Eye diagram of the victim signal with the mutual crosstalk.
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Statistical cyclic averaging of the measured signal and subse-
quent excluding of the evaluated sample mean periodic function 
gives the two-dimensional periodic auto covariance function (19). 
Estimated average instantaneous power dependencies for dura-
tion of one period were obtained from the cross-section of corre-
sponding auto covariance functions for = 0. The comparison of 
two obtained cross sections representing two measured total jit-
ters in the victim transmission line with aggressor crosstalk and 
the total jitter without crosstalk from the neighboring circuit board 
is presented in Fig. 19.

The obtained averaged instantaneous periodic power coincides 
with the variance of the probability density function of the ampli-
tude histograms assembled for each instant of time using the 
corresponding eye diagram of the transmitted data sequence. 
The mean values of the defined probability density functions 
coincide with the values of the averaged periodic sample mean 
functions μx(t). Eye diagrams can be used for the prediction of 
the bit error ratio by evaluating the histogram of points crossing 
the predefined synchronization threshold with subsequent esti-
mation of BER caused by the jitter induced by crosstalk between 
strip lines as in [65]. Degradation of bit error rate corresponding 
to histograms due to mutual crosstalk between the lines is 
shown in Fig. 20.  

The evaluated bit error plot for the victim signal can be prolonged for 
a reduced BER by assuming the mathematical description of the 
experimentally evaluated histograms of the crossing points.

V. Conclusion

Increasing complexity and package density of modern digital elec-
tronic circuitry triggers the necessity of computer aided design of 
electronic devices in an early stage of their development. Consid-
eration of EMI caused by high-speed data exchange is of para-
mount importance. The conventional deterministic approach to the 
analysis of EMI is not applicable for stochastic fields. The proce-
dure of cyclic averaging applied to the random signals allows to 
reveal the signals' hidden cyclostationary properties and realize 
selective quantitative prediction of radiated emissions caused by 
data streams inside and outside of the enclosure of digital elec-
tronic devices.

The probabilistic model of cyclostationary random emissions pro-
posed in this paper predicts the correlation and average power 
characteristics of the stochastic process for any probability distri-
bution and shape of bit pulses of the digital signals. Statistical 
cyclic averaging of the measured time domain signals was used 
for evaluation of cyclostationary characteristics and verification of 
the probability models. The important feature of the statistical 
cyclic averaging procedure is its immunity to signals not possess-
ing extracting cyclic properties.

The measurement setup for analysis of EM emissions from PCBs 
of digital EDs included scanning near-field probes and digital 
oscilloscope. This system allows simultaneously and synchro-
nously sampling and registering of the emitted EM radiation. 
After a postprocessing procedure, the spatial localization of dis-
tributed radiation sources with specified cyclic frequencies on 
the surface of the PCB was realized. The proposed cyclic aver-
aging was applied for spatial separation of radiation sources 
with different bit rates and for the quantitative characterization 
of crosstalk between transmission lines carrying the data 
sequences. 

The presented experimental investigations resulted in exposure of 
regions on the surface of the PCB with most powerful cyclosta-
tionary components. Such regions need to be excluded from the 
PCB areas for possible routing through of transmission lines with 
similar cyclostationary properties for reducing the possible cross-
talk and decreasing the BER of communication links. Future 
research shall provide the prediction of random EM fields with 
defined cyclic properties in the relative far region from the emit-
ting distributed sources causing harmful interference for other 
digital devices in the environment of the radiating source.
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pathways tool developed by iNARTE’s parent company, 
Exemplar Global. Exemplar LINK is an innovative way for you 

to find and connect with colleagues, demonstrate your compe-
tence with digital badging and professional profiling, build your 
knowledge base through self-paced micro-training courses, and 
much more. Please click here to watch our short video explaining 
more about the Exemplar LINK concept.

For those of you working in EMC/EMI, ESD, product safety, or 
other related disciplines that make up the iNARTE community, 
Exemplar LINK will have a particular resonance. Engineers and 
technicians sometimes struggle to build community with col-
leagues who well understand the issues particular to this field. 
Perhaps you need feedback on a testing setup or questionable 
series of results. Maybe you want to find new training opportuni-
ties or explore different career pathways. Or it could be that you 
simply want to share your knowledge and demonstrate your com-
petence to the industry at large. For these reasons, and many 
more, we have developed Exemplar LINK.

Too often in this highly technical profession we forget that our 

work is essentially human in nature—that means that although 
we must get the science right first and foremost, we also need 
to communicate our information for the good of our organiza-
tions, share our knowledge with others, and continually learn 
and grow individually and as a part of the broader community. 
It’s not too grandiose to say that Exemplar LINK has been 
designed with these “soft skills” firmly in mind.

Exemplar LINK will replace the current iNARTE customer portal. Over 
the coming weeks you will hear more from us about Exemplar LINK 
and what this means for you and your certifications. The way you will 
access your new and improved customer portal, Exemplar LINK, will 
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Most of the content on Exemplar LINK is available for free or at 
very low cost. I encourage you to take a look, create your custom 
profile, and begin exploring all the many ways that this new tool 
can serve you in your career. We are always interested to hear 
your feedback as well, so please write us at admin@inarte.org to 
let us know what you think of Exemplar LINK or any of the other 
ways that we can serve you better!   EMC
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