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Analysis and Application of Quasi-Static and
Dynamic Phasor Calculus for Stability Assessment of

Integrated Power Electric and Electronic Systems
Jorge Vega-Herrera , Claudia Rahmann , Felipe Valencia , and Kai Strunz

Abstract—Power system stability is widely assessed based on
tools that rely on the representation of voltages and currents
through quasi-static phasor calculus, implying that the network
itself and the synchronous machine stators are modeled by alge-
braic equations. Accordingly, the associated fast transients are ne-
glected, assuming those decay rapidly. However, with the increasing
penetration of converter interfaced generation in power systems,
the reliance on quasi-static phasor calculus is to be questioned.
In this paper, the validity of quasi-static phasor calculus models
is verified, and dynamic phasor calculus is considered as the al-
ternative. A methodology to systematically compare quasi-static
and dynamic phasor calculus is developed. It includes frequency
response, modal, and sensitivity analyses. The methodology is ap-
plied to an IEEE test network considering penetrations of converter
interfaced generation of up to 100%. The models are implemented
in MATLAB. The H-infinity norm is proposed as an indicator to
identify differences in the applicability of the models. The results
show that the quasi-static phasor calculus is suitable for stability
analysis only if low bandwidths of converter controls are given.
Dynamic phasor calculus instead is suitable and applicable to
generic stability studies of integrated power electric and electronic
systems with high penetration of renewables.

Index Terms—Dynamic phasor, quasi-static phasor, system
stability, system modeling and simulation, power electronics.

I. INTRODUCTION

FOR almost a century, stability has been recognized as one
of the key issues to be dealt with in order to achieve

a secure power system operation [1]. For the assessment of
diverse stability issues, the study of power system transients is of
interest. In Fig. 1 the time scales of transient phenomena relevant
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Fig. 1. Different time scales of power systems transients [15].

to power system analysis are shown. The time scales range
cover the wide spectrum of wave phenomena, electromagnetic
transients, electromechanical transients, and up to thermody-
namic phenomena [2]. Depending on the nature of the transients
considered for particular stability studies, dedicated assumptions
on component modeling are to be made. Thus, the system is
represented at a respective and appropriate degree of detail for
the limited bandwidth of transients under study.

In power systems dominated by synchronous generators (SG),
the main focus for stability assessments has traditionally been
on the time scale of electromechanical or slower phenomena, as
indicated in Fig. 1. The time scale of electromechanical phenom-
ena is shown to range from several milliseconds to seconds. The
oscillation frequencies of the associated transients are typically
between 0.1 Hz and 5 Hz [3]–[5]. The concentration on those
frequencies has allowed several modeling simplifications, which
in turn led to the well-known stability assessments based on
quasi-static phasor calculus (QPC) [3]. When using QPC, the
behavior of the electric network is described by a set of algebraic
equations, in which electromagnetic transients are neglected.
This is justified because the decay of electromagnetic transients
associated with the network is comparatively fast, and therefore
has been little justification to include their effects in system
stability studies.

Nevertheless, the increase in the penetration of converter
interfaced generation (CIG) has considerable changed the nature
of transients in power systems due to the fast response times
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of CIG [6]–[8]. This can be seen from Fig. 1, where the time
scale related to the inverter-based controls varies from few
microseconds to several milliseconds. This time scale is actually
related to electromagnetic phenomena, thus being much faster
than the electromechanical phenomena of oscillations of SG.
Accordingly, the transients of power systems dominated by CIG
become faster, thereby leading to new control interactions and
stability issues [9]–[12]. Among the key instability drivers in
CIG are their control loops with fast response times such as the
phase-lock-loop (PLL) controllers [9], [10] and inner current
loop controllers [9], [13]. Although recent studies have shown
that these control loop instabilities are more likely to arise in
weak networks with low levels of inertia, they may also appear
in case of power systems with lower levels of CIG, depending
on system operating conditions [14].

Considering the stability assessment of power systems, the
fast response times of CIG are expected to considerably extend
the bandwidth of relevant transients towards the electromagnetic
time scale. Accordingly, the modeling simplifications in QPC
models need to be questioned. This means that fast phenomena
related to the network and fast response devices must not be fur-
ther neglected [16]. Indeed, according to [17], the fast transients
of power electronics converters may invalidate the typical time
scale separation approach used in stability assessments.

While some recent studies have addressed different stability
issues in presence of CIG [9]–[12], what is still missing is a
scientific foundation for the modeling, analysis, and control
of power systems dominated by CIG [17]. In particular, given
the fact that fast phenomena of CIG extend the bandwidth of
relevant transients for stability studies, the question of how this
affects the validity of using QPC-based models for evaluation
stability remains unanswered [8], [18], [19]. However, with
the rise of CIG, users of simulation tools and power system
planners urgently need the answer. To address this issue, a
comprehensive and systematic comparative study is performed,
in which dynamic phasor calculus (DPC) [20] is considered as
alternative to QPC. In DPC, the electric network is described
through a set of differential rather than algebraic equations, thus
being more accurate than QPC models [20]–[26]. DPC-based
models have been applied to simulate a broad range of tran-
sients in different systems, including unbalanced distribution
systems [27], microgrids [25], transients of electric machines
[20], [28], and power electronic systems [26], [29], [30]. In
all these applications, DPC-based models have demonstrated
a good performance for representing the transients under study.

The fundamental contributions in this paper are threefold.
First, a methodology for a systematic comparative analysis
of QPC and DPC is developed. The methodology covers a
sequence of stages where a set of indicators and criteria is
defined. The sequence of the stages enables the identification
of critical CIG control system parameters that have a significant
influence on the accuracy of models based on QPC. Thus, the
validity range of QPC can be clearly identified. Furthermore, the
stages make uses of well-accepted analysis techniques, which
is of significant practical value. Thus, the methodology can be
directly applied by power system planners to identify the validity
of QPC-based models for their particular network conditions.

Fig. 2. Application of Hilbert transformation and shifting by carrier frequency.

Second, the methodology is applied to a modified IEEE test
network for a broad range of CIG penetration levels, including
the level of 100%. Besides determining the validity of QPC
models, the application of the methodology is enriched with an
analysis of the limitations associated with QPC models. The
results obtained are validated through electromagnetic transient
(EMT) simulations wherein the switching of power electronic
devices used in CIG are modeled. Third, for power systems with
CIG, the validity ranges of models based on QPC and DPC are
identified.

In Section II, the use of phasors in power systems is reviewed.
The proposed methodology for the comparative analysis is given
in Section III. In Section IV, the test network used is presented.
Finally, the results are discussed in Section V, and the conclu-
sions are drawn in Section VI.

II. PHASOR CALCULUS IN POWER SYSTEMS

A. Dynamic Phasor Calculus

During normal operation, voltages and currents of power
systems are rather balanced three-phase sinusoidal signals with
a system frequency fc = 50 Hz or fc = 60 Hz, respectively.
During low-frequency perturbations, power systems experience
low-frequency transients. In the frequency domain, they are
characterized by a bandpass characteristic centered on fc. The
latter can be considered as the carrier frequency. This bandpass
characteristic is displayed in Fig. 2, where the signal x(t) can be
a voltage or a current signal [21], [24]. From the figure, it can be
seen that the Fourier spectrum |F [x(t)]| is symmetric to the axis
f = 0 Hz. Accordingly, the negative frequency components of
the spectrum do not provide further information about the real
signal x(t).

The analytic signal x(t) of the real signal x(t) is defined as
follows [31]:

x (t) = x (t) + jH [x (t)] (1)

where the underscore indicates that x(t) is complex, and H[. ]
is the Hilbert transform, which is formally defined as:

H [x (t)] =
1

π

∞∫
−∞

x (τ)

t− τ
dτ (2)

The resulting Fourier spectrum |F [x(t)]| now only extends to
positive frequencies as also shown in Fig. 2.

An analytic signal can be shifted by the shift frequency fs as
follows:

xs (t) = P [x (t)] = x (t) e−j2πfst (3)
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In power systems, it is of major interest to set the shift
frequency fs = fc of 50 Hz or 60 Hz. The new signal xs(t)
then appears as a dynamic phasor, and its frequency spectrum
changes as shown in Fig. 2. The shifted signal behaves as a
low-pass signal, whose maximum frequency is reduced due to
the shifting. As a result, a lower sampling rate can be used
to simulate the transients using dynamic phasor signal xs(t)
compared with the natural bandpass signal x(t). In general,
the shifted-frequency formulation (3) of the dynamic phasor is
also applicable to the modeling of transients at high frequencies
beyond those suggested by Fig. 2, as long as a sufficiently small
time-step size is chosen [21].

The original signal can be reconstructed through the reverse
process:

x (t) = Re
[
xs (t) e

j2πfst
]

(4)

The transient simulation also involves the numerical solution
of a set of differential and algebraic equations (DAE). To obtain
the DAE using DPC, the derivative of xs(t) is to be known.
Deriving the analytical signal x(t) described in (3) and defining
ωs = 2πfs yields:

e−jωst
dx (t)

dt
=

dxs (t)

dt
+ jωsxs (t) (5)

B. Quasi-Static Phasor Calculus

In order to obtain a model based on QPC from a model based
on DPC, we consider a differential equation that describes the
relationship between the two analytic signals x(t) and y(t):

k
dx (t)

dt
= y (t) (6)

Both quantities are supposed to have a Fourier spectrum
similar to the one as shown in the center of Fig. 2. Using (5)
to calculate the derivative of an analytical signal, (6) can be
expressed by DPC as follows [3]:

k

[
dxs (t)

dt
+ jωsxs (t)

]
= y

s
(t) (7)

The QPC model is then obtained by setting dxs(t)
dt = 0 in (7).

This results in the algebraic equation:

jkωsxs (t) = y
s
(t) (8)

By neglecting the derivatives from (7), it is assumed that the
transient response of the state variablexs(t) is fast with respect to
the time scale of interest in the particular study. In the literature,
this model reduction process is known as singular perturbation
theory [32]. This theory has been successfully applied within
stability studies for neglecting transients in the stator fluxes and
electric networks [33].

A representation of a signal based on QPC yields a suitable
approximation if the transients of interest involve small values of
dxs(t)

dt . This is actually the case when the relevant transients are
slow rotor electromechanical oscillations of SG, which cause
small frequency deviations from the system frequency fc in
electric quantities such as voltages and currents. The bandwidth

TABLE I
COMPARISON OF RLC REPRESENTATION

of frequencies of these transients ranges from 0.1 Hz to 5 Hz
[1], [3], [5].

C. Basic Models of RLC Components

In this section, we briefly compare the DPC and QPC for de-
scribing the basic elements of an electrical circuit. The following
equation defines the transients for an inductance:

L
diL (t)

dt
= vL (t) (9)

Applying (7) to (9), the model of the inductance based on
DPC is as follows:

L
diLs (t)

dt
+ jωsLiLs (t) = vLs (t) (10)

The QPC model of the inductance is then obtained by neglect-
ing the derivative of the DPC model:

jωsLiLs (t) = vLs (t) (11)

Proceeding similarly, the models of the resistor and capacitor
can also be obtained. A summary of the models using DPC and
QPC is shown in Table I.

III. PROPOSED METHODOLOGY

As mentioned in the introduction, this work relies on the
assumption that an increase of CIG in power systems extends
the bandwidth of relevant transients for stability assessments
towards faster electromagnetic time scales. Considering this,
the objective is to methodically determine how this extended
bandwidth modifies the validity range of QPC-based models.
To answer this, we propose the methodology depicted in Fig. 3,
in which DPC-based models are considered as alternative to
QPC-based models. The methodology establishes a set of proce-
dures and evaluation criteria to perform a systematic comparison
between both modeling techniques. The methodology makes use
of a simulation-based approach. Compared to a system-theoretic
analytic approach, the main advantage of simulation-based ap-
proaches is that they are less restricted by modeling limitations,
thus allowing to obtain more accurate results [17]. The applica-
tion of a wide range of penetration levels of CIG enhances the
confidence in the results.

The methodology is organized into five stages. A key con-
tribution resides in the proposed sequence of steps. In this
context, it is of significant practical value that the stages make
use of recognized and well-accepted simulation and analysis
techniques. As such, the methodology can be used by power
system planners to clearly identify the validity of simulation
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Fig. 3. Sequence of stages of proposed methodology.

techniques for their particular and individual network situation.
Given the large size of investments made into grid extension
and modification for ensuring stability when integrating CIG,
the knowledge on how to relate the choice of simulation tools
with the quantity of CIG penetration levels is very important in
order to prevent costly misjudgments.

A. Stage 1: Dynamic Modeling

In the first stage of the methodology, models for the system
under study considering DPC and QPC techniques are to be
obtained. Regarding the DPC-based model, in the case of SG
with steam turbines, an eighth-order model is used, whereas
a seventh-order model is used for SG with hydraulic turbines
[4]. In both cases, standard models for governors and automatic
voltage regulators are included [34], [35]. For CIG, an average
voltage source converter (VSC) model where the switching tran-
sients are neglected is considered [29], [36], [37]. In this model,
the transient behavior of the CIG is determined mainly by its
control loops. These control loops are represented in a rotational
dq references frame [38]. The loops are composed of an outer
voltage control loop, an inner current control loop, and the
phase-locked loop (PLL). The PLL is used to estimate the phase
angle of the voltage at the point of common coupling. The phase
angle is used to transform abc to dq signals and then to control
the CIG [39]. The CIG control systems applied are generic and
commonly used for simulation of transients [40]–[42].

The lines are modeled using π equivalent circuits with lumped
parameters and transformers through series RL circuits. Loads
are modeled as constant impedances, which are series RL
circuits. These models have been recommended for assessing
electromechanical transients and control interactions between
CIG and power systems [43]–[46].

Combining the models of all power system components, a
DPC-based model of the form shown in (12) is obtained. In
(12), x, z, u, and y represent the vectors of the state variables,
variables related to the algebraic equations, inputs, and outputs
respectively [47].

ẋ = f (x, z,u)

0 = g (x, z,u)

y = h (x, z,u) (12)

TABLE II
SUMMARY OF POWER SYSTEM MODELS

Fig. 4. Illustrative Bode plot for comparing DPC and QPC-based models.

Upon completion of the DPC-based model, the QPC-based
model is derived by neglecting some derivatives in (12). The
derivatives to be neglected can be selected mainly by two ap-
proaches: based on physical system understanding and manual
reduction [9], [42], [48] or based on singular perturbation theory
[32]. By neglecting the derivatives, it is assumed that the tran-
sients of the related state variables decay rapidly, and therefore
there would be little justification for including their effects in
stability studies [4]. This has been actually the case for the stator
flux linkages of SG, the voltages in capacitances, and the currents
in inductances of transmission networks of power systems dom-
inated by synchronous machines. Hence, their derivatives have
been set to zero in stability assessments based on QPC [3], [4].
By neglecting the derivatives of the selected state variables, some
differential equations in (12) become algebraic. Table II shows
the references used in modeling each component considered
in this paper and the quantities neglected for each component.
A detailed description of each component model is presented
in [49].

B. Stage 2: Frequency Response

Once the DPC and QPC-based models of the power system are
completed, the steady-state frequency responses of both models
are compared in the second stage for different levels of CIG.
The objective is to identify the lowest frequency f∗ at which
the magnitudes of the frequency responses differ by a given
threshold ε. This allows us to determine the frequency bandwidth
in which QPC-based models are still suitable for representing
the system transients as a function of the CIG level. The fre-
quency f∗ is obtained from a Bode diagram as illustrated in
Fig. 4.
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C. Stage 3: Modal Analysis

The third stage of the methodology is dedicated to modal
analysis using small-signal linearization around the steady-state
operating point for both models. The objective is to analyze the
modes that involve oscillations with frequencies higher than f∗
and to determine the relevant state variables for different levels of
CIG. We mainly focus on the modes with frequencies higher than
f∗ because those are in the region where differences between
both modeling techniques become pronounced as found in Stage
2. These modes with frequencies higher than f∗ are actually
those that may lead to inaccurate results when using QPC-based
models. The state variables related to these modes are identified
through the analysis of participation factors [4].

To quantitatively compare the dynamic performance for both
linearized models, we use the H-infinity normH∞. For a MIMO
(multiple inputs multiple outputs) system described by ẋ (t) =
Ax(t) +Bu(t), y (t) = Cx(t) +Du(t), and with a transfer
matrixG (s) = C(sI −A)−1B +D, the H-infinity norm can
be defined as follows [47], [51], [52]:

‖G (s) ‖∞ Δ
= max

u(t) �=0

‖y (t) ‖2
‖u (t) ‖2 (13)

‖y (t) ‖2 =

⎛
⎝

∞∫
0

yT (t)y (t) dt

⎞
⎠

1
2

(14)

‖u (t) ‖2 =

⎛
⎝

∞∫
0

uT (t)u (t) dt

⎞
⎠

1
2

(15)

The value of ‖G‖∞ represents the maximum root-mean-
square gain of the system for any direction of the input vector.
If the system has all the eigenvalues in the left half of the
complex plane, the small-signal model is stable and ‖G‖∞ is
bounded. If ‖G‖∞ is not bounded, the small-signal model is
unstable or has poles on the imaginary axis. Therefore, as the
‖G‖∞ increases, the system becomes less damped. Hence, if
the QPC-based model has a noticeably different value of ‖G‖∞
compared with its counterpart based on DPC, then the results
obtained with the QPC-based model are less accurate because
the dynamic performance has become significantly different due
to the simplifications made. The aforementioned simplifications
are those presented in Table II.

D. Stage 4: Sensitivity Analysis

The next stage consists in performing a sensitivity analysis of
key system parameters. This allows to verify if the observations
of Stage 3 are plausible even when relevant parameters of the
system change. The parameters are selected according to the
relevant state variables, which are defined from the analysis of
the participation factors in Stage 3. Once the key parameters
have been selected, we define a range of variations of these
parameters based on typical values used in transient studies and
repeat the analysis specified in Stage 3.

Fig. 5. IEEE-9 bus system with switches to adapt generation portfolio [54].

TABLE III
MAIN CHARACTERISTICS OF SYNCHRONOUS GENERATORS

E. Stage 5: Validation Through Time Domain Simulation

In this stage, we perform simulations of transients. We verify
and validate all relevant observations of the previous stages
and draw main conclusions. For this purpose, we simulate a
system disturbance using DPC, QPC, and EMT modeling tech-
niques. EMT simulations inabcphase variables are performed in
PSCAD [28], [53] to verify the accuracy of DPC models. Finally,
the time series of selected system variables are compared.

IV. DESCRIPTION OF POWER SYSTEM IMPLEMENTED

The used IEEE 9-bus system, as shown in Fig. 5 [54], is
extended by a set of configuration switches to allow for the study
of various generation portfolios. The system has three SG at 60
Hz, two with steam turbines, G2 and G3, as well as one with a
hydraulic turbine, G1. The characteristics of these generators are
summarized in Table III. We consider a load of 315 MW with
0.94 lagging power factor and system parameters as given in
[54]. The load is equivalent to 56% of the total rated generation
capacity.

To compare DPC and QPC-based models, two CIG units are
added at buses B1 and B3. The capacities of CIG1 and CIG3 are
the same as for the generators G1 and G3, respectively. For the
100% of CIG level, the generator G2 is replaced by the CIG2
unit operating in grid forming mode as a virtual synchronous
generator [55]. The capacity of CIG2 is equal to generator G2
and the synthetic inertia of CIG2 is equivalent to the inertia of
generator G2. Table IV summarizes the dispatch for different
generator portfolios. When the power of a generator is shown
to be zero, then the connector switch related to the generator is
open. Table IV also includes the system inertia Hsys, which is
defined as [4]:

Hsys =

∑n
i=1 HiSi∑n
i=1 Si

(16)
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TABLE IV
DISPATCH AND SYSTEM INERTIA FOR DIFFERENT GENERATOR PORTFOLIOS

TABLE V
CONTROL SYSTEM PARAMETERS OF CIG1 AND CIG3 UNITS

where Hi, Si, and n respectively denote the inertia constant,
the rated power of the generator, and the number of generators
connected to the system contributing a finite inertia. Since the
CIG2 operates as a virtual synchronous generator, its synthetic
inertia is also included for calculating the system inertia. This
explains the unchanged values of Hsys in rows three and four of
the table.

The SG are modeled as given in Section III-A and Table II
[4]. All generators are equipped with a voltage regulator of
type DC1A IEEE [34]. The governor of the steam turbines is
of type IEEE TGOV1, while the hydraulic turbine is of type
IEEE HYGOV [35]. The models of the CIG1 and CIG3 units
include the control systems described in Table II. The parameters
of the current control loop are chosen in order to get a settling
time of 20 ms, which is a typical value used in simulations with
power converters [42], [56]. The PLL control has a bandwidth of
20 Hz [39]. The control parameters of the CIG1 and CIG3 units
are summarized in Table V. In the case of QPC-based models,
G2 and G3 models are of sixth order, and G1 is a fifth-order
model because the stator flux linkage transients are neglected
[2]. The control systems of the SG are kept identical to those
used for the DPC-based models.

As mentioned in Section III-E, the accuracy of DPC models,
is verified by performing EMT simulations in PSCAD. For these
simulations, distributed-parameter transmission lines models
are used. The VSC configuration considered in CIG is the
two-level three-phase VSC. In order to represent high-frequency
switching transients due to pulse width modulation (PWM)
control, the switching function model of the VSC converter
described in [38] is used. The PWM compares a high-frequency
triangular carrier signal with a modulating signal with a lower
frequency. The models of transformers, loads, SGs with their
control systems, and the control systems of CIG are kept iden-
tical to those used in DPC models.

The test system using DPC and QPC was implemented in
MATLAB/Simulink. To carry out the frequency response and
modal analysis, the system was linearized using the Linear

Fig. 6. Magnitude of Bode plot; a) 35% of CIG, b) 70% of CIG.

Analysis Tool from MATLAB/Simulink [57]. For the frequency
response analysis, the “bode” function of MATLAB was used.
We considered as input signal the reference power and as output
signal the angular electrical frequencies of the generators. The
relations are chosen because in a power system with low inertia
the frequency control is one of the main challenges [58].

V. COMPARATIVE ANALYSIS OF DPC AND QPC

A. Frequency Response Analysis

The Bode diagrams of the system when considering 35% and
70% of CIG penetration are depicted in Fig. 6. The considered
input signal is the reference power of the generator connected at
B3, P ref

B3. The output signal is the angular electrical frequency at
bus B1, ωelec

B1 . The frequency f∗ from which on the simulations
based on DPC and QPC differ was determined considering a
tolerance of ε = 5%.

Fig. 6 shows that the maximum frequency up to which both
models give a similar frequency response is f∗ ≈ 5 Hz. For
CIG levels higher than 35% G3 is disconnected. In such config-
urations, the system modeled by QPC shows a resonance close
to 12 Hz, whereas the DPC-based model does not show such
behavior. This suggests that QPC-based models become less
accurate if the frequency of the transients of interest adopts
values beyond 5 Hz. The frequency range in which both models
give a similar frequency response, coincides with the frequency
range related to slow rotor oscillation of electric machines,
which typically varies between 0.1 Hz and 5 Hz. In the DPC-
based models, the rapid changes of magnitudes observed for
frequencies higher than 500 Hz are mainly since the network is
modeled by differential rather than just algebraic equations (as
shown in Table II). In these frequency ranges, the outputs are
very well attenuated because the gain of the transfer function
is lower than – 40 dB. Therefore, their relative impact on the
transfer function compared with those of other frequency ranges
is low. Qualitatively, similar observations are made at other
penetration levels of CIG. The frequency f∗ is also retained for
further input-output combinations.

B. Modal Analysis

As it was described in Stage 3 of the methodology, the modal
analysis is focused on modes with frequencies higher than f∗
as those modes are expected to have a detrimental effects on
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Fig. 7. Eigenvalue loci of the modes related to the CIG control systems for
CIG levels between 5 and 100%; a) QPC-based model, b) DPC-based model.

accuracy of QPC. In these frequency range, the system modeled
using QPC has two modes of oscillation, hereafter identified by
M1QPC and M2QPC, respectively. The analysis of participation
factors reveals that the modesM1QPC andM2QPC are pertaining
to the control systems of the CIG1 and CIG3 units. These modes
are mainly related to the state variables of the current control
loops and the PLL of those CIG units.

In Fig. 7, the effect of the penetration levels of CIG on the
eigenvalues corresponding to the modes M1QPC and M2QPC is
shown. The root loci reveal a reduction in damping as CIG level
rise. However, the mode M1QPC still remains well damped for
all the penetration levels, with its oscillation frequency moving
from 18 Hz to 16 Hz. Its lowest damping ratio is 49% for the case
of a CIG level of 100%. On the other hand, the mode M2QPC

becomes poorly damped as the CIG level grows. The damping
ratio changes from 16% to 1.3%, and the oscillation frequency
moves from 16 Hz to 11 Hz. The decrease in the damping ratio
is accentuated when the CIG levels exceed 35%. This is because
generator G3 is then disconnected from the system, leading to a
reduced system inertia, as Table IV shows.

Given the above, the modal analysis performed when the sys-
tem is modeled by QPC suggests a poor dynamic performance
at high levels of CIG. Moreover, QPC analysis suggest that the
system is close to loosing small-signal stability.

The system modeled using DPC has high, medium, and low
frequency oscillation modes. We can categorize these modes
into the following frequency ranges: 400 Hz to 1500 Hz, 60 Hz
to 400 Hz, and 0 Hz to 60 Hz, respectively. For high frequency
modes, the analysis based on the participation factors shows that
these modes are related to electromagnetic transients pertaining
to the transmission network, the stator fluxes of the SG, and the
CIG control. Dominant state variables are not observed in the
high frequency modes. Some of these modes have low damping
ratios. However, as it was shown in the frequency response
analysis, for frequencies higher than 500 Hz, the outputs are
very well attenuated. Therefore, the high frequency modes are
not critical for the small-signal stability of the system. This
observation was also reported in [45]. For medium frequency
modes, participation factor analysis shows that they are related
to the electric network. The state variables are mainly related to
the transmission network, and they are well damped. Both high
and medium frequency modes are not significantly affected by
the level of CIG.

Fig. 8. ‖G‖∞ as a function of CIG level.

The critical difference between QPC and DPC modeling
techniques appears for the low frequency modes and particularly
in the modes associated with the control system of the CIG1
and CIG3 units. In the system modeled using DPC, there are
four modes related to the CIG, M1DPC, M2DPC, M3DPC, and
M4DPC, respectively. The participation factor analysis reveals
that the mode M1DPC is mainly related to the state variables
of the current control loops and the PLL of CIG. The mode
M1DPC is the only mode related to the CIG control for which
its corresponding eigenvalue appears in the same complex plane
area as the eigenvalues of the modes M1QPC and M2QPC.
This can be recognized in Fig. 7. For all levels of CIG, the
mode M1DPC is well damped, taking a minimum value of
61% for damping. In the cases of the modes M2DPC, M3DPC,
and M4DPC, the state variables that have high participation are
related to the current control loop and the filter of CIG. The level
of CIG does not affect these modes significantly. In fact, they
are always well damped with damping ratios higher than 70%.
Given the above observations, the modal analysis performed on
the system modeled by DPC suggests that the linearized system
is stable regardless of the penetration level of CIG. In addition, it
has better dynamic performance compared with its counterpart
based on QPC.

Fig. 8 shows the H-infinity norm ‖G‖∞ for different levels of
CIG. As the CIG increases, there are no significant variations in
the ‖G‖∞ when the system is modeled using DPC. However, in
the case of the QPC-based model, the ‖G‖∞ tends to increase.
The difference between the infinity norms of both models is
accentuated as the level of CIG exceeds 35%. This in turn means
that the transients of the system simulated through the QPC-
based model are considerably different to those obtained through
its counterpart based on DPC.

C. Sensitivity Analysis

The modal analysis has shown that the critical modes of the
system based on QPC-models are M1QPC and M2QPC. In the
case of DPC-based models, there are no critical modes. However,
we consider for this analysis the mode M1DPC because it is
the mode for which its corresponding eigenvalue is relatively
close to the eigenvalues pertaining to M1QPC and M2QPC. The
sensitivity analysis is carried out for different parameters of
the CIG control. Specifically, we present the effects of changing
the PLL control parameters of both CIG1 and CIG3. To do this,



VEGA-HERRERA et al.: DANALYSIS AND APPLICATION OF QUASI-STATIC AND DYNAMIC PHASOR CALCULUS FOR STABILITY ASSESSMENT 1757

Fig. 9. Eigenvalue loci of the modes related to the CIG control for PLL
bandwidth between 2 and 30 Hz; a) QPC-based model, b) DPC-based model.

Fig. 10. ‖G‖∞ as a function of CIG penetration level and different PLL
bandwidth frequencies; a) QPC-based model, b) DPC-based model.

the frequency bandwidth of the PLL is modified between 2 Hz
and 30 Hz, which are typical values [39], [44].

The impacts of the different PLL bandwidths on the eigen-
values of interest at 35%, 70%, and 100% of CIG are shown in
Fig. 9. The system modeled using the QPC approach becomes
less damped or even unstable as the PLL bandwidth and the CIG
level increase. Fig. 9a shows that the eigenvalue associated with
the mode M2QPC is close to the right half complex plane. More
precisely, the instability appears for PLL bandwidths above 25
Hz and penetration levels in access of 70%. The unstable modes
are highlighted in red in Fig. 9a. In the case of DPC-based
models, the effect on the eigenvalue of M1DPC is shown in
Fig. 9b. As the PLL bandwidth increases, the mode M1DPC

always remains well damped, taking a minimum damping of
51%. For this case, the small-signal model is always stable when
using DPC regardless of the PLL bandwidth and the CIG level.

Fig. 10 gives the H-infinity norm ‖G‖∞ for different CIG lev-
els and PLL bandwidths. According to Fig. 10a, for QPC-based
model, as the PLL bandwidth increases, entailing a faster PLL
response, the ‖G‖∞ also increases with the level of CIG. For
PLL bandwidths higher than 20 Hz, the models based on QPC
suggest instability at high levels of CIG. On the other hand, for
the DPC-based model, Fig. 10b reveals no significant variations
in the ‖G‖∞ for different levels of CIG and PLL designs. This is
consistent with Fig. 10b, showing that the system is always stable
when a DPC-based model is used. The visible differences in the
‖G‖∞ of both models point to inaccurate transient simulations
using QPC at high CIG levels.

Fig. 11. Terminal voltage at bus B1 for 70% of CIG; a) 2 Hz, b) 5 Hz,
c) 20 Hz, d) 25 Hz.

D. Validation Through Time Domain Simulation

The obtained results are now verified by time domain simula-
tions using DPC, QPC, and EMT models. For EMT simulations,
PSCAD is used because is a professionally respected represen-
tative of the EMT modeling family. A step decreases of 5% in
the active power reference of the CIG connected at bus B1 is
considered. Simulations are performed for PLL bandwidths of
2 Hz, 5 Hz, 20 Hz, and 25 Hz.

Fig. 11 shows the voltages simulated at bus B1 using DPC
and QPC approaches for a CIG level of 70%. According to
Fig. 11a and Fig. 11b, when the PLL has a slow response at
bandwidths of 2 Hz or 5 Hz, both QPC and DPC models show
a similar dynamic behavior. This was expected since the ‖G‖∞
plots of both models do not differ significantly in these cases.
However, as the PLL bandwidth is increased to values above
20 Hz, the error obtained by the QPC-based models becomes
significant. This can be seen in Fig. 11c and Fig. 11d. In Fig. 11c,
when the PLL bandwidth of 20 Hz is used, the oscillation of
the voltage is considerably less damped for QPC. Moreover, as
shown in Fig. 11d, for a PLL bandwidth of 25 Hz, the system
based on QPC becomes unstable. Additionally, we show in
Fig. 12 the simulated active power injected to the bus B1. As
the PLL bandwidth increases, the oscillation of the active power
becomes less damped when the system is modeled using QPC.
The previous observations are consistent with the eigenvalue
loci depicted in Fig. 9a.

Furthermore, Fig. 13 shows the voltage simulated at B1 using
DPC and EMT approaches for a PLL bandwidth of 25 Hz and a
CIG level of 100%. At this bandwidth, the simulations of DPC
and QPC differ significantly. However, the close-up of Fig. 13
reveals that simulation based on DPC gives a precise envelope of
the voltage obtained using EMT models in PSCAD. In Fig. 14,
the active power injected to bus B1 for PLL bandwidths of 2 Hz,
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Fig. 12. Active power injected to bus B1 for 70% of CIG; a) 2 Hz, b) 5 Hz,
c) 20 Hz, d) 25 Hz.

Fig. 13. Terminal voltage at bus B1 for 100% of CIG and PLL bandwidth of
25 Hz.

5 Hz, 20 Hz, and 25 Hz is depicted. It can be seen the high-
frequency transients in the active power due to the PWM control.
The results obtained from DPC-based models match very closely
with those obtained from EMT simulations using PSCAD. There
are no significant differences, regardless of the PLL bandwidth
used in these cases. This was expected since the H-infinity norms
‖G‖∞ of DPC models shown in Fig.10b are similar for those
PLL bandwidths.

The transient simulations confirm and validate the assess-
ments of the stages 2, 3, and 4 of Fig. 3. The fast response
of the CIG control systems leads to a decrease in the accuracy
of QPC models in transient simulation. This in turn makes the
use of QPC unsuitable for generic stability assessment of power
systems with increasing and significant CIG levels.

In Table VI, we summarize some of the main findings obtained
from this analysis. In general, it was observed that QPC models
should not be used for transients with a frequency range above
5 Hz. DPC models in turn have shown to be practical for
simulating higher frequencies, even in power systems with very
high CIG penetration levels.

Fig. 14. Active power injected to bus B1 for 70% of CIG; a) 2 Hz, b) 5 Hz,
c) 20 Hz, d) 25 Hz.

TABLE VI
SUMMARY OF MAIN FINDINGS

VI. CONCLUSION

In this paper, a comparative analysis of quasi-static and dy-
namic phasor calculus was performed considering penetration
levels of CIG up to 100%. The analysis offers novel insight
and fosters the understanding of power system modeling for the
purpose of stability assessments of systems with a significant
share of CIG. Knowing that the fast phenomena of CIG and of
the network itself affect the dynamic behavior of the system, we
determined how the extended bandwidth of relevant transients
modifies the validity range of models based on quasi-static pha-
sors. To accomplish this, a novel methodology for a systematic
analysis of the underlying modeling framework was developed.

Based on the obtained results, the accuracy of quasi-static
phasor calculus decreases in the cases of high CIG levels. In
these cases, the bandwidth of relevant transients for stability is
to be extended for covering both electromagnetic and electrome-
chanical transients, with oscillation frequencies beyond f∗ ≈ 5
Hz. Hence, the relevant oscillation frequencies for stability
studies move outside the range of 0.1 Hz to 5 Hz, which is a
relevant bandwidth for stability analysis of systems dominated
by synchronous generators. Since fast transients with oscillation
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frequencies beyond 5 Hz become relevant for stability analysis,
the electromagnetic phenomena related to the network and fast
response devices cannot be neglected.

Furthermore, control loops like those for the phase locked
loop have an impact on the system such that electromagnetic
transients on the grid side cannot be ignored in general. Models
based on dynamic phasor calculus can accurately represent such
transients and are suitable for assessing the stability in the
presence of CIG. Given the strong interest in advancing wind and
solar energy, the modeling of power systems based on dynamic
phasor calculus is recommended.
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