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for Small Signal and Transient Stability
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Abstract—This paper proposes a novel unified prediction ap-
proach for both small-signal and transient rotor angle stability
as opposed to other studies that have only addressed transient
rotor angle stability. Deep learning techniques are employed in
this paper to train an online prediction model for rotor angle
stability (RAS) using the voltage phasor measurements which are
collected across the entire system. As a result, the trained model
provides a fast yet accurate prediction of the transient stability
status when a power system is subjected to a disturbance. Also, if
the system is transiently stable, the prediction model updates the
power system operator concerning the damping of low-frequency
local and inter-area modes of oscillations. Therefore, the presented
approach provides information concerning the transient stability
and oscillatory dynamic response of the system such that proper
control actions are taken. To achieve these objectives, advanced
deep learning techniques are employed to train the online predic-
tion model using a dataset which is generated through extensive
time domain simulations for wide range of operating conditions. A
convolutional neural network (CNN) transient stability classifier is
trained to operate on the transient response of the phasor voltages
across the entire system and provide a binary stability label. In
tandem, a long-short term memory (LSTM) network is trained
to learn the oscillatory response of a predicted stable system to
capture the step-by-step dynamic evolution of the critical poorly
damped low-frequency oscillations. The superior performance of
the proposed model is tested using the New-England 10-machine,
39-bus, IEEE 16-machine, 68-bus, 5-area and IEEE 50-machine,
145-bus test systems and is verified with time domain simulation.

Index Terms—Convolutional neural network (CNN), long
short-term memory (LSTM), rotor angle stability prediction,
synchronized phasor measurement units (PMUs).
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1. INTRODUCTION

OWER system stability refers to its ability to return to an
P acceptable state of equilibrium operating condition after
being subjected to a disturbance. The instability problem has
been traditionally associated with the rotor angle instability
which occurs due to the loss of synchronism [1]. Rotor angle
stability can also be classified according to the size of dis-
turbance into small-signal or large-signal (transient) stability.
Consequently, small-signal and transient stability are defined as
the ability of a power system to retain synchronism when it is
subjected to small and large disturbances, respectively.

The dynamic response of a power system is governed by a set
of highly nonlinear differential and algebraic equations (DAE)
which describe the behavior of the synchronous generators and
its associated control systems, loads, renewable power genera-
tion, flexible AC transmission devices (FACTs) in addition to the
transmission network [2], [3]. When a power system is subjected
to small changes, the DAE model can be linearized about the
equilibrium point. Small-signal stability is ensured when the
change in the electrical torque of a synchronous machine has
simultaneously sufficient synchronizing and damping torque
components. Therefore, the rotor angle of a synchronous gener-
ator can experience a periodic drift and oscillatory response due
to the lack of synchronizing and damping torque, respectively.
In practical power systems, the small-signal stability problem
is largely associated with insufficient damping of oscillations.
On the other hand, the transient response of a power system
after being subjected to a severe disturbance involves large
excursions of the generator rotor angles. As a result, the DAE
model cannot be linearized around an operating point and needs
to be numerically solved through time domain simulations for
each contingency [1]. The transient instability can deteriorate
the overall performance of a power system and is considered
one of the major causes of power blackouts in the past [4].

Although time domain simulations result in an accurate tran-
sient stability assessment (TSA), it requires considerable time
and computational efforts especially for large power systems
with almost infinite number of contingencies and operating
points. In contrast, energy functions are proposed in the literature
to analytically assess the transient stability of a system [5],
[6]. It is based on calculating the kinetic energy stored on the
rotor during fault and the potential energy released during the
post-fault period. The deployment of this approach to on-line
TSA is constrained by the use of simplified models.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0002-8759-3528
https://orcid.org/0000-0003-2593-8057
https://orcid.org/0000-0001-6695-5342
https://orcid.org/0000-0001-7021-5400
mailto:muhammad.azman@ku.ac.ae
mailto:younes.isbeih@ku.ac.ae
mailto:khaled.elbassioni@ku.ac.ae
mailto:mohamed.elmoursi@ku.ac.ae
http://ieeexplore.ieee.org

4586

The traditional system control and data acquisition (SCADA)
systems which are installed in power systems generate one mea-
surement every 2 to 10 seconds [7]. This hinders the engineers
ability to analyze the dynamics of the system and clouds the
view on the whole system. To overcome these issues, the syn-
chrophasor technology is introduced to overcome the drawbacks
of SCADA systems. The phasor measurement unit (PMU) can
provide measurements in synchronism from different locations
and at higher sampling rates in the order of 3—60 measurements
per second [8]. As a result, several approaches have been re-
ported in the literature for online TSA.

Burgeoning availability of data and computation have recently
reignited interest towards artificial neural networks (ANN) and
deep learning which are pivotal in several studies for TSA. Ear-
lier works capitalized on ANN prediction with derived generator
rotor angle information for TSA. The first of such studies model
TSA through steady-state variables and featured one hidden
layer ANN [9] or parallel ANN [10]. Due to the prohibitive
nature of computation and scarcity of data at the time, transient
dynamics were not studied until later. Some works prefer static
variables around the clearing time [11], [12] which ignore the dy-
namics after clearing the fault. Other works prefer dynamic input
features by incorporating PMU measurements such as voltage
magnitude and voltage angle [ 13]-[20]. Furthermore, simulation
dynamic information which are not directly measurable with
PMUs are also prevalent in the literature; including rotor kinetic
energy [21], [22], and active and reactive power [15], [16], [20],
[23].

The literature has presented various ANN architectures and
schemes to model transient stability. ANN ensembles were
deployed to increase prediction performance on a small number
of features of rotor angle dynamics at post-fault but depended
on hand-engineered features [11]. Similar static features were
used to pre-train autoencoders for a convolutional neural net-
work (CNN) fine-tuning but needed separate training episodes
for the autoencoder and CNN [12]. Separate training episodes
were also found for other autoencoder-based models of TSA
for dynamic voltage data [17]. An ensemble of fast-training
ANNs was proposed to classify voltage collapse and predict
the voltage severity index during the transient phase of a fault,
but the prediction only occurs once rather than over the entire
transient phase [13].

CNN classifiers are popular among stability classification
models for its ability to construct sophisticated features. In [16],
a twin convolutional network with a support vector machine
classifier output was trained on handcrafted dynamic features
and tested on small systems. A multi-size kernel CNN was
trained in an ensemble on a large set of raw time domain signals
to show that high reliability and security in the prediction is
maintained [21]. A novel training framework involving cascaded
CNN allows for time adaptivity in the prediction of transient
stability after fault clearance [19]. However, the framework
consisted of training multiple CNNs which increases training
and executions costs.

Variants of recurrent neural networks (RNN) have also been
evaluated as classifiers for its ability to capture time domain pat-
terns in input data. Long short-term memory (LSTM) networks
are employed to develop a time-adaptive scheme for TSA [14].
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The proposed model achieved superior accuracy and was first to
formalize a time-dependent metric for TSA. To similar effect, a
gated recurrent unit model was developed for TSA assessment
but featured a much more comprehensive input signal space [20].
Furthermore, two separate classifiers based on LSTM networks
are presented to predict the stability status when a power system
is subjected to a disturbance [18]. These classifiers deploy volt-
age measurements and rate-of-change-of-frequency (RoCoF)
during the first five cycles of the post-fault period. A short
time-scale LSTM was trained to continuously predict generator
trajectory post-fault [22]. This work was the first RNN-based
attempt at producing continuous transient predictions albeit for
a small time scale. Although fast and accurate predictions are
achieved by the proposed models, transient stability assessment
is only considered and no attempts have been made to provide
more information concerning other dynamic attributes of the
system.

Meanwhile, few studies have been reported in the literature
on the deployment of machine learning techniques to predict
the small-signal stability of a power system [24]-[26]. The
training models are constructed using a dataset of different static
operating conditions to predict the frequency and damping ratios
of low-frequency oscillatory modes. For example, a CNN model
is built using the t-distributed stochastic neighbor embedding
algorithm which is applied to the electrical distance of power
plants for different scenarios [24]. However, the proposed ap-
proach does not take into consideration how the frequency and
damping ratios of oscillatory modes evolve as time elapses.

To address the aforementioned issues, a unified online ap-
proach is proposed in this paper for predicting both small-signal
and transient stability using deep learning techniques. The main
contributions of the proposed work can be summarized as fol-
lows:

1) Unified model is proposed in this paper for predicting
both transient and small-signal stability using real-time
measurements of the system voltages. The novelty of the
proposed model lies in providing an online prediction
concerning the damping ratios and frequencies of local
and inter-area modes of oscillations as system trajectories
evolve with time. Thus, the proposed model can be uti-
lized to synthesize an adaptive supplementary controller
to enhance the damping of these oscillations.

2) The prediction model employs an advanced CNN archi-
tecture and LSTM network to predict transient and small-
signal stability, respectively. A performant, ensemble-like
CNN classifier is trained using the transient response of
the phasor voltages across the entire system. Furthermore,
a LSTM network is constructed to learn the oscillatory
response of the stable system over time after classification.

II. SMALL-SIGNAL AND TRANSIENT STABILITY OF A
MULTI-MACHINE POWER SYSTEM

In this paper, deep machine learning techniques are applied
to construct prediction models for both the transient and small-
signal stability problems in a multi-machine transmission net-
work. This section describes the mathematical formulation for
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both problems and provides insight onto the required features to
select and train the proper deep machine learning technique.

A. The Transient Stability Problem (TSP)

When a power system is subjected to a disturbance, its dy-
namic response is governed by a set of differential and algebraic
equations which can be expressed in the compact form as

T = h(z,y) (D
0=g(x,y) (2)

where  and y are the state and algebraic variables. In addition,
h and g represent the vectors of differential and algebraic equa-
tions. Solving for (1) and (2) yields time-varying trajectories of
the state variables x such as the rotor angles and frequencies,
and the algebraic variables y such as bus voltages and active
power injections. To this end, numerical techniques such as
the trapezoidal method are employed to discretize the set of
differential equations in (1). The resulting algebraic equations
are then solved simultaneously with the rest of algebraic equa-
tions (2) using Newton’s method at each time step. The transient
stability is assessed by observing the dynamic trajectories over
the simulation time window. This method results in accurate
assessment of the transient stability for a specific contingency.
For large power systems with tens of machines, hundreds of
transmission lines and thousands of buses, the transient stability
assessment of the infinite number of contingencies represents
a tedious and time consuming task. Therefore, a more compre-
hensive approach is required to generalize the transient stability
assessment without the need to solve the entire DAE model for
each contingency.

B. The Small-signal Stability Problem (SSP)

The set of differential and algebraic equations presented in
(1)—(2) can be linearized about an equilibrium point for small
disturbances as shown in (3)—(4).

Ai = AAz + BAy 3)
0= CAz + DAy (4)
oh oh g g
A= — B=— = = = 2
ox’ oy’ ¢ oz’ Oy )

The linearized model expressed in (3)—(4) is used to study
the small-signal or local stability of a power system about an
equilibrium point when it is subjected to small perturbation. This
objective is achieved using the Lyapunov’s first method where
the roots of the characteristic equation (eigenvalues) need to be
calculated as follows [1]

det(Agys —AI) =0 (6)

where Agys = A— B(D™1)C and A = [A1,A2,...,Ap]. The
computed eigenvalues correspond to either real or complex ones
where they result in non-oscillatory and oscillatory response,
respectively. In addition, complex eigenvalues occur in con-
jugate pairs where each pair represents an oscillatory mode
[1]. The small-signal stability of a practical power system is
largely related to insufficient damping of oscillations. In ad-
dition, the stability of local or machine-system and inter-area
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modes of oscillations specifically represents a crucial concern
to power system operation. Local modes are observed when
synchronous machines oscillate against each other in one area
at a frequency within the range of 1-2 Hz. The inter-area mode
of oscillations are triggered over a large geographical area where
one or group of generators oscillate against a group of distinct
generators at a frequency of 0.3-1 Hz. The presence of local
and inter-area modes constrains the power transfer capability
of a transmission network since their magnitude can grow if
there is insufficient damping. Therefore, real-time monitoring
of low-frequency power system oscillations is mandatory for
secure operation of a power system. However, the traditional
approach for assessing small-signal stability requires the com-
plete mathematical DAE model which is difficult to develop for
practical power systems. To resolve this issue, the synchrophasor
measurements collected from PMUs contain useful information
concerning these oscillations and can be employed to provide
estimates for their overall damping. Consequently, data oriented
techniques provide an effective and successful framework to
construct learning models for predicting small-signal stability
which will be thoroughly described in Section III.

III. THE ONLINE PREDICTION MODEL FOR TRANSIENT AND
SMALL-SIGNAL ROTOR ANGLE STABILITY

Transient stability assessment (TSA) is a high dimensional
time-dependent problem and contemporary solutions to TSA
almost exclusively involve data-driven methods and ANNS.
Formally, a neural network, H, parameterized by weights 1),
learns from the database D = {(x1,y1),--., (Xp,¥p|)}, to
map Hy(x;) = y; by minimizing a loss function that charac-
terizes the error of the mapping. Using gradient descent, neural
networks iteratively improve on this mapping by updating its
weight parameters. In TSA, x; denotes a set of features of the
power system and y; denotes some output mapping of x;. TSP
is a TSA problem that is framed as a classification task where
the objective is to categorize a signal into classes (y; € N)
while SSP is framed as a regression task whose solution is to
approximate continuous values (y; € R). We briefly describe
the mathematics and rationale behind each class of deep learning
model in the following subsections.

A. CNN Classtfiers for TSP

CNNgs efficiently learn time- or space-independent features
from data. Instead of a densely connected network, CNNs deploy
kernel convolution which emulates the response of an individual
neuron to local stimuli thus reducing the learnable parameters
[27]. While CNNs typically have sparse interactions at each
layer, the receptive field broadens with depth [28] meaning
that signatures that appear later could be detected earlier. CNN
operates upon the convolution operation which is a blending of
an input vector x as it is strided over a variable kernel w

h£¢) = (W®X)z = in+jo +b Vi€ {1,27 ,m}.
=1

)
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Input —— FC1 FC2
10x4 __|features features
Conv. 1x16 1x9
features Pooled | | ||
5x8 features ||
Output
] | 1x1
° ) T — rC 2
£ . — — 9x1
= Max pooling RelU
o Convolution 1; 1x2 (2) [0] || FC1
6,) 8; 1x5 (2) [2] 16x9
: ReLU activation RelLU

Fig. 1. An example 1-dimensional CNN classifier with an input of 10 time
steps and 4 channels.

In practice, the convolution is substituted for the cross-
correlation operation, after which a nonlinearity is applied,
commonly the ReL.U activation for its rapid convergence [29].
For multi-channeled signals, the convolution operates over all
channels simultaneously thus combining the dynamics of many
signals to create one new signal containing useful features.
CNNs feature pooling layers in between convolutions to shrink
the original input into an approximate representation allowing
for small local invariance to be modeled [28]. After the convolu-
tional layers, one or more fully connected (FC) layers are added
to the network to combine the kernel features together. Binary
CNN classifiers have an output layer containing a sigmoid
activation function, o, to threshold activations between O and
1. A visual representation of a CNN including the described
operators can be seen in Fig. 1. The convolution and max
pooling operations have user-definable hyperparameters such
as the number of kernels, k, the kernel size, 1 x |w|, the stride
size, (s), and the padding size, {p}. For example, a convolution
with 8 units of 1 x 5 kernel, with stride of 2 and padding size
of 2 is denoted as “8; 1 x 5 (2) {2}".

CNN classifiers are well-suited for TSP as convolution kernels
learn from raw PMU data to produce prediction (stable or
unstable) in the form of a probability. Formally, a binary CNN
classifier learns by maximizing the likelihood of the correct label
as a Bernoulli random variable, Pr[Y" = y | Hy(x)], by updating
the parameters, ¢. The likelihood is maximized by minimizing
the following loss function

Dl

1 . .
Zyi log i + (1 — i) log(1 —9;), (8)
i=1

Lpc = —1=;

D|
where §; = Hy(x;). Lgc, also known as the binary cross-
entropy loss, is the negative log-likelihood averaged over all
1 contingencies.

B. LSTM Networks for SSP

LSTM networks are variants of RNNs which have the ability
to recall past information in ordered time series data. The net-
work learns by encoding step-wise time domain inputs into inter-
nal hidden states which are carried forward to the next time step.
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f ' i O 7 | tanh |
Lo |1 U/l I‘Bnh |

Fig. 2. Flow of input, hidden and cell data in the LSTM unit.

RNNs update their parameters via backpropagation through time
which propagates gradients back along the sequence over which
the RNN unfolds. However, RNNs suffer from the vanishing
or exploding gradient problem during weight updates for highly
protracted sequences; a problem which LSTM networks remedy
[30].

LSTM networks contain LSTM units which comprise of three
“gates”: input, forget and output, and a cell state in addition to a
hidden state. The gates of an LSTM unit are four interacting FC
ANNSs which determine whether information in the hidden state
and current inputs should be forgotten or remembered [30]. For
an LSTM unit containing the weight parameters W (**)| where
* denotes the symbol for one of the four ANNs of the LSTM
units ( f for forget, 7, § for input, and 6 for output), the LSTM
unit updates its cell state c() and hidden state h(?) (¢) according
to the following formulation:

f = o(WEDx(t) + b £ WEDR® (1 — 1) 4 b))

©)
i=o(WEx(t) + b + WO (1 — 1) + b™)) (10)
g = tanh(W9x(t) + b9 + WhIh®) (¢ — 1) 4 b("9))

1D
&= a(W(zﬁ)x(t) + b9 4 Who)p(6) (t—1)+ b(hﬁ))

(12)
ct)y=foct-1)+iog (13)
h?(t) = 6 ® tanh(c(t)) (14)

where © is the Hadamard (element-wise) product. The structure
of an LSTM unit is visible in Fig. 2.

LSTM networks are ideal for converting sequential data in
real-time which is fitting for SSP: LSTM networks can learn,
using data from different operating contingencies, to transform
patterns in observed time-domain signals into the oscillatory
modes of the system at any time instance; formally, X(t) =
Hy(x(t)). As past predictions affect future ones, the LSTM
network must minimize the mean squared error (MSE) between

L(t); and actual values, A(t);, post fault clearance until the end
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Fig. 3. The proposed TSA system showing the inputs, actions and outputs

over a fault duration.

of simulation, U, and over all ¢ contingencies:

V2{

|p| ZZ 2'

i=1 t=1

Lvise = (15)

The weight parameters of the LSTM network, 6, comprise the
weights of all FC networks and the LSTM units. Furthermore,
greater sophistication can be attained from LSTM networks by
stacking LSTM units such that the hidden state of one LSTM
unit feeds into the input of another LSTM unit. Commonly, FC
layers are added to the output of LSTM units.

C. Proposed Combined Approach to TSP and SSP

This work proposes the combination of a CNN and a LSTM
network in tandem to solve TSP and SSP in an online setting after
offline training. We devise a process that feeds regularly sampled
PMU data into neural networks for TSA (depicted in Fig. 3). At
any time, ¢, the system collects phasor voltage and voltage angle
data, V (¢), from all available buses. To supply the appropriate
input data for the CNN, a fixed size matrix X is maintained
continually by appending V (¢) into X in a first-in-first-out
queue manner. When a fault occurs at t¢, the system triggers
the execution of the LSTM network (Hp) to continually “warm
up” its internal states (green arrows in Fig. 3) by collecting data
during the fault stage. Once the fault is cleared at ., the CNN
(H ) is executed until areliable stability prediction is achieved at
t., or adeadline is reached at T'. Reliable stability predictions are
assessed based on a user-defined tolerance value, 0 < A < 0.5,
adapted from a time-adaptive TSP study in the literature [14].
The reliability, A, is calculated based on the output prediction

9(t) = He(X(1)):
1 ifg(t)y>1-A
At)=¢0 if 5(t) < A
undefined otherwise

(16)

In uncertainty, the CNN will continue to operate on the fol-
lowing time step (shown as blue arrows in Fig. 3). At T, A is
automatically set to 0.5. Once reliable (at time ¢.), if the CNN
has determined that a stable signal will follow from the clearance
(A = 1), the CNN stops operating and the LSTM network will
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then proceed to operate. Note that in Fig. 3 that ¢, appears after
several steps of the CNN, but can in fact be as soon as one time
step after t. + 1. The LSTM network continually predict the
eigenvalues, A (t) = Hy(V(t)), of the system until it is manually
terminated.

IV. IMPLEMENTATION OF CNN AND LSTM NETWORKS FOR
PREDICTING TRANSIENT AND SMALL-SIGNAL STABILITY

A. Data Preparation for Offline Training of CNN

The CNN commences when the fault is cleared and operates
on a window of data rather than single vectors. This means that
the earliest data that must be captured for the CNN should be
a matrix where the latest input vector is at ¢, + 1. With that in
mind, we describe a data augmentation step by extracting slices
of data from a window of up to 20 cycles (0.2 s) centered around
t. + 1 to capture the voltage signals until the first 10 cycles after
t. for training. A typical extracted data matrix appears as

X=[V(t.—8)T,...,V(t.)T,..., V(t. + 10)7] (17)
A sliding window of width 10 and stride length of 1 is used
to extract 10 smaller submatrices of size 2B x 10 from the
original 2B x 20 matrix for each contingency. To evaluate the
time adaptivity, the testing data encompassed a slightly different
time scale. We required that a test instance had at least 20 time
steps following . to evaluate the CNN on untrained horizons as
it was conducted in [14].

B. Data Preparation for Offline Training of LSTM Networks

The objective of SSP is to predict A for contingencies that are
deemed stable by the CNN. Therefore, the predictions should
occur as soon as the CNN outputs a confident value of y. As there
can be no foresight of the time at which the CNN terminates, a
conservative measure would be to commence prediction as early
as the fault clearance. Thus, for each contingency, we extracted
data for the last 850 time steps (equalling 8.5 s) as training data
after accounting for initialization, clearing times and simulation
lags. A training case for the LSTM network consists of the
voltage and voltage angles and system oscillatory modes

V(t) ={Vp(t), ZVs(t) [ b=1,..., B} (18)
NOERUIORE ...,2L} (19)
X =[V (t)T|t:tC,...,T} (20)
A=A [t=te,...,T] 1)

where, at time ¢, V;(¢) and £V, (t) are the voltage magnitude
and angle for the bus b. For the output A(t), we note that
Eqn. (15) is ill-fitted as a loss function for complex numbers
as they do not occupy Euclidean space. However, to the best
of our knowledge, no complex counterpart of the MSE loss
function is available in the literature. In this light, we propose
a disjoint approach by separating the real and imaginary part
ofAash = {R(A1),...,R/(A1), T (A1), ..., T(AL)}, effectively
substituting Eqn. (15) in place of a complex one.
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TABLE I
THE PROPOSED CNN ARCHITECTURES IN THIS WORK

Model
Layer GCNN [ GINN
Input Input signal (2B x 10)
Conv 1 | KW; (1 x5) (2) {2} | 64 kernels Inception
Conv 2 | K®); (1 x5) (2) {2} | 128 kernels Inception
Flatten
FC 1 256 units [ 128 units
Output 1 unit Sigmoid

TABLE II
OPTIMIZATION PARAMETERS FOR TRAINING THE NN MODELS

Model | Opt. [ nn | € [~y [ F
CNN [ SGDN | 0.01 [ 10-* ] 0.1 | 180
LSTM | Adam | 0.003 | 10~ | 0.3 | 240

C. CNN Architectures: GCNN and GINN

The CNN architecture presented in this work aims to minimize
computation such that the execution time does not exceed the
data sampling rate. To this end, we propose a classical CNN
network architecture (GCNN) with two convolutional layers and
one FC layer. The number of kernels in the first convolutional
layer is equal to double the number of input channels for a
system (K1) =2 x 2B). The second convolution layer has
double the number of kernels in the first convolution layer with
a cap of 512 kernels (K = max(2K (") 512)) to minimize
trainable parameters. Our proposed CNN deploys padded and
strided convolutions, as opposed to pooling layers, to quicken
the convolution operation step while maintaining performance
[31].

In search of a performant architecture, we pursued a deeper
and more varied feature mapping architecture. Specifically, we
substituted the 1-dimensional version of the Inception block that
is introduced in [32] instead of the traditional convolutions in
GCNN. The rationale of the Inception block is akin to packaging
an ensemble of CNNs with different kernel sizes into one layer
and are trained together rather than in separate episodes. For
the filter sizes, we propose 1 x 3, 1 x 5 and 1 x 7 kernels to
capture salient features of the input signal, following a 48-kernel
1 x 1 bottleneck convolution. This CNN variant, called GINN,
contains four layers of convolutions divided over two Inception
blocks. ReLU is selected as the activation function for all layers
with the exception of the output layer.

Dropoutis applied throughout the CNN to alleviate overfitting
during training, with a rate of 0.2 between convolutions and 0.5
between the FC and output layers [33]. The training parameters
are displayed in Table II with the following keys: initial learning
rate 1, weight decay e, learning rate decay factor v, and number
of epochs E. Nesterov stochastic gradient descent (SGDN) is
used as the optimizer with momentum parameter v = 0.9 and
learning rate is decayed after 80, 120, 160 epochs. We tabulate
the architecture of GCNN and GINN in Table 1.
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D. LSTM Implementation

We opted for a stacked LSTM network architecture with two
LSTM layers to model the highly nonlinear dynamics in the
system. The first LSTM unit captures the input signal from raw
data and feeds its hidden state into the second LSTM unit before
connecting to the output layer with L units. We experimented
with 64, 128 and 256 hidden units to evaluate the performance
of different hidden sizes on overfitting. We aptly named these
LSTM networks as SSLSTM, noting the purpose of the LSTM
networks as SSP solutions. Our preliminary trials showed poor
performance when dropout is introduced and thus we have opted
for a strong weight decay to regularize training. Due to the insta-
bility of SGDN in LSTM training, the Adam optimizer [34] is de-
ployed instead with default parameters (81 = 0.9, B2 = 0.999).
The learning rate is decayed after 120, 200, 220 epochs.

E. Evaluating GCNN and GINN

The binary predictions of the CNN models are assessed
based on the accuracy and, additionally, as we considered the
time adaptivity of the CNN, we adopted the average response
time (ART) presented in similar works [14], [35]. Recall that
training was conducted on the sliced matrices as described in
Section IV-A; however, we evaluate the CNN performance based
on the scheme presented in Section III-C and we set T' = 20
cycles (0.2 s) toidentify models’ performance outside its training
window. The ART is defined as the average number of reliable
predictions of test instances, R(t), made at time step ¢ from ¢
until 7'; formally

Tlet R(t).

ART = —
S R(t)

(22)

F. Evaluating SSLSTM

The performance of SSLSTM is measured using the root mean
squared error (RMSE) metric and mean arctangent absolute
percentage error (MAAPE) metric [36]. While the literature
[22] has opted for mean absolute percentage error (MAPE) to
quantify LSTM network prediction errors, due to the near-zero
values of 2(A) the MAAPE is a preferable measure while
maintaining the same semantic value [36]. These metrics are
applied on to the damping ratio & which is reconstructed from
A. The average errors are reported over all cases in the test set.
£ is reconstructed and evaluated based on the expressions

o —R(A;(1))
§(t) = VROGE)Z+ T3 (1))2

RMSE(E,) = 1/ 30 (60) — &0)°

(23)

(24)

100% < 16(t) — &)
MAAPE(E;) = ) "arctan | 222 ) (25
(&) T2 arctan ( &0 (25)

where é’ correspond to the damping ratio reconstructed from A
and U is the timespan of the testing window which is equivalent
to the training window (8.5 seconds). Well-fitted models should
provide RMSE and MAAPE values that are close to zero.
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V. CASE STUDIES

In this section, the effectiveness of the proposed approach is
tested using the New England 10-machine, 39-bus system [5],
16-machine, 68-bus, 5-area system [37] and 50-machine, 145-
bus system [38]. For these systems, time-domain simulations
are carried out using the power system analysis toolbox (PSAT)
[39]. The generator rotor angles, voltage magnitudes and angles
at all buses are recorded in addition to the modes of oscillations.
In addition, these simulations are run for 10 s and at a time step of
0.01 s. The voltage magnitudes and angles which are provided by
the PMU units are employed in the training and testing phases.
The rotor angles of the synchronous generators are employed to
provide stability labels for the CNN transient prediction model.
The transient stability status of a contingency is determined by
evaluating the relative rotor angles of generators against 360°
threshold which has been widely used in the literature [14], [21],
[35], [40]. The edge cases are corrected with active machine
learning. In addition, the dynamic trajectories of the oscillatory
modes are utilized to train the LSTM network. The generated
cases are divided into training and testing sets in the ratio of
3 : 1, concurring with other similar works [14], [35].

A. The New England 10-Machine, 39-Bus Test System

The 4th order model is used to describe the dynamics of all
synchronous generators except generator 1 for which the 3rd
order model is used [39]. In addition, type II exciters were
implemented for all generators except generator 10 for which
manual excitation is assumed [39].

Time-domain simulation of post-contingency power system
dynamics is used to generate the training and testing cases.
Three-phase to ground faults are applied at different locations
since they represent the most severe disturbances among other
types of faults such as single line or double line to ground ones.
The loading level of the system is varied from 60% up to 100%
at an increment of 5%. The maximum loading condition at
100% represents 122.19% of the base case loading presented
in [5]. For each loading level, a three-phase fault is applied at
each bus and transmission line where the faults were located:
at 20%,40%,60% and 80% of the whole line. In addition,
the fault clearing time is varied from 100 ms up to 400 ms
[14], [43]. Consequently, 8,316 (4 x 9 x (39 + 4 x 48)) TSA
contingency cases were generated with the previously described
conditions.

1) CNN Evaluation: From the generated cases, 3,318 stable
cases and 2,920 unstable cases were present in the training set.
Out the 2,920 unstable cases, 2,910 cases contained at least
1 cycle of data following .. Overall, the augmentation process
generated 61,871 data points for training. In the testing set, 1,984
contingencies with at least 20 cycles of data after ¢¢ are collected
for evaluation. Fig. 4 displays the R(¢) and accuracy of GCNN
and GINN.

At the best setting, A = 0.08, GINN reliably predicts 1,948
(98.18%) contingencies with 99.69% accuracy in the first cycle
before completing all remaining cases in 13 cycles ata final accu-
racy of 99.55%. As for GCNN, 1,913 contingencies are reliably
labelled at 100% accuracy in the first cycle but significantly
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Fig. 5. The rotor angle values time-aligned with the PMU data inputs and
GINN predictions for a New England 39-Bus system test case.

depreciate over 17 cycles to 99.45%. The conservative accuracy
of GINN is attributed to its deeper features sets. Note that GCNN
suffers a sizeable decrease in accuracy after 10 time steps, show-
ing its weakness outside its training window. Conversely, GINN
maintains its accuracy by having more complex feature sets to
operate upon. Fig. 5 shows the dynamic response of the relative
rotor angles (§) of the synchronous generators at 60% load when
a three-phase to ground fault is applied at Bus 32 at time t = 1
s and is cleared after 200 ms. GINN successfully predicts the
transient stability status for this contingency immediately at
t = 1.26 s considering a time lag of 0.06 s in the simulation.
We remark that the GCNN model comprises a much larger
parameter space at 385,053 parameters while GINN has only
227,393 parameters despite having a deeper architecture which
is also true for the GCNN deployed in the larger systems.

The performance of the proposed models is compared against
that of other models which are reported in the literature for the
New England 39-Bus system as shown in Table III (extended
from [14]). From the results, it can be concluded that our
proposed models, in comparison to the state-of-the-art, are com-
petitive in terms of accuracy of prediction and prevailed in ART.
Although our method is slightly slower in ART in comparison to
the stacked GRU model of [20], that work incorporated a larger
input feature space compared to the voltage and voltage angles
presented in this work and in [14].
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TABLE III
PERFORMANCE INDEX COMPARISON WITH OTHER TSP WORKS INCORPORATING ART

New England 39-Bus IEEE 68-Bus IEEE 50-Machines
Method ART Accuracy ART Accuracy ART Accuracy
Our method, GCNN 1.253 cycles | 99.45% | 1.411 cycles | 97.22% 1.442 cycles | 98.31%
Our method, GINN 1.106 cycles | 99.55% | 1.339 cycles | 98.40% | 1.312 cycles | 98.46%
CNN-based model [19] 1.111 cycles 99.60%
CNN-based model [21] | 0.05 seconds | 98.63%
GRU-based model [20] 1.08 cycles 100%
LSTM-based model [14] | 1.448 cycles 100 % 2.047 cycles | 99.98%
ELM-based model [35] 1.4 cycles 99.10% 2.8 cycles 99.70%
SVM-based model [40] 4 cycles 100%
Template matching [41] 6 cycles 100%
Fuzzy decision tree [42] | 1-2 seconds 95%
TABLE IV
RECONSTRUCTED & RMSE FOR DIFFERENT HIDDEN UNITS.
RMSE
New England 39-Bus IEEE 68-Bus IEEE 50-Machine
64 ] 128 [ 256 64 [ 128 | 256 64 [ 128 | 256
& | 0.0027 | 0.0027 | 0.0032 | 0.0053 | 0.0052 | 0.0041 | 0.0006 | 0.0005 | 0.0004
& | 0.0034 | 0.0034 | 0.0035 | 0.0028 | 0.0026 | 0.0023 | 0.0002 | 0.0002 | 0.0002
&3 | 0.0033 | 0.0036 | 0.0028 | 0.0054 | 0.0047 | 0.0045 | 0.0005 | 0.0005 | 0.0004
&4 | 0.0024 | 0.0020 | 0.0024 | 0.0007 | 0.0007 | 0.0005 | 0.0016 | 0.0014 | 0.0014
& | 0.0075 | 0.0051 | 0.0065 | 0.0023 | 0.0022 | 0.0020 | 0.0017 | 0.0014 | 0.0014
& | 0.0072 | 0.0057 | 0.0067 0.0002 | 0.0001 | 0.0001
&7 1 0.0039 | 0.0031 | 0.0030
& | 0.0183 | 0.0170 | 0.0160
&9 | 0.0624 | 0.0600 | 0.0630
TABLE V -0.42 —0.381 -0.24
FALSE POSITIVE AND FALSE NEGATIVE CASES PREDICTED BY GINN IN THE z —0.47 1A \ 2 S -042f AP F-0.26 )
TESTING SET = 053 £ —0.46 \ % -0.28 LA
—o.sgtdiioidl 50 ~0.30 4+
System FPR  False positives False negatives ~0.06 -0.04 -0.04
39-Bus 0.59% 5 (0.25%) 6 (0.30%) 3—0.134' Z-0127 ':,' (1 =-01571 [k,
68-Bus 2.33% 15 (0.89%) 25 (1.47%) = —0.20<l Y = —0.201 L2 & —0.27 41/~
50-Machine 0.83% 3 (0.14%) 25 (1.39%) -0.27 +—————+  -0.28 -0.38
—0.13 1 -0.21 < -0.117=
20174 2-0.28Y 5-0.161 2. o
2) LSTM Evaluation: The LSTM network is only trained & ~0-20] V & 035 & -0.221
on stable contingencies and therefore the training database TP A _0'410 T a6 & 9B i
contained 3,318 training samples. For testing, the data is simi- Tme(s)  _ rctual ——- Predicted
larly generated and yielded 1,130 instances. As summarized in
Tables IV andVI, SSLSTM-128 result in the lowest errors of Fig. 6. Actual and SSLSTM-128 predictions of (% ;) for an arbitrary test

reconstructed &. It is likely that SSLSTM-64 is underfitting the
data as the errors are higher than SSLSTM-128 and, conversely,
SSLSTM-256 has slightly overfitted the training data. Addition-
ally, SSLSTM-128 is almost 2% better than the other models on
average. To the best of our knowledge, our method is the first
to produce continuous prediction of small-signal stability and
over a significantly longer time scale compared to the current
literature [22].

The real-time predictions of the low-frequency power system
oscillations which are obtained using the SSLSTM-128 model
are shown along with their estimated damping ratios in Figs. 6,
7 and 8. It is found that the test system exhibits nine modes of
oscillations where the eigenvalues A;_7 and Ag_g correspond to
local and inter-area modes, respectively. In general, the LSTM

case in the New England 39-Bus System.

predictions (red dashed lines) match closely the actual simula-
tion values in terms of oscillation patterns. The J(4,) values
are usually underestimated which, in turn, overestimates the ¢;
values. Large overestimation are ill-received as it misinforms the
damping characteristics of the system. Sudden dips are observed
in 9(15) and R(Ag) around 3.5 s and 6 s for this particular test
case. This behavior is attributed to the lack of data during training
and hence the LSTM network responds to the dynamics of the
input voltage values in this way. However, SSLSTM is also able
to capture the fluctuations that appear in the actual simulation
around 4 s and 5 s.
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TABLE VI
RECONSTRUCTED & MAAPE FOR DIFFERENT HIDDEN UNITS

MAAPE, %
New England 39-Bus IEEE 68-Bus IEEE 50-Machine
64 [ 128 | 256 64 [ 128 ] 256 | 64 [ 128 | 256
& | 430 | 436 | 5.61 352 | 3.16 | 250 | 041 | 0.34 | 0.31
& | 5.25 1 5.01 559 |233]217 | 1.85 | 0.26 | 0.19 | 0.19
& | 698 | 837 | 593 544 | 491 | 457 | 0.75 | 0.68 | 0.62
&4 1 596 | 462 | 558 1.22 | 1.11 | 091 | 2.03 | 1.69 | 1.61
& | 289 | 175 257 | 523 | 488 | 443 | 198 | 1.71 | 1.64
& | 192 | 17.2 19.2 0.16 | 0.12 | 0.10
&7 ] 6.44 1 490 | 4.65
& | 8.18 | 5.81 6.84
& | 459 | 406 | 46.5
8.12 8.08 7.66 Fig. 6) but also sometimes existing in £4. Upon closer inspection,
S 780NN, ST TARVAYTAAY 3735 m for some cases, the predictions for &g displayed large erroneous
% 74841 & 7341 % 7.03 4t . o . Lo
7154 6964 672 predictions within the first 1 s of the signal but maintained small
730 6.61 6.51 and stable predictions afterward. We suspect this is the culprit
= 6.79 VST = 6.45 " = 6.281 MR of the large average RMSE but much lower MAAPE compared
3 6.28 4 S 6201 Y % 6.05 /M’\W to &5 and &.
5784 613F¥——+—++ 581+ —
6.34 5.59 4.12
25951 FYARAAN 25331 AR 2366 WM B. The IEEE 16-Machine, 68-Bus Test System
& 5.56 1 vt ®5.081 W & 3.20 !
5172 ; - 3 RS S S (NP A S S S The sub-transient model with four equivalent rotor coils are
02 408 0 2Tim4e (3 8 0 2 4 08 used to describe the dynamic performance of all generators in the
— Actual --- Predicted  gystem. In addition, generators G;_g and G112 are equipped
Fig.7.  Actual and SSLSTM-128 predictions of J(A ;) for an arbitrary test case with IEEE standard DC exciter (DC4B); Gy is equipped with

in the New England 39-Bus System.
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Fig. 8. Actual and SSLSTM-128 reconstructed values of &; for an arbitrary

test case in the New England 39-Bus System.

The errors show that &y was the oscillatory mode that was
most difficult to predict as it has the largest error. In other
cases, we observed large fluctuations in rapid succession in &g
which the SSLSTM best approximated by generating smooth
curves through the fluctuation. The smooth approximation is
associated to the tanh and sigmoid functions as part of the LSTM
architecture [30]. While &5 and &g had low RMSE, the MAAPE
was much larger meaning it was more challenging to predict than
others. This is due to the large sudden shifts in the real part of A
that are difficult to fit and is notoriously apparent in {5 and &g (in

fast static excitation (ST1A), while the rest of the generators
G13_16 have manual excitation. Furthermore, the DC and fast
static excitation systems are equipped with conventional power
system stabilizers which comprise of two lead-lag compensation
and washout filter blocks. The test data for this system is directly
taken from [37].

The training and testing dataset is prepared by conducting sev-
eral time-domain simulations for different loading conditions,
fault locations and clearing times. The active and reactive power
of all loads have been changed randomly and independently
within 80%—120% of the basic loading level. In addition, con-
tingencies are created by applying three-phase to ground faults
at any bus and at different randomly selected locations within
the transmission lines. These faults are cleared after a random
time within 0.06 to 0.5 seconds.

1) CNN Evaluation: From the generated cases, 3,129 stable
cases and 4,371 unstable cases were present in the training set.
Out the 4,371 unstable cases, 2,007 cases contained at least 1
cycle of data following t.. Overall, the augmentation process
generated 51,360 data points for training. In the testing set, 1,692
contingencies with at least 20 cycles of data after ¢¢ are collected
for evaluation.

At the best setting, A = 0.05, GINN reliably predicts 1,513
(98.87%) contingencies with 98.87% accuracy in the first cycle
before completing most of the remaining cases in 20 cycles
leaving 25 cases to be predicted at 7}, producing a final accu-
racy of 98.40%. As for GCNN, 1,536 contingencies are reliably
labelled at 98.76% accuracy in the first cycle but significantly
depreciate over 20 cycles to 97.22% leaving 20 cases to be
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Fig. 9. Actual and SSLSTM-256 predictions of D(2;) for an arbitrary test

case in the IEEE 68-Bus System.

predicted at 7T},,,x. This was similarly seen in the New England
39-Bus system during testing. However, due to the more strict
threshold, the model failed to predict all cases within 20 time
steps. We further inspect the misclassified cases and found that
contingencies which go to instability 4 seconds or later in the
simulation appear to be the majority of them.

The lower accuracy prompted an exploration into the conser-
vativeness of GINN by examining the false positive rate (FPR)
of the CNN models. The FPR describes the cases incorrectly
predicted to be stable by the CNN but are actually unstable.
Hence, a model which minimizes the FPR is characterized as
more conservative as it is less likely to predict a stable case over
an unstable one. FPR is calculated as

FPR = x 100%. (26)

FP
FP+TN
where TN is the number of correctly predicted unstable cases in
the testing set. For the 68-Bus system, the FPR is 2.33% meaning
that proportion of the unstable cases are predicted incorrectly.
In context of the entire testing set, 0.89% of the predictions are
false positives while 1.47% of predictions are false negatives.
This shows that the model is much less likely to predict unstable
cases as stable hence making the model more conservative. The
rates for other test systems are provided in Table V which shows
that the model remains conservative when tested on different
systems.

2) LSTM Evaluation: For the IEEE 68-Bus system, 3,020
training and 1,015 testing samples were extracted with valid
A values. As summarized in Tables IV and VI, SSLSTM-256
result in the lowest errors of reconstructed §. Apparently, the
larger input size benefitted from the increased hidden units of
the LSTM as both the RMSE and MAAPE decrease with the
larger models.

Figs. 9, 10 and 11 depict the real-time prediction of SSLSTM-
256 on the voltage dynamics. This system exhibits five modes of
oscillations where the eigenvalues A1 _3 and A4_5 correspond to
local and inter-area modes, respectively. It can be seen that the
overall damping of these modes is below 10%. For this system,
the LSTM predictions produced tight predictions that follow the
dynamics of the simulated oscillatory modes. Over-estimations
are visible in & but only by very small amounts. While the
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test case in the IEEE 68-Bus System.

simulation presented large spikes in A; and less pronounced
ones in Ao and A5 between O s and 3 s in Fig. 9, SSLSTM-256
is able to follow the stronger trend of the dynamics and produce
accurate predictions.

Table VI shows that &3 and &5 are the more difficult modes to
predict accurately. Further investigation ascertained that sim-
ulation values of A, A3 and A5 contained rapid fluctuations
similar to that seen in the New England 39-Bus system with the
more prominent spikes appearing in the imaginary component
of L3 and X5. Plateaus of A3 exacerbate this fit especially during
the early period of transience after fault. However, considering
that small signal stability is more important much later in the
phenomena, the early predictions should be taken as very coarse
responses and later values should be more heavily weighted to
be accurate.

C. The IEEE 50-Machine, 145-Bus Test System

The sub-transient model is used to describe the dynamic
performance of the synchronous generators G1_g and Gos.
These generators are equipped with fast static exciters (ST1A)
and two lead-lag PSS. In addition, classical model is used to
describe the dynamic performance of the rest of the generators
[38]. Two types of faults are applied in order to generate the
training and test cases for this system. The first type corresponds
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to a three-phase to ground fault which is applied at any bus
and is naturally cleared. The second type represents three-phase
to ground faults which are applied at any line with randomly
selected locations and is cleared by tripping it from both ends.
In addition, the fault clearing time is randomly selected within
0.06-0.5 seconds.

1) CNN Evaluation: From the generated cases, 4,996 stable
cases and 2,504 unstable cases were present in the training set.
Out the 2,504 unstable cases, 1,144 cases contained at least 1
cycle of data following ¢.. Overall, the augmentation process
generated 61,400 data points for training. In the testing set, 2,015
contingencies with at least 20 cycles of data after ¢ are collected
for evaluation.

At the best setting, A = 0.08, GINN reliably predicts 1,902
(94.39%) contingencies with 98.89% accuracy in the first cycle
before completing most cases in 20 cycles at a final accuracy
of 98.46% leaving 12 cases to be predicted at T},,x. As for
GCNN, 1,842 contingencies are reliably labelled at 99.34%
accuracy in the first cycle but significantly depreciate over 20
cycles to 98.31% leaving 22 cases to be predicted at Ty, ax. Yet
again, the resilience of GINN is shown in the empirical data.
In comparison to other works, the accuracy of GINN has little
desirable properties but it does prevail to its competitors [14],
[35] in terms of ART, as shown in Table III. Training on a larger
window may be of more importance to GINN as this point to
compete further in accuracy.

The over-conservative nature of the model as shown in Table V
could be due to the highly unbalanced number of unstable cases
in the training set. As there are much fewer unstable cases,
the learning is highly focused on predicting the unstable cases
more correctly. This mirrors the findings in [21] where the CNN
ensemble is able to be more secure despite the imbalanced
training set and the GINN. However, as this work does not
use a strict ensemble but rather a packaged ensemble, there are
reduced training costs associated with this work.

2) LSTM Evaluation: For the IEEE 50-Machines system,
4,973 training and 1,648 testing stable samples were extracted
with valid A values. As summarized in Tables IV and VI, and
similar to the IEEE 68-Bus system, SSLSTM-256 result in the
lowest errors of reconstructed £€. It should be noted that the
difference in RMSE and MAAPE is small and hence there are
diminishing returns in training larger LSTM networks for this
system. As LSTM units contain fully connected networks, the
number of parameters increase polynomially with the number
of layers for a set number of hidden units. If the number of
hidden units is H, and there are K layers, then the number of
parameters grows in O(H ) and care must be taken to minimize
model execution time.

Figs. 12, 13 and 14 depict the prediction of SSLSTM-256 on
the voltage dynamics. This system exhibits six modes of inter-
area oscillations as shown by the eigenvalues A;_¢. The A values
for this system are rather smooth for most contingencies in the
training and testing set as opposed to the New England 39-bus
and IEEE 68-Bus system. In addition, SSLSTM-256 exhibits a
high-frequency prediction pattern despite the smoother training
data.
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test case in the IEEE 50-Machines System.

Occasionally, plateaus are visible in the real and imaginary
components of A;_o as is evident in Fig. 13 for A5. More inter-
estingly, the MAAPE values for £4_ 5 is much higher in Table VI.
Through inspection, it was found that A,_5 had a considerably
higher variance compared to other X values. Some contingencies
appeared as almost straight lines with very small oscillations in
A4—5 translating to very small changes in values. Due to the
minute differences, the NN is instead increasingly focused on
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fitting the signals with larger differences as the gradients are
more extreme, thereby reasoning for the higher prediction error.
A remedy to this would be longer training but risks the LSTM
model overfitting on a small dataset.

D. Time Adaptivity in CNN

As the CNN execution can be parameterized by A, the sen-
sitivity of the models have been investigated over different A
settings. In Fig. 15, aclear separation between GCNN and GINN
is visible in terms of ART for the New England 39-bus system.
The IEEE 68-Bus and 50-machines system presented similar
trends of ART and accuracy drop over increasing A. GINN is
on average 6% faster than GCNN throughout all A values. As
for accuracy, both models performed equally when A is close to
0.05 but GINN maintains its high accuracy compared to GCNN
which instead fluctuated in accuracy. It can be inferred that
having more strict threshold of confidence increases accuracy
of models but causes the model to require more prediction time,
thus responding more slowly. However, GINN is more resilient
to the confidence threshold and we attribute this ability to the
bottleneck convolution layer as a compression technique that
maintains crucial kernels [32]. In relation to [14], the resilience
of GINN allows for more freedom in tuning the A parameter
to minimize ART as much as possible. Although our method
displayed a lower accuracy score compared to that of [14], our
model has a lower ART for both the larger and smaller systems.
To make a fair comparison to the method in the literature, we
have selected the training window to be 10 time steps. We expect
our method to learn more complex dynamics and be able to
predict with higher accuracy with a larger training window.

VI. CONCLUSION AND FUTURE WORK

An online model is proposed in this paper for predicting
rotor angle stability using voltage phasor measurements and
deep learning techniques. The main objective of the presented
models are to develop a unified approach for predicting both
small-signal and transient stability when the system is subjected
to a disturbance. This is achieved by first training a CNN model
using a set of transient responses which are exhibited by the
phasor voltages across the entire system and for wide-range of
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operating conditions. Once the system is found stable, the small-
signal stability is predicted to provide information concerning
the overall damping of low-frequency power system oscillations.
The prediction model for small-signal stability is trained using
an LSTM network and the phasor voltages which are provided
by the PMUs. The presented results, tested on the New Eng-
land 39-Bus, IEEE 68-Bus, 16-Machines, and IEEE 145-Bus,
50-Machines systems, show the capability of the proposed
model to provide a comparatively accurate and much faster
transient stability classification. Our unified method is also able
to provide the small-signal stability response over a large time
scale when the system is subjected to a disturbance.

The question of transferability of deep learning models comes
to mind when discussing training efficiency across different
power systems. Deep learning models learn high order rep-
resentations of the transient signals to enable prediction and
ideally should be able to transfer knowledge assimilated from
one system to other larger systems. However, the process of
conducting transfer learning between power systems has several
issues. The major issue stems around the input data: the CNN’s
input channel size will change depending on the topology of the
power system. Unlike images which consistently have 2 spatial
dimensions and 3 color channels (4 if the transparency channel
was included), the 1-dimensional signals in this work will vary
in the number of channels for different systems, especially when
the number of PMUs increase for larger systems. Furthermore,
the ordering of the signals in a CNN’s input layer is crucial
to its execution as each kernel has learned the dynamics of a
specific PMU and its corresponding data type making knowl-
edge transfer non-trivial between power systems. Continual
learning could be beneficial as a form of transfer learning but
requires extensive effort to verify [44]. There is some evidence
that learned convolution kernels can be fine-tuned to accelerate
convergence during training but as the number of input kernels
have changed, it is expected that other training issues will arise.
This presents an avenue of research into system-agnostic NN
architectures that could alleviate ab initio training of CNN and
LSTM models in transient stability problems.
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