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Abstract—In this paper, a new systematic method is proposed
to analyze the system frequency in power systems under uncer-
tain variability (UV). UV gradually increases in power systems,
which originates from the renewable energy generation, random
loads, frequency measurement, and communication channels, ex-
erting noteworthy impacts on dynamic system frequency. The UV
is modeled as a stochastic process in this paper. Then, the stochas-
tic differential equations are used to describe the dynamic system
frequency response (SFR) of a power system under UV, which
is based on the SFR model. To assess system frequency dynam-
ics under UV, an index of intra-range probability is put forward.
Based on stochastic analysis theory, an analytic method is pro-
posed to analyze the system frequency under UV, by which the
intra-range probability can be analytically solved. Compared with
Monte Carlo simulation in a typical SFR case and the Iceland elec-
tricity transmission network, the proposed method shows almost
the same results using much less computation resource. Finally,
insights for improving the SFR under UV are provided. The pro-
posed method can be used to quickly verify whether the system
frequency could withstand the UV and stay in the security range.

Index Terms—Stochastic differential equations, system fre-
quency response (SFR), stochastic process, intra-range probability,
Monte Carlo simulation.

I. INTRODUCTION

THE considerable attention has been paid to the uncertainty
in power systems [1]–[8]. Uncertain variability (UV) al-

ways exists, but it was considered small in conventional power
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systems. However, with the increasing penetration of plug-in
electric vehicles [9], [10] and intermittent renewable energy
[11]–[13], UV in power systems becomes much larger in recent
years. Power systems are suffering from the ever-growing UV.
As a key factor of power systems, the system frequency is of
concern when UV is introduced. In [14], the authors are com-
mended for proposing a novel framework to assess the impacts
of the UV from load variations, renewable based generation, and
noise in communication channels on the automatic generation
control system. In [15], a novel stochastic model is proposed
to analyze system frequency variations by considering the dy-
namic coupling of the transmission system, electricity market,
and microgrids. In this paper, the main work is focused on the
analytic analysis for dynamic system frequency in power sys-
tems under UV.

The system frequency response (SFR) model is widely used
to analyze the system frequency, which is initially proposed in
[16] to estimate the system frequency behavior of a large power
system or the islanded portion under disturbances. In [17], an
improved average SFR model is proposed to evaluate the contri-
bution of inertial and droop responses from a wind farm for the
short-term frequency regulation. The role of electric vehicles
contributing to the primary frequency response is investigated
in [18], by using the SFR model. In [19], the stochastic de-
centralized active demand response system is applied to design
the frequency controller, based on the SFR model. Using the
SFR model, intelligent regional demand response is proposed
to cooperate in controlling the system frequency of a multi-area
power system [20]. In [21], a new SFR model incorporating an
under-frequency load-shedding scheme is proposed, in which
closed-form expressions of the load-frequency response is de-
rived. For power systems including conventional synchronous
machines and modern WTGs, a novel method using the SFR
model to calculate the power system frequency is presented in
[22]. In [23], a methodology based on the SFR model is pro-
posed to analyze the system frequency dynamics of large-scale
power systems with the high-level wind energy penetration. In
[24], the effect of frequency-sensitive load on system frequency
is investigated by using the typical SFR model. In [25], an
analytical adaptive load shedding scheme against deterministic
severe combinational disturbances is proposed based on the SFR
mode. A novel load-damping characteristic control method in
an isolated power system with industrial voltage-sensitive load
is proposed in [26] by using the SFR model. In [27], a conve-
nient way is provided to unify the model for Type 3 wind turbines
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with a typical SFR model of synchronous generators to construct
frequency dynamics analysis for large-scale power systems. In
[28], the SFR model is utilized to integrate renewable resources
into power systems without violating system frequency limits, in
which the loss of the largest unit for the 118-bus system is sim-
ulated by a 10% sudden increase in the load. In [29], the impact
of frequency sensitive loads on system frequency is analyzed
when the wind farm is integrated with the conventional power
system, in which the deterministic perturbation trajectories are
used for the load and wind speed. From the above references, it
can be found that the SFR model has high accuracy to analyze
the system frequency. However, the UV was seldom considered,
such as the random fluctuations from the generation and loads,
stochastic errors of measurement, and noise in communication
channels.

Based on the theory of stochastic calculus, power systems
under UV can be modeled by a set of stochastic differential
equations (SDEs) [30]–[41]. In [42], a systematic method is
proposed to model stochastic power systems using stochastic
differential-algebraic equations. In [43], power systems influ-
enced by stochastic perturbations in load and variable renew-
able generation are modeled by stochastic differential-algebraic
equations. Specifically, the stochastic excitation is adopted to
describe the mechanical power input of an asynchronous wind
turbine, and then a power system under stochastic excitation
is modeled as SDEs [44]. In [45], a single-machine infinite-
bus (SMIB) system is modeled as a stochastic model based on
SDEs, and the stability of this stochastic system is assessed. The
stochastic perturbations in transmission lines and system loads
are considered in [46], and then the power system under these
perturbations is described by a set of SDEs. In [47], an SDE-
based model which includes uncertainties in the system load at
the wind generator bus is presented. In [48], a stochastic model
based on SDEs is employed to describe power systems with
variable wind power. By utilizing SDEs, continuous wind speed
models are proposed in [49]. In this paper, SDEs are adopted to
describe power systems under UV.

In recent years, the research on analyzing power systems
under UV has attracted much attention. However, several issues
have not been addressed yet: (1) the impacts of UV on the system
frequency are seldom investigated; (2) in the methods to analyze
the impacts of UV on the system frequency, analytic methods
that can provide sufficient accuracy with high efficiency still has
not been presented; (3) the analysis index that meet engineer’s
requirements about the system frequency are not proposed, such
as the probability of system frequency being in the security
range.

To deal with the issues mentioned above, this paper proposes
a systemic analytic method for analyzing the system frequency
under UV. To describe the UV, stochastic processes are adopted.
Furthermore, the SFR model incorporating UV is formulated as
SDEs. The intra-range probability is presented to assess the sys-
tem frequency under UV. Based on stochastic theory, a systemic
analytic method is put forward to analytically calculate the intra-
range probability. Compared with Monte Carlo simulation, the
proposed analytic method has two significant advantages: first,

the higher efficiency with similar accuracy; second, a clearer im-
pact mechanism of UV on system frequency. Finally, impacts
of SFR model’s parameters on the system frequency under UV
is offered, providing insights for improving SFR under UV.

Compared with previous studies, there are five main contri-
butions in this paper, which are clarified point by point and
compared with existed papers in the following: (1) To offer the
analytic analysis for dynamic system frequency in power sys-
tems under UV, the stochastic SFR model is proposed for de-
scribing the system frequency under UV from generation, loads,
measurement and communication. Compared to the previous
studies which reported the SFR model [17]–[29], the proposed
model has the relevant advantage of being more general and
more easily account for the stochastic process formulated by
SDEs, which is suitable for the environment with increasing
UV. (2) The intra-range probability, which is defined as the
probability of the system frequency being in the security range,
is presented as the index to assess the impact of UV on system
frequency. This probability index can directly assess whether
the system frequency is within the security range, which has not
been presented in previous related studies [14], [15]. (3) An ana-
lytic analysis method is proposed to assess the system frequency
under UV, in which the intra-range probability can be calculated
analytically. Compared to previous studies focused on the im-
pact of UV on power system [30]–[49], the analysis of the sys-
tem frequency under UV has not been presented. (4) A meaning-
ful observation that the system frequency under UV has a prob-
abilistic steady-state solution is found, despite that the system
frequency dynamically changes over time. As the authors know,
such probabilistic steady-state solution about system frequency
has not been reported in previous studies yet. (5) When the
UV is introduced into the SFR model, impacts of SFR model’s
parameters on intra-range probability are offered, providing in-
sights for improving the system frequency stability under UV.
Compared with the analysis of SFR in [16], the analysis in this
paper provides an understanding of the way in which important
system parameters affect the frequency response under UV.

The remainder of this paper is organized as follows: Section II
presents the system frequency model under UV; Section III
proposes the analytic method to analyze the system frequency
under UV; Section IV gives simulation cases; Section V offers
conclusions.

II. SYSTEM FREQUENCY RESPONSE MODEL UNDER

UNCERTAIN VARIABILITY

The SFR model is widely used in system frequency analy-
sis, where the detailed power system model is equivalent to a
simplified system [16]. In this section, a stochastic SFR model,
which is shown in Fig. 1, is proposed to describe the dynamic
system frequency under UV.

The UV is mainly considered as the intermittent power fluc-
tuations of the renewable energy generation and random loads,
stochastic errors of measurement, and noise in communication
channels.
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Fig. 1. The SFR model under uncertain variability.

Fig. 2. Model equivalence process of system inertia model under uncertain
variability.

A. System Inertia Model Under Uncertain Variability

The SFR model is built based on the system inertia model.
The UV in system inertia model mainly comes from the renew-
able energy generation and active random loads. The classic
system inertia model has been presented to analyze the system
frequency, when the governor model is ignored. In the clas-
sic system inertia model, the system frequency is assumed to
be uniform through the whole power system. Furthermore, all
synchronous generators and loads are merged to preserve the
essence of system frequency response. Due to its generality
and simplicity, the classic system inertia model is widely used
in under-frequency load shedding, frequency response estima-
tion, and primary frequency regulation, etc. In this paper, all
synchronous generators and equivalent loads are merged in the
system inertia model, so that the UV from the renewable energy
generation and loads can be summed. Fig. 2 shows the process
of obtaining the system inertia model under UV from renewable
energy generation and random loads.

The system inertia model under UV can be formulated as

2HdΔf/dt = ΔPm − DΔf + σ1W1(t) (1)

where Δf denotes the system frequency deviation between the
system frequency f and its reference value f0 (i.e., the syn-
chronous system frequency); H denotes the equivalent system
inertia, which equals to the sum of system inertia values of all
generators in the system; ΔPm denotes total mechanical power
deviation, which is regulated by governors; D denotes the equiv-
alent damping coefficient, which equals to the sum of damping
values of all generators in the system; σ1W1(t) denotes the UV

Fig. 3. The frequency-dependent load in the SFR model.

from the generation and loads; σ1 denotes the UV’s intensity;
W1(t) denotes a stochastic process.

B. Governor Model Under Uncertain Variability

The governor model is an important part in the SFR model.
The models of governors are added into the system inertia model
to include the dynamic response of governor, and then the SFR
model is obtained. In the previous studies, many models that
describe the detailed dynamic behavior of governors have been
proposed. In power systems, major types of governors are in-
cluded in steam turbines [50]–[52], hydraulic turbines [53], gas
turbines [54], nuclear plants [55], etc.

The UV from measurement and communication can be con-
sidered in the governor model, which is added to the frequency
input signal of governors. The UV is also modeled by stochastic
processes, as follows:

Δf ′ = Δf + σ2W2(t) (2)

where Δf denotes the real system frequency deviation; Δf ′ de-
notes the system frequency deviation that a governor receives;
σ2W2(t) denotes the UV incorporated in the frequency mea-
surement and communication; σ2 denotes the intensity of the
UV; W2(t) denotes a stochastic process.

C. Frequency-Dependent Loads in the SFR Model

In practice, some power systems may contain frequency-
dependent loads [56], which are sensitive to system frequency
deviation. Let DL denote the load-frequency coefficient, and
then the power variations of the frequency-dependent loads
around the operating point can be expressed as

ΔPL = DLΔf (3)

The frequency-dependent loads can be considered in the SFR
model by revising the damping coefficient D to the equiva-
lent damping coefficient D + DL . The process of adding a
frequency-dependent load in the SFR model is shown in Fig. 3.

D. Stochastic Differential Equations

To develop the theoretical stochastic model, the UV is de-
scribed as stochastic processes, and then the SFR model under
UV can be formulated by SDEs. In the SFR model, there is only
linear relation [16]. Thus, when the UV is introduced into the
SFR model, the stochastic model can be expressed as a set of
linearized SDEs:

dX(t) = AX(t)dt + KdB(t) (4)
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where X(t) is the vector of system states in the SFR model,
in which one of the entries is the system frequency deviation
Δf ;A is the state matrix of the linearized system; KdB(t)
is the vector of UV;K is the covariance matrix of UV, which
describes the intensity and correlation of UV;B(t) is a vector
whose entries are independent standard Wiener processes.

III. ANALYTIC ANALYSIS OF SYSTEM FREQUENCY UNDER

UNCERTAIN VARIABILITY

In this section, the systemic analytic analysis of dynamic
system frequency under UV is performed.

A. Probability Density Function of the System Frequency
Deviation Over Time

By using the linearized stochastic theory [44], the solution of
(4) can be deduced as

X(t) = eA(t−t0 )X(t0) +
∫ t

t0

eA(t−s)KdB(s) (5)

where eA(t−t0 ) is an exponential function of the
nth-order square matrix A(t − t0), and eA(t−t0 ) =∑+∞

n=0 {[A(t − t0)]
n/n!}.

It is proved that
∫ t

t0
eA(t−s)KdB(s) follows the Gaussian

distribution [57], so the system states in X(t) also follow Gaus-
sian distributions. The mean and variance are two key param-
eters for Gaussian distributions. The mean and covariance of
system states (5) over time can be analytically solved as follows
(the derivation is presented in Appendix):{

Mean[X(t)] = eA(t−t0 )X(t0)
V ar[X(t)] = P

{[
P−1KKT (P−1)T

] ◦ J
}

P T
(6)

where Mean[X(t)] is the mean vector of X(t);V ar[X(t)] is
the variance-covariance matrix of X(t); ′′◦′′ is the Hadamard
product [58]; J is a matrix whose (i, j)th entry is
[e(λi +λj )(t−t0 ) − 1]/(λi + λj ); λi (λj ) is the ith (jth) eigen-
value of A;P is a square matrix, whose columns are the in-
dependent eigenvectors of A; in other words, λi (λj ) equals to
the ith (jth) diagonal entries of Λ, and PΛP−1 = A.

Given that the system states in X(t) obey Gaussian distribu-
tions at a certain time, one can deduce the probability density
function (PDF) of the system frequency deviation over time as

fP DF (Δf) = e−(Δf−μ)2 /(2σ 2 )
/√

2πσ2 (7)

where fPDF(Δf) denotes the PDF of system frequency deviation
Δf ;σ2 is the variance of system frequency deviation, which is
a diagonal entry of V ar[X(t)] in (6); μ is the mean of system
frequency deviation, which is a diagonal entry of Mean[X(t)]
in (6).

B. Intra-Range Probability of System Frequency Deviation

In the power system suffering a deterministic disturbance
(e.g., a gradual load decrease or a sudden load loss), the effect
of this disturbance is smaller when the disturbance is weaker.
When the same power system is subjected to UV, the very small

UV could bring considerable effects [59]. In stochastic theory, it
is reasonable that the effect of UV should be described by the sta-
tistical value. In practice, it is desired that the system frequency
needs to be maintained within the certain security range to meet
the frequency performance criteria [14]. However, it becomes a
random problem to determine whether the system frequency is
in the certain range, when a power system is subjected to the UV.
The probability that the system frequency deviation is within a
certain security range is defined as the intra-range probability in
this paper, which is defined as follows

P (t) = Prob {fmin < Δf(t) < fmax} (8)

where Δf(t) is the system frequency deviation at time t; fmin
and fmax are the boundaries of the frequency deviation range;
and Prob{fmin < Δf(t) < fmax} is the probability of sys-
tem frequency deviation Δf(t) being in the security range
[fmin , fmax] at time t.

In a power system, it makes sense that the effects of UV are
weaker when the intra-range probability is larger. The intra-
range probability can be regarded as a good index to assess the
impact of UV on system frequency.

Furthermore, the intra-range probability of the system fre-
quency deviation can be expressed as the integral of the PDF
fPDF(Δf) (7), as follows:

P (t) = Prob {fmin < Δf(t) < fmax}

=
∫ fm a x

fm in

fP DF (Δf)dΔf

=
∫ fm a x

fm in

e−(Δf−μ)2 /(2σ 2 )
/√

2πσ2dΔf. (9)

C. Steady-State Intra-Range Probability

In this study, the system is assumed to be stable initially, so
all eigenvalues of the corresponding system state matrix A in
(4) have negative real parts. Furthermore, one obtains

{
limt→+∞ eλi t = 0
limt→+∞ eAt = O

(10)

where O denotes a zero matrix.
Based on (10), the limit of the mean vector in (6) can be

deduced as follows:

lim
t→+∞Mean[X(t)] = lim

t→+∞ eA(t−t0 )X(t0) = O. (11)

Because the limit value of eλi t exists (shown in (10)), the limit
of the variance-covariance matrix in (6) can be obtained. In (6),
the covariance matrix of UV K is assumed to be constant; P
is the eigenvector of the state matrix A which is constant in a
specific simulation system; J is the only part changing with the
time, due to the existence of time t. Based on (10), the limit of
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J can be obtained as the following formulation

lim
t→+∞J(i, j) = lim

t→∞

[
e(λi +λj )(t−t0 ) − 1

]
/(λi + λj )

=
[
lim
t→∞ e(λi +λj )(t−t0 ) − 1

]
/(λi + λj )

= −1/(λi + λj )

= T (i, j) (12)

where J(i, j) is the (i, j)th entry of J ; and T is defined as a
matrix whose the (i, j)th entry T (i, j) is −1/ (λi + λj ).

Substituting (12) into V ar[X(t)] in (6), one can deduce the
limit of V ar[X(t)] as follows:

lim
t→+∞V ar[X(t)] = P

{[
P−1KKT (P−1)T

]
◦ lim

t→∞J
}

P T

= P
{[

P−1KKT (P−1)T
]
◦ T
}

P T .

(13)

In (13), one of the diagonal entry in limt→+∞ V ar[X(t)] is
the steady-state variance of the system frequency deviation; and
the steady-state mean of the system frequency deviation equals
to zero according to (11). Furthermore, based on (9), the steady-
state intra-range probability of the system frequency deviation
can be obtained as follows:

P (t) =
∫ fm a x

fm in

e−Δf 2 /(2σ l im
2 )
/√

2πσlim
2dΔf. (14)

where σlim is the steady-state variance of the system frequency
deviation.

IV. VALIDATIONS

To verify the proposed analytic method, two simulation cases
are adopted in this paper. All simulations are conducted on a
computer with a 2.69 GHz CPU and 8 GB memory.

A. Procedure of the Proposed Analytic Analysis Method and
Monte Carlo Simulation

The procedure of the proposed analytic analysis is outlined
below and shown in Fig. 4.

Step 1: Build the stochastic model of the power system under
UV by statistical data.

Step 2: Obtain the corresponding SFR model under UV for
analyzing the system frequency deviation.

Step 3: Solve the mean and variance of the system frequency
deviation over time based on the proposed method.

Step 4: Deduce the PDF of the system frequency deviation
over time by using the Gaussian distribution.

Step 5: Calculate the intra-range probability of the system
frequency deviation by the integral of the system
frequency deviation’s PDF.

In this study, Monte Carlo simulation is utilized to compare
with the proposed method. Monte Carlo simulation means the
repeated simulation of the power system model under UV and
the statistical analysis. The procedure of Monte Carlo simulation
is outlined below and shown in Fig. 5.

Fig. 4. The procedure of the proposed analytic analysis method for the intra-
range probability of the system frequency deviation under uncertain variability.

Fig. 5. The procedure of the Monte Carlo simulation for the intra-range prob-
ability of system frequency deviation under uncertain variability.

Step 1: Build the stochastic model of the power system under
UV by statistical data.

Step 2: Obtain the corresponding SFR model under UV for
analyzing the system frequency deviation.

Step 3: Simulate the SFR model for one time and obtain a
single trajectory of the system frequency deviation.

Step 4: Execute Step 3, if the iteration number is not enough;
go to Step 5, if the iteration number is enough.

Step 5: Calculate the intra-range probability of the system
frequency trajectory by judging whether the system
frequency trajectory is in the security range.

From the procedures shown in Figs. 4–5, it can be clearly seen
that the biggest difference between the Monte Carlo simulation
and the proposed method is whether there is the iteration simu-
lation. The iteration simulation is the most time-consuming part
of Monte Carlo simulation. In Monte Carlo simulation, each one
trial provides the behavior of a single system frequency devia-
tion trajectory, so multiple trials are needed to obtain statistical
information of the system frequency in the system under UV.
Due to the multiple trials, the burdensome computation makes
Monte Carlo simulation has low efficiency. Moreover, because
of the unclear impact mechanism, Monte Carlo simulation is
like a “black box.” It is known that Monte Carlo simulation has
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Fig. 6. A typical SFR model under uncertain variability.

TABLE I
PARAMETERS OF A TYPICAL SFR MODEL

advantages on good adaptabilities to system models, but the low
computational efficiency and unclear impact mechanism often
make it undesirable. It is desired to develop an analytic method,
which can provide the statistical information of the stochastic
system directly. The analytic analysis method proposed in this
paper provides such a method, which can offer the final results
directly without iterations.

B. A Typical SFR Model Under Uncertain Variability

A typical SFR model in [16] is simulated as the first case,
whose framework is shown in Fig. 6.

The parameters of this typical SFR model is shown in Table I,
which are from the reference [16] directly. The original case
does not include UV. In this paper, the UV is added, which is
from the renewable energy generation, random loads, stochastic
errors in measurement, and noise in communication channels.

This SFR model under UV shown in Fig. 6 can be
formulated as
⎧⎪⎨
⎪⎩

TR ṫg = (1 − FH )[Δf + σ2W2(t)]/R − tg

2HΔḟ = −DΔf − Km FH [Δf + σ2W2(t)]/R − Km tg

+σ1W1(t)
(15)

where R denotes the droop; tg denotes the system state of the
governor; TR denotes the reheat time constant; FH denotes the
fraction of total power generated by the high-pressure turbine;
and Km denotes the mechanical power gain factor; σ1W1(t)
denotes the UV from the generation and loads, in which σ1 is the
intensity of the UV and W1(t) is a stochastic process; σ2W2(t)
denotes the UV incorporated in the frequency measurement and
communication, in which σ2 is the intensity of the UV and
W2(t) is a stochastic process. In this case, the intensity of the
UV from the generation and load is set as 0.01; the intensity
of the UV from the measurement and communication is set to
0.0001.

Furthermore, the SFR model under UV (15) can be formu-
lated in a matrix form, which is a set of linearized SDEs (4).
The system state matrix A and the covariance matrix of SCDs

Fig. 7. Five trajectories of system frequency deviation under the uncertain
variability.

Fig. 8. The standard variance of the system frequency deviation over time in
a typical SFR model under UV.

K can be expressed as follows:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A =

[
−1/TR (1 − FH )/(RTR )

−Km /(2H) −(D + Km FH /R)/(2H)

]

K =

[
0 σ2(1 − FH )/(RTR )

σ1/(2H) −σ2Km FH /(2HR)

] . (16)

Using Monte Carlo simulation, five different trajectories of
system frequency deviation under the UV are shown in Fig. 7
with different colors. Due to the introduction of UV, the trajec-
tories of the system frequency deviation are randomly fluctuant,
from which it is hard to obtain insights directly.

Based on Monte Carlo simulation and the proposed method,
the standard variance of system frequency deviation over time
is calculated and shown in Fig. 8. The simulation number of
the Monte Carlo simulation here is set to 10000. It can be seen
that the results of the proposed method agree well with those of
Monte Carlo simulation.

Based on the calculated standard variance of system fre-
quency deviation, the PDF of the system frequency deviation
over time can be obtained by (7), which is shown in Fig. 9.
Clearly, the PDF of the system frequency deviation converges
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Fig. 9. Probability density function of system frequency deviation over time.

Fig. 10. Intra-range probability simulated by Monte Carlo simulation and the
proposed method.

to a certain distribution over time, which means the system
frequency deviation has a stationary distribution.

In this paper, the security range of the system frequency devi-
ation is set to [−0.001, 0.001] for this simulation case. Based on
(9), the intra-range probability of the system frequency deviation
can be calculated analytically, which is shown in Fig. 10. Mean-
while, the Monte Carlo simulation is carried out, whose results
are also shown in Fig. 10. Clearly, it can be seen that the results
from the proposed method are much close to those from Monte
Carlo simulation, which illustrates the accuracy of the proposed
method. Furthermore, it can be found that the intra-range prob-
ability has a limit, which is called the probabilistic steady-state
solution. This probabilistic steady-state solution means that the
system frequency deviation under UV always fluctuates, but its
statistics are steady. This observation can be theoretically ex-
plained by (10)–(14) in the proposed method. By (14), it is easy
to obtain the limit of intra-range probability directly.

C. The Impact of SFR Model’s Parameters on
Intra-Range Probability

In this section, the parameters of the SFR model (i.e.,
R,H,Km , FH , and D) are tuned, and then corresponding

Fig. 11. The intra-range probability of system frequency under different R.

Fig. 12. The intra-range probability of system frequency under different H .

Fig. 13. The intra-range probability of system frequency under different Km .

intra-range probability curves are calculated to illustrate the
impacts of these parameters on the intra-range probability.

The value of R varies from 0.05 to 0.09 with increments
of 0.02 per unit. The intra-range probability curves are shown
in Fig. 11. It can be detected that the system has the higher
intra-range probability, when the value of R is smaller.

The value of H varies from 4 to 6 in increments of 1 per unit.
The intra-range probability curves are shown in Fig. 12. It can be
detected that the system has the higher intra-range probability,
when the value of H is larger.

The value of Km varies from 0.95 to 1.05 in increments of
0.05 per unit. The intra-range probability curves are shown in
Fig. 13. It can be detected that the system has the higher intra-
range probability, when the value of Km is larger.
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Fig. 14. The intra-range probability of system frequency under different FH .

Fig. 15. The intra-range probability of system frequency under different D.

The value of FH varies from 0.3 to 0.5 in increments of 0.1 per
unit. The intra-range probability curves are shown in Fig. 14.
It can be detected that the system has the higher intra-range
probability, when the value of FH is larger.

The value of D varies from 1 to 3 in increments of 1 per unit.
The intra-range probability curves are shown in Fig. 15. It can be
detected that the system has the higher intra-range probability,
when the value of D is larger.

From Figs. 11–15, the insights for improving the system
frequency characteristics can be found by decreasing R, in-
creasing H , increasing Km , increasing FH , and increasing
D. Meanwhile, it can be seen that the proposed method still
has high accuracy under different R,H,Km , FH , and D.
Furthermore, the observation that the intra-range probability has
the probabilistic steady-state solution can be seen even under
different R,H,Km , FH , and D.

D. Scalability of the Proposed Analytic Method in a Large
Power System

In this paper, the simulation case of Iceland electricity trans-
mission network is employed to verify the scalability of the
proposed analytic method in a larger power system. As a sim-
ulation system in Power System Analysis Toolbox (PSAT), the
Iceland electricity transmission network consists of 118 nodes,
206 branches, and 35 generators. Its parameters can be found
in [60]. Since the original data does not include the damping
information, damping coefficients are assumed to be 0.5 M
(i.e., the damping coefficient of every generator is equal to a
half of the corresponding inertia coefficient). Moreover, the UV
from the renewable energy generation, random loads, stochastic

Fig. 16. Governor model of ith Generator.

errors in measurement, and noise in communication channels
is introduced to this system. The intensity of the UV from the
generation and load is set to 0.01 Pm . In this simulation case of
Iceland electricity transmission network in PSAT, the per unit
value of the total mechanical power is 18.78, so the intensity
of the UV from the generation and load is set to 0.2 (close to
0.1878). The intensity of the UV from the measurement and
communication is set to 0.0001f0 . In this simulation case of
Iceland electricity transmission network, the per unit value of
the synchronous system frequency f0 is 1, so the intensity of the
UV from the measurement and communication is set to 0.0001.
It should be noted that the proposed method still can have high
accuracy, no matter how the intensity of the UV is set. In this
paper, the intensity values of UV are just chosen as some reason-
able values. Researchers who want to use the proposed method
can portray the intensity of UV according to their needs.

In this system, all governors are thermal generators. In PSAT,
the governor models of thermal generators are called as the
type I turbine governor [61]. The diagram for the model of the
type I turbine governor is shown in Fig. 16.

According to Fig. 16, the governor model of ith generator can
be expressed as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Tin = −Δf/R

ṫg1 = (Tin − tg1)/Ts

ṫg2 = [(1 − T3/Tc)tg1 − tg2 ]/Tc

ṫg3 = [(1 − T4/T5)(tg2 + tg1T3/Tc) − tg3 ]/T5

ΔPm = tg3 + (tg2 + tg1T3/Tc)T4/T5

(17)

where R denotes the droop; tg1 , tg2 , and tg3 denote system
states of the governor; Ts denotes the governor time constant;
Tc denotes the servo time constant; T3 denotes the transient gain
time constant; T4 denotes the power fraction time constant; and
T5 denotes the reheat time constant.

Furthermore, the SFR model of Iceland electricity transmis-
sion network is used to analyze the system frequency deviation
under UV. In other words, the Iceland electricity transmission
network is equivalent to the model shown in Fig. 1, and models
of the governors are illustrated in Fig. 16 and expressed by (17).
Then, the SFR model of this system under UV can be formulated
in the form of linearized SDEs (4).

Using the proposed analytic method in this paper and Monte
Carlo simulation, the standard variance of the system frequency
deviation under the UV is calculated and shown in Fig. 17. The
results from the proposed method still agree well with those from
Monte Carlo simulation. Furthermore, the intra-range probabil-
ity under UV can be calculated from (9), when the standard
deviation of the system frequency deviation over time is ob-
tained. In Fig. 18, the intra-range probability curves from the
proposed method and Monte Carlo simulation are illustrated.
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Fig. 17. The standard variance of the system frequency deviation over time
in Iceland electricity transmission network under uncertain variability.

Fig. 18. Intra-range probability of the system frequency in Iceland electricity
transmission network under uncertain variability.

TABLE II
COMPUTATION COMPARISONS BETWEEN THE MONTE CARLO

SIMULATION AND THE PROPOSED METHOD

It can be seen that the proposed method achieves the satis-
fied accuracy. Meanwhile, the same observation is illustrated
again, which shows that the intra-range probability of system
frequency deviation has the probabilistic steady-state solution.

Besides the accuracy, the computational efficiency is critical
for an analysis method in practice. To obtain the intra-range
probability at t = 20 s of the Iceland electricity transmission
network simulation case under UV, the computational time of
the proposed method is 0.1 s, but it takes 1606s in Monte Carlo
simulation with iteration 10000 and time step 0.001 s. Mean-
while, the result accuracy of Monte Carlo simulation with this
configuration is still not extremely high, see Table II. Hence, the
proposed method significantly saves the calculation time, when
a larger power system under UV needs to be analyzed. Con-
sidering the increasing UV in future power grids, this improve-
ment in computation efficiency is extremely beneficial to sys-
tem situational awareness and reliability assessment in control
rooms.

V. CONCLUSIONS

With the ever-growing uncertainty in power systems, system
frequency issues under UV are of concern. This paper sets out
to deal with system frequency issues under UV, which achieves
five main contributions as follows:

1) Described by the SDEs, the stochastic SFR model is
proposed for analyzing the system frequency under UV
from generation, loads, measurement and communication.
Compared to the classic SFR model, the proposed stochas-
tic SFR model has advantages on considering the UV,
which is critical for the power system in an environment
with the increasing UV.

2) The intra-range probability, which is defined as the prob-
ability of system frequency deviation being in the security
range, is presented as the index to assess the impact of UV
on the system frequency. The intra-range probability is
beneficial for analyzing the instantaneous and short-term
system frequency stability under UV, which can directly
assess whether the system frequency deviation is within
the security range.

3) An analytic method is proposed to assess the system fre-
quency under UV, in which the intra-range probability
can be calculated analytically. Compared with the Monte
Carlo simulation, the proposed analytic method shows
two significant advantages including the clear mechanism
and high efficiency with the almost the same accuracy.
The high efficiency is very beneficial for users, when
many plans need to be compared or when the analy-
sis must be quick in the system frequency assessment
under UV.

4) It is found that the system frequency deviation under UV
has a probabilistic steady-state solution, despite that the
system frequency dynamically changes over time. This
meaningful observation can theoretically explain the char-
acteristics of some system frequency fluctuations in actual
power systems. Even though the system frequency always
fluctuates in power systems, such observation about the
probabilistic steady-state solution of system frequency has
not been reported yet.

5) When the UV is introduced into the SFR model, the im-
pacts of SFR model’s parameters on intra-range proba-
bility are offered, providing insights for improving the
system frequency stability under UV. These insights also
offer an understanding of the way in which important
system parameters affect the system frequency response
under UV.

With the rapid development of power systems, UV is chal-
lenging power systems theoretically and practically. System
frequency issues under UV are of concern for the power system
operators. An accurate and efficient analytic method for analyz-
ing system frequency under UV is much desired. The method
proposed in this paper can help well in this regard.

APPENDIX

In this appendix, the mean and covariance of system states
along with the time are deduced.
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Based on the solution of linearized SDEs (5), the mean of
system state over time can be defined as follows:

Mean[X(t)] = E

[
eA(t−t0 )X(t0) +

∫ t

t0

eA(t−s)KdB(s)
]

= E
[
eA(t−t0 )X(t0)

]
+ E

[∫ t

t0

eA(t−s)KdB(s)
]

(A-1)

where E denotes the mean.
According to the theory of stochastic calculus [57], the mean

of system state over time can be deduced as the following form

Mean[X(t)] = E
[
eA(t−t0 )X(t0)

]

+ E

{
k−1∑
i=0

eA(t−ti )K [B(ti+1) − B(ti)]

}

=
k−1∑
i=0

{
eA(t−ti )KE [B(ti+1) − B(ti)]

}

= E
[
eA(t−t0 )X(t0)

]
. (A-2)

Based on (5), the covariance of system states over time can
be defined as

V ar[X(t)] = E
〈
{X(t) − E[X(t)]} {X(t) − E[X(t)]}T

〉

= E

{[∫ t

t0

eA(t−s)KdB(s)
][∫ t

t0

eA(t−s)KdB(s)
]T }

.

(A-3)

According to the theory of stochastic calculus [57], the fol-
lowing equation can be deduced from (A-3)

V ar[X(t)] = E

〈{
k−1∑
i=0

eA(t−ti )K [B(ti+1) − B(ti)]

}

×
⎧⎨
⎩

k−1∑
j=0

eA(t−tj )K [B(tj+1) − B(tj )]

⎫⎬
⎭

T〉

=
∑

0≤i,j≤k−1

〈
eA(t−ti )KE

{
[B(ti+1) − B(ti)]

× [B(tj+1) − B(tj )]
T
}

KT eAT (t−tj )
〉

=
∑

0≤i,j≤k−1,and i=j

〈
eA(t−ti )KE

{
[B(ti+1) − B(ti)]

× [B(tj+1) − B(tj )]
T
}

KT eAT (t−tj )
〉

+
∑

0≤i,j≤k−1,and i �=j

〈
eA(t−ti )KE

{
[B(ti+1) − B(ti)]

× [B(tj+1) − B(tj )]
T
}

KT eAT (t−tj )
〉

(A-4)

where tk = t.

By the definition of Wiener processes [57], one obtains

E{[B(ti+1) − B(ti)][B(tj+1) − B(tj )]T }

=

{
ti+1 − ti , if i = j

0, if i �= j
. (A-5)

Substituting (A-5) in (A-4), the following equation can be
deduced

V ar[X(t)] =
k−1∑
i=0

{
eA(t−ti )KKT eAT (t−ti )(ti+1 − ti)

}

=
∫ t

t0

eA(t−s)KKT eAT (t−s)ds. (A-6)

In (A-6), there is the integral leading the calculation difficulty.
In the following, an analytic expression of the system state co-
variance including only elementary arithmetic operations (i.e.,
no integral operations) is deduced, based on the matrix opera-
tions.

Based on the eigendecomposition, the system state matrix A
is formulated as follows:

A = PΛP−1 (A-7)

where Λ is the eigenvalue matrix, which is a diagonal matrix
diag[λ1 , λ2 , . . . , λi , . . .]; and P is the similarity transformation
from A to Λ, where the columns are the eigenvectors.

Substituting (A-7) into eA(t−s) , one obtains

eA(t−s) = PΓP−1 (A-8)

where Γ = diag[eλ1 t−λ1 s , eλ2 t−λ2 s , . . . , eλi t−λi s , . . .].
Incorporating (A-8) into (A-6) V ar[X(t)], the following

equation can be deduced

V ar[X(t)] =
∫ t

t0

PΓP−1KKT (P−1)T ΓT P T ds

= P

[∫ t

t0

ΓP−1KKT (P−1)T ΓT ds

]
P T .

(A-9)

Let F and G denote the matrix P−1KKT (P−1)T and
ΓP−1KKT (P−1)T ΓT , respectively. Considering that Γ is a
diagonal matrix, one deduces

G(i, j) = F (i, j)eλi t−λi seλj t−λj s = F (i, j)e(λi +λj )(t−s)

(A-10)
where F (i, j) and G(i, j) are the (i, j)th entry of F and G (in
the ith row and jth column), respectively.

Let H be the matrix
∫ t

t0
ΓP−1KKT (P−1)T ΓT ds, and the

following equation can be deduced

H(i, j) =
∫ t

t0

G(i, j)ds =
∫ t

t0

F (i, j)e(λi +λj )(t−s)ds

= F (i, j)
[
e(λi +λj )(t−t0 ) − 1

]
/(λi + λj ) (A-11)

where H(i, j) is the (i, j)th entry of H .
According to (A-11), H can be deduced as

H = F ◦ J (A-12)
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where “°” is the Hadamard product [58]; and J is the matrix in
which the (i, j)th entry is [e(λi +λj)(t−t0 ) − 1]/(λi + λj ).

Substituting H (A-12) into V ar[X(t)] (A-9), one obtains the
system state covariance as

V ar[X(t)] = P [F ◦ J ]P T

= P
{[

P−1KKT (P−1)T
] ◦ J

}
P T . (A-13)
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