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Abstract—The importance of power quality issues, due to the
significant losses for poor power quality, has resulted in research
being focused on extending the concept of state estimation tech-
niques into power quality issues. Under the umbrella of power
quality state estimation (PQSE) as a smart algorithm, this paper
focuses on one type, transient state estimation (TSE). The formu-
lation of a new three-phase transient state estimator is given and
its application to a realistic system demonstrated. The accuracy
of the new transient state estimator is investigated by application
to a test system to identify the cause of a voltage dip/sag in the
presence of 5% measurement noise (normally distributed) in all
the measurements.

Index Terms—Power quality state estimation, smart algorithms,
state estimation, transient state estimation.

I. INTRODUCTION

T HE need to modernize the grid to enable it to meet the
needs of the future is well accepted [1], [2]. This has led

to the Smart Grid concept as a pathway of increasing the smart-
ness of the electrical grid so as tomeet the demands of the future.
Part of this involves advances in metering infrastructure which
will make a large amount of data available in the future. Since
advances in metering and deployment of advanced metering in-
frastructure (AMI) enables access to a wealth of data the issue
is to turn the massive amount of data available into useful in-
formation that will help Smart Grids to evolve and achieve the
desired functionalities. Smart algorithms are needed for the con-
trol of both generation and demand to improve management of
the distribution system so as to maximize the efficiency, utiliza-
tion, reliability and resilience of the infrastructure.
There is already a high level of smart algorithms already de-

ployed in some electrical power systems, but these are specially
schemes designed as one-off to overcome specifically identi-
fied problems. These are based on studying numerous contin-
gencies and determining the best course of action. For example
in New Zealand there are “run-back schemes”. If a certain con-
tingency occurs then generation in certain locations (or HVDC
link) are backed-off to ensure remaining circuits are not over-
loaded, causing tripping. Run-back schemes are seen as a way of
allowing new generation to connect while limiting or avoiding
the need for asset upgrades [3]–[6].
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Fig. 1. Different type of PQSE.

Recently the importance of power quality issues and the re-
duction in price of meters capable of measuring power quality
indices has resulted in research being focused on extending the
concept of state estimation techniques into power quality is-
sues. This area of research is called power quality state esti-
mation (PQSE) [7], and represents a class of techniques as de-
picted in Fig. 1. Despite the different formulation and quantities
they use, the common feature is that they are applying state es-
timation techniques to power quality problems. Harmonic state
estimation (HSE) and identification of harmonic sources, tran-
sient state estimation (TSE) and voltage Dip/Sag state estima-
tion (VDSE), are all types of PQSE. Therefore, PQSE is not
one particular type of analysis but covers many different types
in power quality area.
Proposing PQSE as a smart algorithm, this paper takes tran-

sient state estimation (TSE) further by formulating a new three-
phase transient state estimator. An earlier contribution [7] intro-
duced the concept of TSE using NIS on a single-phase system
with lumped electrical circuit elements where the system is fully
observable. This paper extends this to three-phase and demon-
strates its applicability to unobservable systems.
This paper is organized as follows: Although an overview of

the state-of-the-art techniques currently available for PQSE has
been provided in [7] for completeness Section II reviews the
concept of PQSE and the power quality phenomena. Section III
describes how new transient state estimator is formulated and
gives an overview of the implemented algorithm. Then, in
Section IV, the implemented algorithm in MATLAB is applied
to a distribution test system to investigate the accuracy of this
approach to identify the cause a voltage dip/sag occurred in
presence of 5% normally distributed noise in all the measure-
ments. Finally, Section V draws conclusions from this work.
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Fig. 2. Framework of PQSE.

II. POWER QUALITY STATE ESTIMATION

Power quality state estimation is a technique whereby the
power quality at an unmonitored location can be estimated from
limited number of measurements. Fig. 2 shows the framework
of PQSE. Based on the network topology and component
parameters, appropriate model of the system is formulated.
Partial measurements provided by the seamless communication
system are used as input for power quality state estimator unit
to estimate the relevant power quality indices for unmonitored
locations.
The exact way in which power quality is assessed and quan-

tified depends on the particular issue and the potential problems
[8], and this necessitates a different type of smart algorithm
(PQSE) for each phenomena. Having identified some issue on
the grid would then allow a smart algorithm to decide of the
best course of action to minimize the disturbance to the grid.
This may be given in terms of recommendations to the system
operator or automated action. In fact, traditional fundamental
frequency state estimation can be considered a PQSE as steady-
state voltage (under- or over-voltage) is a power quality issue.

A. Harmonic State Estimation (HSE)

The task of HSE [9], [10] is to generate the “best” estimate
of the harmonic levels from limited measured harmonic data,
corrupted with measurement noise. This is the reverse of har-
monic penetration in that the harmonic sources are unknown
and the harmonic levels throughout the system is determined
from a limited number of harmonic measurements.
A great deal of work has been done on HSE from different

points of view such as finding the optimal number of the mea-
surements and the best location of them [11], bad data analysis
[12], varying harmonic levels with time [13], estimating the type
of loads which generating harmonics [14]. Implementation of
HSE, based on a field-test data in Japan also has been presented
in [15].

B. Voltage Sag State Estimation (VSSE)

In the previous contributions, voltage sag state estimation
(VSSE) is generally considered in two main areas. While first
one refers to the number of voltage sags arising at unmonitored
buses from the number (frequency) of sags obtained at a limited
number of monitored buses, the second one refers to the use of
estimation techniques to measure the sag level (magnitude) at
every node of a distribution feeder.
In [16] a voltage sag state estimation method is proposed

based on the fault positions concept calculates the residual
voltage caused by faults occurring along lines. An integer linear
optimization method solves the state estimation equations.

Reference [17] proposes estimation of voltage profile (and
hence sag levels) along a distribution feeder using a limited
measured points, based on radial connection characteristic and
fault association in sags. Then, it employs a least-square method
to predict the sag profile along a distribution line to calculate the
feeder power quality indices such as the system Average RMS
Frequency Index (SARFIx). The next contribution in this area
optimizes the number and location of the meters for monitoring
a large transmission network in terms of voltage sags, then de-
ploys it for calculating voltage sag system indices [18].

C. Transient State Estimation (TSE)

TSE is a reverse function to transient simulation. While tran-
sient simulation is used to analyze the consequences of a distur-
bance on a power system voltage, current, etc., TSE is exploited
to identify the cause of transient change in system parameters.
Therefore, TSE can be used potentially as a valuable tool for
diagnostic purposes in power systems.
Transient variations in TSE necessitate a time-domain solu-

tion for the system as well as a dynamic formulation to represent
system components. The two broad classes of methods used in
the digital simulation of the differential equations representing
continuous systems are numerical solution of differential equa-
tions and difference equations, which are used by state variable
formulation and Dommel’s EMTP method [19], respectively.
Kent Yu [20]–[22] made a good contribution in this area by

introducing the concept and the task of TSE to identify the cause
of a transient change in voltages and currents of system by partial
measurements. He used state variable formulation for modeling
the system components to develop the measurement equation.
However, onecontribution [7] showed thepossibilityofusingnu-
merical integrator substitution (NIS), also known as Dommel’s
method, on a simple single-phase system with lumped compo-
nents. The NIS approach has many advantages over the state
variable formulation. Taking TSE further, this paper presents a
three-phase formulation for TSE using NIS and its application.
At present a three-phase transmission line model consisting
of lumped PI sections, which allows representation of mutual
coupling and unbalance has been implemented. Therefore this
is more suitable for distribution systems where the line lengths
are smaller than transmission. Even so multiple PI sections will
need to be cascaded to represent some transmission lines.
In this paper the emphasis is on the framework and applica-

bility of this new power quality state estimation technique rather
than the component models, which will be refined and become
more accurate as time progresses.

III. TSE USING NIS

A. Dynamic Model of System

Dommel’s EMTP approach [23] combines the method of
characteristics for transmission lines and trapezoidal rule for
discretisation of the system elements. This results in a Norton
equivalent for each system component. Fig. 3(a) shows the
fundamental electrical circuit lumped elements, connected
between two nodes and . Applying trapezoidal rule to
the differential equation for each of them, results in the given
Norton equivalent circuit as illustrated in Fig. 3(b).
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Fig. 3. (a) Basic electrical circuit elements. (b) Equivalent circuit diagram.

TABLE I
EQUIVALENT CIRCUIT DIAGRAM COMPONENTS

Table I summarizes the conductance (instantaneous term) re-
lating the current contribution to the voltage at the present time
step and the current source (history term) which is the
contribution to current from the previous time step quantities.
The power system can be described as a set of interconnected

RLC branches. The relevant system componentsmodeled in this
paper are as follows (details can be found in [24]):
1) Transmission lines are modeled by three-phase PI model
with coupled elements.

2) Transformers are modeled by three ideal single-phase
transformer represented by a mutual inductance coupling
between windings. Connection matrices are used to de-
rive the nodal equation based on coil configuration (e.g.,
Delta/star-g, Star/star-g, etc.).

3) The real and reactive power components of the static loads
are modeled by their equivalent resistance and inductance,
respectively.

Considering voltages as state variables, the nodal solution is
applied to form the entire network dynamic model. It leads to a
coherent nodal system of equations to be solved as follows:

(1)

where [ ] is the conductance matrix, is the vector of nodal
voltages, is the vector of external current sources and

is the vector current sources representing past history
terms.

B. Transient State Estimator Formulation

The general form of the state estimation problem can be ex-
pressed as

(2)

where is an vector of measured quantities and is an
vector of state variables (unknown quantities) for which

the equation must be solved. is an measurement
function relating the known quantities to state variables and
is the vector of measurement errors. For TSE, nodal voltages

TABLE II
MEASUREMENT EQUATION CONSTRUCTION

and branch and load currents are measured quantities and state
variables are nodal voltages.
With the growing concern regarding power quality, utilities

have been installing PQ monitors that give voltage and current
measurements and transmit this information to a central loca-
tion. This information can be used as input for transient state
estimator.
Each measurement point results in one equation that adds

a corresponding row from the dynamic model into the mea-
surement matrix, to form the transient state estimation problem.
Table II illustrates how relevant entries must be selected for the
fundamental electrical circuit elements shown in Fig. 3 and the
relevant values defined in Table I.

C. TSE Solution and Observability

Once the state estimation problem is formed, it is solved for
the state variables (nodal voltages). Singular value decomposi-
tion (SVD) is the selected approach in this paper.
The SVD factors the measurement matrix [H], which is
, as a product of three matrices [26]:

(3)

where [U] and are orthogonal matrices and [W] is a diag-
onal matrix containing the singular values of H, hence

. The pseudo-inverse of the measurement matrix is

(4)

If some of the values are zero or near
zero, then the measurement matrix is singular. In this case, a
zero is placed in the diagonal element of [instead of

]. Then (5) is used to calculate state variables (nodal volt-
ages):

(5)

The system is classified as over-determined, determined or
under-determined, depending of the rank of [ ]. Hence ob-
servability is determined by the number, position and type of
measurements and also transformer winding configuration also
greatly influences observability, as shown in [27].
TSE is normally an under-determined system due to the cost

of measurement and results in some busbars being observable
and others unobservable. In this case, SVD produces an infinite
number of solutions that satisfies (2), expressed by

(6)
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where [ ] is a particular solution, is an arbitrary constant
and [ ] is the th null-space vector. Hence any null-space can
be added to [ ] and give another valid solution. The number
of null-space vectors (N) is the number of zero values in
[W]. For observability the columns of [V] that form the null-
space vectors are inspected and if all the th entries are zero
then adding any combination of the null-space vectors to par-
ticular solution will not change the value for the th state vari-
able (nodal voltage) and hence observable. Hence SVDprovides
observability analysis (OA) as a by-product by means of in-
specting the null-space. Details and examples of this are given
in [25] and [26].

D. TSE Implementation Summary

Fig. 4 summarizes the implementation of the proposed tran-
sient state estimator and the included blocks are described step
by step as follows.
Step 1) The equations representing the dynamics of each

system component, such as transformers, transmis-
sion lines, etc., are developed in form suitable for
inclusion in (1).

Step 2) Individual equations combined to form dynamic
model.

Step 3) Selection of measurement type and location.
Step 4) The corresponding rows of conductance matrix

constructed in step 2 are used to create the
measurement equation . For example in the case
of instantaneous nodal voltage measurement,
the following entries are added to (2) (see Table II
for more):

Step 5) If it is the first step then initial current and
voltages are set. Although power-flow results could
be used for initialization in this work they are set to
zero andTSEquickly settles in and tracks the system.

Step 6) The history terms are calculated and the measure-
ment equation solved for the node voltages .

Step 7) From the node voltages, the dependent variables such
as branch currents are calculated.

Step 8) The calculated voltages and currents are used to up-
date the history terms for the next time-step. The
time-step is 50 s in this paper.

Step 9) The new measurement samples are used in (2) and
solved for the state vector .

IV. TEST SYSTEM AND SIMULATION RESULTS

The test system is an 11-kV distribution network taken from
Killinchy area, a rural area in south Canterbury, in the South
Island of New Zealand. The system consists of a ring of 11-kV
overhead lines and the lateral outgoing feeders. Symmetrical
measurements are arbitrary placed at the points indicated on the
network (see Fig. 5). The 11-kV grid is modeled as a Thevenin
equivalent. Loads are represented by passive RL circuits.
Due to the lack of field measurements a PSCAD/EMTDC

simulation is used to generate the field data (hereafter called
measured or actual values). A single-phase short circuit at

Fig. 4. Transient state estimator flowchart.

busbar No. 5 is simulated where no measurements on or near
this busbar is located. This simulation shows an approximately
70% retained voltage on phases A and C recorded at busbar
11. The results from the simulation at the measurement points
indicated in Fig. 5 are then fed to the developed transient state
estimator (TSE) and the estimated quantities at the unmonitored
locations are compared to the actual values for these locations.
This is to investigate the accuracy of implemented TSE and its
ability to identify the cause of the observed voltage dip/sag.
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Fig. 5. Test system and measuring placement.

TABLE III
OBSERVABILITY CRITERIA

It should be noted that the number of measurements are 39
(nodes) compared to 48 unknown state variables (nodes). It re-
sults in an under-determined estimation problem, hence observ-
able and unobservable busbars are predicted. Using SVD only
gives reliable answers for observable nodes. Observability is de-
termined by the number, position and type of measurements and
also transformer winding configuration also greatly influences
observability as shown in [27].
Observability is illustrated by inspection of the relevant factor

matrices ([W] and [V]). Table III shows the diagonal entries
of [W] which are not zero. The corresponding columns

of V whose ’s are equal to zero are shown in Table IV. The
selected th rows are correspond to unmonitored busbars 2, 4,
5 and 16 (nodes 4, 5, 6, 10, 11, 12, 13, 14, 15, 40, 41, 42).
Inspecting the position of the zeros defines the observability.
Busbar 5 (node 13, 14 and 15) is observable due to the fact that
all corresponding entries for rows 13, 14 and 15 are zero, hence
adding any combination of the null-space vectors to particular
solution does not change the solution for this busbar. In contrast,
busbar 4 is unobservable as adding the null-space vectors to the
particular solution results in another solution for this busbar.
Fig. 6 illustrates a comparison between measured and esti-

mated voltages at unmonitored nodes as a 3-D plot, to give an
overview of the accuracy of the estimation of the whole system.
It includes all nodes, both observable and unobservable. The
unobservable nodes (10, 11 and 12 which are part of busbar 4
as a three-phase representation) are clearly evident by the error
between the estimate and actual and the observability analysis
indicates these nodes are not observable.
Fig. 7 depicts the estimation error for the observable nodes,

before the fault inception, during the fault and after fault re-

Fig. 6. Transient state estimation results.

Fig. 7. Maximum percentage error in the voltage for the observable nodes (for
the case shown in Fig. 6).

moval. The values are expressed as a percentage and are calcu-
lated according to (5):

% (7)

whereMaximum is the maximum estimated voltage
for the healthy phases. Maximum is used to nor-
malize rather than to avoid divide by zero at zero-
crossings. This shows that proposed TSE algorithm is accu-
rate for observable busbars, even when the system is under-
determined (number of measurements is less than the number
of unknown state variables). However, as Smart Grids evolves
the number of measurements is not likely to be the barrier it
once was due to the massive amount of data that is becoming
available.
Figs. 8–10 show the three-phase actual and estimated volt-

ages at unmonitored busbars which are identified as observable
busbars susceptible for the cause of recorded voltage dip/sag.
For each busbar, the actual and estimated results are plotted as
solid and dotted lines, respectively. However, they are indistin-
guishable due to the similarity. Inspection of the plotted voltages
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TABLE IV
OBSERVABILITY CRITERIA

Fig. 8. Three-phase actual and estimated voltage at busbar No. 5.

Fig. 9. Three-phase actual and estimated voltage at busbar No. 2.

verifies that a single-phase short circuit on phase A at busbar No.
5 occurred.
TSE With Measurement Noise: 5% Measurement noise (nor-

mally distributed at all measurement points) was added to the
all measurement points and the TSE run once.

Fig. 10. Three-phase actual and estimated voltage at busbar No. 16.

Figs. 11 and 12 show the actual and estimated voltages and
estimation error at busbar No. 5. Fig. 13 illustrates themaximum
percentage voltage error at the identified faulted busbar, before
the fault inception, during the fault and after fault removal. It
clearly proofs that the developed TSE is able to make good es-
timates, even in the presence of measurement noise.
To show the robustness of the proposed TSE the following

verifications have been performed using DIgSILENT’s Power-
Factory in order to reproduce more realistic conditions under
which the TSE works. This time the simulated test system
uses frequency dependent transmission line model with the
frequency which the parameters of the lumped PI-models of the
state estimator have been calculated. So the proposed TSE still
uses the lumped PI-models while the actual measurements are
taken from simulated network with frequency dependant line
models (5% measurement noise is added). Different types of
short circuits, including two phases with and without ground,
as well as three-phase, have been simulated.
The new TSE was tested for its performance with different

types of fault and the results are summarized in Table V. Due
to space limitations, only the results for three unmonitored
busbars, which were randomly selected, are shown. The per-
centage error was calculated according to (5) for the three



FARZANEHRAFAT AND WATSON: POWER QUALITY STATE ESTIMATOR FOR SMART DISTRIBUTION GRIDS 2189

TABLE V
DIFFERENT TYPE OF FAULT AND PERCENTAGE ERROR

Fig. 11. Three-phase actual and estimated voltage at busbar No. 5 in presence
of 5% measurement noise.

Fig. 12. Difference between measured and estimated voltages at busbar No. 5
in presence of 5% measurement noise.

periods (before fault inception, during the fault and after fault
removal). Figs. 14–16 show the three-phase actual and esti-
mated voltages at these observable busbars. The error values of

Fig. 13. Maximum voltage percentage error at busbar No. 5.

Fig. 14. Two-phase-to-ground short circuit actual and estimated voltage at
busbar No. 5.

Table V are somewhat deceiving as the maximum error is one
point and not indicative of the overall error at the other time
points. For example the highest error, 30.97%, was on phase
A at busbar 6 during the fault. Fig. 16 shows the comparison,
which is good, with only one high error point and the rest
typically have a maximum error of approximately 8%, This
system is only partially observable moreover noise is included
in the measurements which exasperate the estimation problem.
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Fig. 15. Two-phase short circuit actual and estimated voltage at busbar No. 16.

Fig. 16. Three-phase to ground short circuit actual and estimated voltage at
busbar No. 6.

As can be seen the estimated results oscillate around the actual
value during the fault period. This is mainly due to the dif-
ference in the transmission line representation (although other
errors contribute slightly) and will be resolved if a travelling
wave transmission line model was used in the TSE. As is the
case for any transient study judicious selection of component
models is needed to ensure fidelity of the results. A simplified
representation is adequate for most of the components; how-
ever some components will have more of an influence on the
waveforms at a given point and hence require more detailed
modeling in order to faithfully reproduce the response at this
point. This test case has shown the discrepancy expected when
a simple transmission line model is used and the actual system
is more complex (represented by a full travelling wave model).
The results verify that proposed TSE algorithm is sufficiently
accurate for identifying the location of disturbances as well as
the voltages and currents at observable busbars and branches,
even with a simple transmission line model. This was true for
all the different types of faults tested even though the system is
under-determined and measurement noise is included.

V. CONCLUSION

As the electrical network evolves into a Smart Grid new algo-
rithms are needed to aid distribution systemmanagement. PQSE
has been proposed as a smart algorithm for managing power
quality issues in a smart grid environment where great amounts
of data are available. The output from a PQSE can be used not
only for detecting sources of power quality emissions but poten-
tially also for taking remedial actions. The focus of this paper
has been on one type of PQSE, transient state estimation.
A new three-phase TSE has been presented in this paper and

its application to a realistic power system demonstrated. The
implemented estimator has been applied to a partially observ-
able test system and was successful in determining the voltage
at observable busbars and currents in observable branches. One
output from the TSE is the state variables that are observable.
The results showed this is a promising technique as it is capable
of identifying the source of recorded voltage dip/sag, even in the
presence of 5% measurement noise in all measurement points.
The three-phase representation of the basic power system

components has been developed and it has been demonstrated
that TSE method based on NIS works and is sound. More
work is needed to improve the models further. In particular
incorporating travelling-wave transmission line model is im-
portant to increase the methods applicability to transmission
systems.
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