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Abstract—A model predictive control (MPC) method for en-
hancing post-fault transient stability of a grid-forming (GFM)
inverter-based resources (IBRs) is developed in this paper. This
proposed controller is activated as soon as the converter enters
into the post-fault current-saturation mode. It aims at mitigat-
ing the instability arising from insufficient deceleration due to
current saturation and thus improving the transient stability
of a GFM-IBR. The MPC approach optimises the post-fault
trajectory of GFM IBRs by introducing appropriate corrective
phase angle jumps and active power references where the post-
fault dynamics of GFM IBRs are addressed. These two signals
provide controllability over GFM IBR’s post-fault trajectory.
This paper addresses the mitigation of oscillations between
current-saturation mode and normal mode by forced saturation
if conditions for remaining in the normal mode do not hold. The
performance of the proposal is tested via dynamic simulations
under various grid conditions and compared with other existing
strategies. The results demonstrate significant improvement in
transient stability.

Index Terms—Current saturation, grid-forming (GFMs) con-
verters, model predictive control, synchronization, transient sta-
bility.

I. INTRODUCTION

In response to climate change concerns, many countries
have outlined national strategies to achieve net-zero emissions
in power systems [1], [2]. This largely relies on decarbonizing
energy supply by developing renewables and phasing out fossil
fuels. Unlike traditional fuel-based synchronous generators
(SGs) interfaced resources, most renewables (such as wind
and solar) are interfaced with power grids through power
electronics, termed inverter-based resources (IBRs). Nearly
all the IBRs in service today are ‘grid-following’ (GFL),
which inherently do not contribute to power system inertia
and strength [3]. This poses major challenges for system
stability as the generation mix continues to evolve towards
lower shares of SGs, in the sense that power disturbances cause
faster frequency variation due to the low system inertia, and
voltage disturbances are propagated much further due to the
low grid strength. To maintain the stability of the electrical
system, grid-forming (GFM) technologies, which allow IBRs
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to contribute to system stabilisation by providing virtual in-
ertia, voltage, and frequency support, are recommended to be
utilized [4]–[6].

A major challenge arises from the limited over-current capa-
bilities of inverters [7], which inhibits their ability to provide
sufficient active and reactive power during and after large
disturbances (e.g., grid faults). As a result, transient stability is
adversely affected. Oversizing the converter to achieve higher
fault currents is a very costly option. On the other hand, the
transient behaviors of GFM IBRs are mainly dictated by their
control strategies unlike SGs of which the behaviors are tightly
linked to the rotating physical components. Thus, it is more
promising and cost-effective to enhance transient stability by
refining the control system design, which admits a larger
degree of freedom and flexibility.

A substantial body of literature has been dedicated to the
transient stability enhancement of GFM IBRs. References [8]–
[12] proposed modifying the GFM IBR’s control loops for
transient stability enhancement. However, these approaches
did not consider the impact of current saturation during and af-
ter close in fault on transient stability. In practical implementa-
tions of GFM IBRs, current saturation is an essence to protect
power electronic switches from over-current. Neglecting this
saturation in transient stability studies results in misleading
analyses. There are two typical categories of current saturation
[13]: (a) virtual impedance-based approaches, which emulate a
Virtual Impedance (VI) after the reference terminal voltage to
reduce the over-current, and (b) current reference saturation
(CRS), which puts a hard limit on the current reference
generated by the voltage controller of the GFM IBR. The
authors of [14]–[18] proposed transient stability enhancement
methods that consider the VI-based current saturation. While
the VI-based methods might exhibit a higher margin of sta-
bility compared to current reference saturation (CRS)-based
approaches, they may fail to promptly limit the inverter’s
output current. As a result, the inverter may be overloaded
until VI limits the current [13].

It is shown in [19] that if the angle of current saturation in
CRS approach is not set correctly, GFM IBRs may be stuck
in the post-fault current-saturation operation mode. For this
purpose, reference [19] proposed to optimise the current angle
to prevent the GFM IBRs from being locked in the current-
saturation mode. The authors in [20] proposed to change the
reference power of GFM IBRs again to enhance transient
stability. The angle of current saturation was optimized in
[21] to maximize Lyapunov-assessed transient stability region
of GFM IBRs. Data-driven predictive control was proposed
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in [22], where a corrective power reference change was
introduced to achieve enhanced transient stability. The possible
benefits of an optimal direct corrective change of the angle
alongside power reference change was not considered in
[19]–[22]. Therefore, the whole potential of modifying the
synchronization control for transient stability enhancement
was not investigated in these studies.

In this paper, the goal is to untap this opportunity by
modifying the post-fault trajectory of GFM IBRs via introduc-
ing appropriate corrective phase jumps and power reference
change into the Active Power Control (APC) loop of GFM
IBRs. These two corrective signals directly modify the APC
angle and frequency, respectively. To avoid compromising with
steady-state operation and small signal stability [23], [24], the
corrective terms are activated only when GFM IBR is in its
post-fault current-saturation mode. The values of these two
signals are calculated by a Model Predictive Control (MPC)
approach. The main contributions of the paper are as follows:

1) Corrective phase jumps and power reference change are
introduced to the APC when a GFM IBR is in its post-
fault current-saturation mode. These signals are opti-
mized through an MPC with the objective of minimizing
deviations of the APC angle. This, in turn, follows the
intuition that reducing this deviation decreases the risk
of approaching the instability angle threshold.

2) The post-fault APC angle and frequency of the GFM
IBR are constrained by putting appropriate limits on the
aforementioned MPC.

The proposed MPC strategy is designed essentially to help
the GFM IBR return to the steady-state post-fault equilibria as
fast as possible. Since the complete post-fault transient behav-
ior of the GFM IBRs is affected by both current-saturation and
normal operation modes, this approach requires modeling the
dynamics of the GFM IBR in both these modes, plus assessing
the conditions of the transitions between these two modes.
Indeed, as analysed in Appendix A, the switching into the
current-saturation mode happens when the APC angle exceeds
a voltage-dependant threshold. The proposed MPC does not
replace the APC, but corrects its trajectory by introducing
optimal corrective signals. The performance of this approach is
evaluated to assess its limitations and capabilities in rejecting
network disturbances.

The remainder of this paper is organized as follows. Sec-
tion II presents a model for the operation of a GFM IBR
in both normal and current-saturation modes and proposes
a solution for mitigating high-frequency mode oscillations.
Section III analyses the transient stability of GFM IBRs with a
focus on the impact of the current saturation. This section also
briefly reviews two benchmarks when analysing transient sta-
bility enhancements. Then, potential benefits of the proposed
method on providing extra deceleration and modifying the
APC trajectory are discussed. Section IV presents the formula-
tion of an MPC approach for achieving such transient stability
enhancement. Section V provides a conservative estimation of
the Domain of Attraction (DOA) of the post-fault transient
stability of the GFM IBR controlled by the proposed method.
Section VI analyses the performance of such a controller

by means of a set of selected dynamic simulations. This is
followed by a set of conclusions about the capabilities of the
proposed approach in reducing the risk of transient instability
and suggestions for future researches.

II. OPERATIONAL CHARACTERISTICS OF GRID-FORMING
CONVERTER

This section provides an overview of (virtual synchronous
machine-based) GFM IBRs [8], [9], [25], [26]. It also dis-
cusses the situations when a GFM IBR enters into the current-
saturation mode or oscillates between current-saturation and
normal modes.

As modeled in Fig. 1, GFM IBRs are typically connected
to the grid through an LC filters with inductance Lf and ca-
pacitance C, and a transformer with impedance Zt. Modeling
the grid via a Thevenin equivalent, i.e., a voltage source Vg

behind an impedance Zg leads to an equivalent impedance
of the grid plus transformer as Z := R + jX = Zg + Zt.
GFM IBRs typically consist of three layers of controllers [29].
The outer layer includes Reactive Power Controller (RPC) and
APC. The GFM IBR synchronizes itself to the grid through
APC, obtained by means of active power droop and virtual
inertia [9]. This also means that the arc (the argument of
the cosine form the AC variable) of APC is the reference
for all angles of AC variables in the dq-coordinates. To
avoid confusion, recall that the arc of an AC variable is the
argument of its cosine. The arc should not be confused with
angle which is the relative difference between the arcs of
the actual signal and the reference signal. Consider a signal
x(t) = xm cos

(
ω0(t−t0)+αx0

)
. Angle of x(t) with reference

of the moment t0 is αx0, which is a constant value during the
steady-state. Arc of x(t) is ω0(t − t0) + αx0, which always
change with the rate of ω0 during the steady-state. A GFM IBR
participates in reactive power sharing through the RPC, which
determines a reference V ref

d for the inner control layer (i.e.,
the voltage controller). The reference V ref

q is set to zero in the
normal operation mode. In cascade, setting these references
makes the voltage controller generate current references that
drive the innermost controller (i.e., the current controller) in
the normal operation mode.

In practice, the dynamics of the voltage and current control
loops are much faster than the APC loop. This indicates that
they can be neglected in the transient stability analysis [9],
[10], [17], [19].

To wrap up, Fig. 1 shows the control diagram of a GFM
IBR. From this figure, the presence of the typical virtual syn-
chronous machine APC control with frequency bound, RPC,
and internal controllers, i.e. voltage controller and current
controller (in blue) are observed [8], [9], [25], [26]. The
logical position of the extra controller proposed in this paper is
highlighted in purple. The voltage and current phasor diagram
associated with the GFM IBRs’ normal operation is shown in
Fig 2. Note that the Thevenin grid voltage and arc of its DQ-
coordinate are virtual variables, which model the grid. The
total inverter-side current Is is the summation of the current
flowing the filter capacitor (jωCV ) and the grid-side current
(I = (V −Vg)/Z). To prevent overheating, the inverter current
should not exceed the current limit Imax

s .
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Fig. 1: A block schematic viewpoint of the typical control structure of a Grid-Forming Converter with additional control
structure proposed in this paper highlighted in purple.
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Fig. 2: Voltages and currents during the steady-state normal
operation mode.

A. The Causes and Effects of Entering into the Current-
Saturation Mode

When a disturbance causes either a considerable change
in the angle of the APC angle or the Thevenin’s voltage
magnitude, inverter’s current may exceed the maximum limit.
This is because of the fact that there is a strong link between
active power with θ and reactive power with Vg in an inductive
transmission grid. A large APC angle results in a large
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Fig. 3: An over-current caused by sufficiently large APC
angle θ in absence of the saturation block in

Fig. 1.

active power and a considerable voltage sag leads to a large
reactive power, which causes extra Is as depicted in the phasor
diagrams of Fig. 3 and Fig. 4; respectively. In that case,
the native current saturation block (“Saturation” in Fig. 1)
is activated. This generates a new current reference with the
magnitude of Imax

s and angular displacement of β from d-axis.
As a result, the “Voltage Controller” in Fig. 1 is deactivated.

As proven in Appendix A, a GFM IBR enters into the
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current-saturation mode if the APC angle θ exceeds the voltage
dependent threshold θsat defined as

cos θ ≤ 1

1−XCωnω
(
1

2
(
Vg

V
+

V

Vg
) (1)

− (ZImax
s )

2

2Vg.V
+

V C2ω2
nω

2Z2

2Vg

− Z
V

Vg
Cωnω sinϕ).

Note that, neglecting the effect of the filter’s capacitance
(it is small and has negligible impact on the actual voltages
and currents), such threshold depends on the grid strength and
grid’s Thevenin’s voltage (as summarized in Fig. 5). More
verbosely, for a strong grid, the saturation APC angle threshold
is relatively smaller specially for a deep voltage sag. However,
as the grid becomes weaker, the saturation threshold θsat
becomes larger. This is because of the fact that a smaller
current (I) in Fig. 2 yields the same ZI if the grid is weaker
(larger Z). Therefore, a larger vector difference between V and
Vg can be accommodated by the allowed current in the normal
operation mode when connected to a weak grid. Fig. 5 depicts
that if the grid is exceedingly weak, a severe voltage sag does
not cause the GFM IBR fall into the current-saturation mode.

As mentioned earlier in this section, current saturation
causes deactivation of the current reference generated by the
voltage controller. Hence, the GFM IBR’s voltage V in this
case does not follow its reference (V ref

d , V ref
q ), and it is

determined by Vg , Imax
s , β, θ, and Z as depicted in Fig. 6 and

Fig. 7. Neglecting again the impact of the filter capacitors, one
may perform a vector analysis as in Appendix B, and obtain
that the voltage under the current-saturation mode evolves as

V sat
d = Vg cos θ + ZImax

s cos (β + ϕ), (2)
V sat
q = −Vg sin θ + ZImax

s sin (β + ϕ). (3)
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Fig. 4: An over-current caused by a sufficiently deep voltage
sag in absence of the saturation block.
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Fig. 5: Variations of θsat with the grid Thevenin’s voltage Vg

for different values of equivalent impedance (Z) specified in
the legend.
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Fig. 6: Voltages and currents in the current-saturation mode
induced by a deep voltage sag.
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Fig. 7: Voltages and currents in the current-saturation mode
induced by large APC angle θ.

B. Mitigation of Mode Oscillations During Post-fault Recov-
ery

While in the current-saturation mode, the voltage controller
is deactivated, but still generates a current reference. If this ref-
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erence during the current-saturation operation mode is larger
than the maximum allowed current, then the GFM IBR does
not switch back to the normal mode [27]. The magnitude of
this reference in its turn depends on the GFM IBR’s APC
angle, the parameters of voltage controller, the anti wind-up
strategy, as well as the post-fault grid conditions. In some
certain situations, this reference becomes less than the allowed
value, and the GFM IBR returns to a normal mode, but the
conditions after entering the normal mode are such that it
immediately re-enters in saturation. In these situations, the
GFM IBR switches back-and-forth between current-saturation
and normal modes, inducing oscillations in the system [27].

The presence of mode oscillations introduces a high-
frequency disturbance for a couple of hundreds of millisec-
onds. To mitigate this phenomenon, this paper proposes to
hold the GFM IBR in the current-saturation mode if the
cosine of the APC angle θ is less than 95% of the threshold
introduced in (1), regardless of the magnitude of the current
reference produced by the voltage controller. In case of errors
in estimating variables and parameters, the criteria in (1)
might have error. This error causes holding in saturation
unnecessarily which compromise the transient stability. To
prevent enforcing saturation more than the required one, only
up to 95% of the criteria saturation is enforced to remain in
saturation. Therefore, the minor oscillations might still exist.
Nevertheless, a huge amount of oscillations is mitigated by
holding saturation.

III. TRANSIENT STABILITY OF GRID-FORMING
CONVERTER

The concept of transient stability of a GFM IBR relates to
its ability to retain synchronism after a large disturbance [8].
Synchronism is mainly associated with the APC angle and
frequency. Based on the control design shown in Fig. 1, the
APC loop follows the swing equations [28], i.e.,

P0 − P = 2H
dω

dt
+

1

Dp
(ω − ω0) , (4)

dθ

dt
= ωn (ω − ω0) . (5)

Neglecting the effect of the damping term Dp enables perform-
ing a transient angle stability analysis of GFM IBRs by means
of the traditional equal area criterion [28]. However, because
of the current saturation, the relation between output power
and APC angle changes. Indeed, the power-angle relations
during normal and current-saturation modes can be expressed,
respectively, as [19] and Appendix B

Punsat =
VgV

X
sin θ (6)

Psat =
Imax
s

1− ω0ωnCX
Vg cos (θ + β) . (7)

These equations are decent approximations only if the resistive
component of Z is insignificant. According to these equations,
the saturated power output is considerably less dependent on
X if filter capacitor is negligible.

To graphically compare the effect of normal and saturated
output powers on transient stability, Fig. 8 shows how the
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ZC θNorm
UE

π
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P0 −∆Pmax
ref
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A2

A1

A3

θ (Rad)

P

Saturated

Normal

Fig. 8: Power-angle curve.

deceleration area for the saturated power output (area A1)
is considerably smaller than the unsaturated deceleration one
(area A1 plus area A2). Here θ0 is the initial APC angle,
θaf is the APC angle immediately after the fault is cleared,
θsat is the saturation threshold. Since active power is not the
only component of the apparent power which makes the output
current, θsat is not the intersection of active saturated power
and normal power curves. The effect of reactive power leads
to a minor deviation of θsat from this intersection point. θsatUE

and θsatZC are the APC angles corresponding to the saturated
unstable equilibrium angle and zero power output angle (zero
crossing angle), respectively. These two angles are in their
turn smaller than those of the unsaturated case (i.e., θNorm

UE

and θunsatZC = π). To summarize, entering the current-saturation
mode reduces the deceleration area, the unstable equilibrium
angle θUE and the zero power angle θZC.

Once the APC angle exceeds θsatUE, the GFM IBR will
be unable to return to the stable equilibrium without any
corrective control. Adopting an effective corrective control,
which will be explained in more details in Subsection III-B,
means steering the APC angle and frequency so that even
if the APC angle exceeds θsatUE the system can be brought
back to the Stable Equilibrium Point (SEP). However, after
passing θsatZC from which the GFM IBR may absorb power
reversely, the system is being operated in an unsafe condition
and is considered unsafely unstable. Operating GFM IBR in
APC angles less than θsatZC is considered safe because there
is a chance for the inverter to return to the normal operation
mode by employing an appropriate and safe corrective control
before it absorbs power from the grid. In Section IV, it will be
discussed how safety is ensured as a constraint of the proposed
MPC in addition to stability.

Fig. 9 shows boundaries of post-fault stability of GFM IBR
for two cases a) in which it enters current-saturation mode
in case of an over-current and b) it has huge over-current
capacity and is not saturated. Trajectories for saturated and
unsaturated cases are numerically calculated and shown with
dashed black and green lines respectively. Before reaching
saturation angle, trajectories of both cases are identical. This
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Fig. 9: Boundaries of DOA and post-fault trajectories for a
GFM IBR equipped with CRS (blue line and black lines) and
not equipped with CRS (brown line and green lines).

figure also confirms that the saturation deteriorates transient
stability margin.

A. Benchmarks in Transient Stability Enhancement

Two existing control strategies are used for comparison:
(1) Bounding the Frequency [8] and (2) Compensating for
Saturation [7].

Bounding the Frequency essentially corresponds to limit
the acceleration area in Fig. 8 by limiting the frequency
produced by APC. This limitation contributes to transient
stability enhancement in two ways. First of all, the post-fault
frequency is smaller, meaning that less deceleration is needed
to bring the frequency back to the normal operating frequency.
Secondly, the post-fault APC angle (θaf in Fig. 8) becomes
considerably smaller than when operating in the unbounded
cases as also shown in Fig. 10. In this figure, trajectories
are shown with dashed lines. By bounding the frequency, the
APC angle becomes less than the stability boundary unless the
fault duration is too long. Note that the boundary (maximum)
frequency should be sufficiently large so that the GFM IBR
can participate in active power sharing during the normal
operation. The smaller this frequency limit, the longer duration
of a fault is stable; however, the GFM will be limited in
participating grid frequency control.

Compensating for Saturation aims at mitigating the ad-
verse effect of saturation on transient stability by means of
subtracting a virtual power from the reference power in the
APC loop. As suggested in [7], to compute such a virtual
power one may use the unsaturated current reference, a method
though only applicable for some specific voltage controllers
(e.g., a virtual impedance voltage controller) considered in
[7]. For PI voltage controller (which is used in this paper),
current saturation makes the voltage controller deactivated as
explained in Subsection II-B. Therefore, the current reference
produced by the voltage controller is not a meaningful signal
in the control scheme of Fig. 1 during the current-saturation
mode operation. In this paper, in order to adopt this approach
as a benchmark (not as the main proposed methodology)
for assessing our proposed method, the difference between

0 0.5 1 1.5 2 2.5 3

0

2

4

·10−2

∆ωmax

θ (Rad)

∆
ω
(p
.u
.)

No Freq. Bound

With Freq. Bound

Fig. 10: Fault-on trajectories of a GFM IBR (a) equipped and
(b) not equipped with frequency bounding in case X = 0.46
p.u. The blue line is the boundary of stable region.

unsaturated and saturated power is first computed based on
the relation between the active power and estimated APC
angle, and then subtracted from the reference power. This
approach provides extra post-fault deceleration compared to
the uncompensated control.

This extra deceleration could be close to the required one.
However, if it is smaller than the required amount, it does
not help the GFM IBR become stable, while if it is larger,
this might lead to additional frequency and angle oscillations
(vanishing in time as the system settles to its steady-state
equilibrium).

B. Proposed Solution

As shown in Fig. 9 the current saturation considerably
shrinks the DOA. The post-fault APC trajectories can be
barely modified by changing the control parameters. However,
adjusting the parameters or restructuring the APC controller
so to enhance transient stability might compromise several
stability properties, e.g., the small-signal stability in some
conditions. Therefore, we are interested in investigating an
approach that does not rely in modifying the APC structure
and/or its parameters. Instead, we are interested in checking
the capabilities of triggering, when entering in a post-fault
current-saturation mode, an MPC scheme whose aim is to
introduce a corrective phase jump, and to change the reference
power so to redirect the APC trajectory (θ and ∆ω).

Indeed the proposed MPC-based scheme may provide the
transient stability of GFM IBR with the following opportuni-
ties:

• An enhanced controllability over the APC’s state vari-
ables (θ, ∆ω ) and thus trajectory. Indeed, dynamically
changing the reference power ∆Pref induces changes in
∆ω, and as a result a change in θ. Introducing a corrective
phase jump ∆θc also directly changes θ. Hence, an
optimization solver may have the capability of optimizing
the system’s trajectory by suitably evaluating these two
decision variables (control actuators).

• Moreover an MPC not only increases the chance of
reaching SEP, but also can make use of opportune con-
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straints on transient operation of GFM IBR, and thus act
according to safety criteria and operator’s desires.

The extra deceleration area A3 in Fig. 8 is provided if the
reference power changes from P0 to P0 − ∆Pmax

ref . Besides,
the APC angle can directly turn back to the stable operating
area by using corrective phase jumps. In other words, these
two signals provides the opportunity to correct state variables’
path from trajectories of Fig. 9. The corrective direction at time
step k (Each time step duration is Td) follows,

∆ωcorr(k) =
Td

2H
(∆Pref(k − 1)) (8)

∆θcorr(k) = ∆θc(k)−∆θc(k − 1) (9)

where ∆Pref(k) and ∆θc(k) are reference changes and cor-
rective phase jump.

IV. MPC FOR TRANSIENT STABILITY ENHANCEMENT

In this section, the formulation of an MPC approach to ap-
propriately modify post-fault system trajectories is presented.

Notation-wise, k ∈ {0, 1, . . . , T/Td − 1} is used as the time
index within the MPC horizon (T thus being the absolute
length of the rolling horizon, and Td being the time step of
such a discretized horizon). κ is used as the absolute time
index, even if we often keep this index as tacit (in other words,
every instant k within the MPC rolling time window refers to
the absolute time κ+ k).

The MPC controller will thus provide for every κ two refer-
ence vectors ∆Pref(k) and ∆θc(k), k ∈

{
0, 1, . . . , T

Td
− 1
}

,
built to minimize the sum of the squares of the APC angle
deviation from the post-fault equilibrium point, i.e.,

min
D

T/Td−1∑
k=0

(
θ(k)− arcsin

(
P0X

VgV ref
d

))2

(10)

subject to a set of constraints C. Here the set of decision
variable D comprises the corrective signals ∆Pref and ∆θc
in each time step and variables that model dynamics of the
system. As for the set of constraints C, they either describe
the dynamical behaviour of the GFM IBR in its transient (i.e.,
subset C1) or impose physical safe range limits (i.e., subset
C2).

To list the elements of C1, we note that first and foremost the
key variable in the transient stability analysis is the APC angle
θ. Accounting for effect of ∆θc as in equation (9) alongside
discretizing equation (5) leads to

θ(k + 1)− θ(k) =

∆θc(k + 1)−∆θc(k) + Tdωn(ω(k)− ω0). (11)

Similarly, C1 includes the discretized swing equation (4)
adjusted to account for the active power reference change
∆Pref as equation (8), and thus

ω(k + 1)− ω(k) = (12)
Td

2H

(
P0 +∆Pref(k)− P (k)− 1

Dp
(ω(k)− ω0)

)
.

According to Subsection III, the active power output of the
GFM IBR depends on the APC angle θ and and its operational
mode, i.e. whether being in current-saturation operation or not.
To capture this state, a binary variable n(k) is introduced,
where n(k) = 0 and n(k) = 1 represent respectively current-
saturation and normal modes at time k. As discussed in
Subsection II-A, the GFM IBR is in the current-saturation
mode if θ(k) is more than θsat. To capture the fact that n
would be zero or one depending on this binary comparison,
thus the ancillary sufficiently large parameter M is added, and
with the relations is introduced as

θsat − θ(k) ≤ Mn(k) (13)

−M(1− n(k)) ≤ θsat − θ(k) (14)

so that n(k) = 1 only if θ(k) is less than θsat.
The variable n enables representing the active power in

current-saturation and normal operation modes for the GFM
IBR as:

−Mn(k) ≤ P − VgIsat cos
(
θ(k) + β

)
1−XCωωn

≤ Mn(k) (15)

−M(1− n(k)) ≤ P − VgV
ref
d

X
sin
(
θ(k)

)
≤ M

(
1− n(k)

)
(16)

Aforementioned equations form C1. The rest of equations
in this section construct C2, which ensure variables of the
system behave within desired safe range. Firstly, C2 should
ensure that the APC angle estimation module can accurately
track its variations. Since fast changes of APC angle makes it
challenging to have an accurate estimation of the APC angle,
the changes of θ should be constrained, i.e.,

∆θmin ≤ θ(k + 1)− θ(k) ≤ ∆θmax . (17)

To avoid large frequency deviations, the following frequency
limits are also introduced,

ωmin ≤ ω ≤ ωmax. (18)

Moreover, to ensure that the GFM IBR does not absorb
active power from the grid, θ should be maintained within the
range of greater than zero and less than the saturated zero
crossing APC angle, i.e.,

0 ≤ θ(k) ≤ θsatZC. (19)

When the GFM IBR is in normal operation mode, ∆Pref

should be set to zero. Otherwise, APC loop will receive
corrective signal from the proposed MPC. This is not desired
because the corrective signal should be applied only in current-
saturation mode, so,

−∆Pmax
ref

(
1− n(k)

)
≤ ∆Pref(k) ≤ ∆Pmax

ref

(
1− n(k)

)
.

(20)

When the GFM IBR returns to the normal operation mode,
∆θc should be kept at a constant value to avoid an unnecessary
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corrective phase jump. This requires adding the following
constraint:

−∆θchg,max
c

(
1− n(k)

)
≤ ∆θc(k + 1)−∆θc(k) ≤ 0. (21)

Before introducing the following constraint, we note that
it has then been added after realizing that the search space,
without this constraint, was sufficiently large to significantly
slow down the numerical computation of the optimal. The
constraint imposes that once the GFM IBR transitions from
current-saturation mode to the normal operation mode, it
should stay in that state. This means imposing

n(k) ≤ n(k + 1). (22)

Finally, the MPC-based optimization program is character-
ized by a set of initial conditions [e.g., the APC angle and
corrective control signals, θ(0), ∆θc(0) and ∆Pref(0)] which
can be initialized by measurement or estimation. Accounting
for computation delay of the optimization solver, which is
assumed to be around one time step, the control action for
the next time step is calculated by the MPC.

As soon as the MPC program is solved, the proposed control
approach implements ∆θc(1) and ∆Pref(1) as the corrective
control signals, and the program will be updated and solved
in a rolling manner until the GFM IBR returns to normal
operation.

V. STABILITY OF THE PROPOSED MPC

The proposed MPC promotes both stability and safety. More
in detail, stability is improved in the sense that the corrective
signals modify the trajectory of the system in a way that
the APC angle deviations from the SEP get reduced, and
potentially become zero. In addition, safety is ensured through
a set of equations C2 that includes operating below the θsatZC

threshold, so to ensure that active power is not absorbed
from the grid. Implementing the proposed MPC considerably
increases thus the DOA. We note though that we here do not
provide estimates or exact computations to assess the extent of
such a DOA. Doing so for Mixed-Integer Non-linear MPCs is
indeed a complex task, and in any case, DOA of any control
law in the feasible space is a conservative estimation for the
DOA of the proposed MPC. This is because of the fact that
optimality of the result of the proposed MPC leads to smaller
angle deviations from SEP compared to that of feasible control
law. Neglecting constraints (17), (18), and (22), which either
are dependant on the preferences of the operator or used
for reducing the size of the optimization search space, the
following control law (CL0) is always a feasible point of the
proposed MPC:

∆Pref(k) =

{
−∆Pmax

ref if n(k) = 0,

0 if n(k) = 1,

∆θc(k) = 0, ∀k (23)

This control law though is not endowed with the possibility
of using corrective phase jumps. The DOA of CL0, shown in
Fig. 11, shall be regarded as a conservative estimation of the
DOA obtainable via the proposed method. In this figure, the
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Fig. 11: The expanded boundaries of DOA provided by CL0

with different per-unit values of ∆Pmax
ref . Black dashed lines

are post-fault trajectories.

boundaries are numerically calculated for the case X = 0.46
p.u. This figure shows that if the post-fault frequency of the
GFM IBR is kept small by bounding the frequency during
the fault with a sufficiently large ∆Pmax

ref , then CL0 increases
the critical clearing angle up to almost θsatZC. Therefore, the
proposed MPC ensures a safely stable solution up to this post-
fault APC state.

VI. CASE STUDY

To assess the effectiveness of the proposed MPC approach
and mode oscillations mitigation method, simulations were
conducted using Simulink/MATLAB and compared against es-
tablished benchmarks. The Artelys Knitro solver was utilized
to solve the mixed-integer non-linear optimization program of
section IV. The optimization time step is 20 ms for all cases.
The simulated system models a farm of parallel, identical
generating facilities (GFM IBRs) connected to a 132 kV power
system via a transformer, and modeled as an equivalent GFM
IBR [29]. The control structure of the simulated system is the
same as Fig. 1. The detailed specification of the base case is
summarized in Table I.

TABLE I: Parameters describing the simulated GFM farm.

Param. Value Unit Description
Sb 310 MVA Nominal apparent power
Vb 400 V Nominal Voltage
Vdc 1200 V DC link voltage
P0 0.871 p.u. Reference active power
Q0 0.0645 p.u. Reference reactive power
n 816 - Number of parallel GFM IBRs
fn 60 Hz Nominal frequency
Dp 0.03 p.u. Active droop coefficient
H 2 p.u. Virtual inertia
Dq 0.1 p.u. Reactive droop coefficient
V0 1.01 p.u. Set point voltage of RPC
Imax
s 1.2 p.u. Maximum allowed current

β −
π

4
Rad Angle of the saturated current

Xtr 0.16 p.u. Total reactance of transformer windings
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A. Effectiveness of MPC in Enhancing Transient Stability

This Subsection investigates to what level the proposed
approach enhances the transient stability by comparing the
time domain responses of the MPC added system versus the
system with original controller (i.e., where no transient sta-
bility enhancement measure is employed). Since a GFM IBR
can be connected to either a strong or weak grid, the transient
stability enhancement that the proposed approach brings is
studied for both scenarios. In this section, a strong grid and a
weak grid are characterized via Zg = 0.3 p.u. and Zg = 0.9
p.u.; respectively. Furthermore, the proposed MPC is com-
pared with two benchmark methods, namely, the frequency
bounding approach (Strategy B) and the compensating method
for the difference between saturated and unsaturated power
(Strategy C), as described in Subsection III-A. This is followed
by sensitivity analyses and robustness analyses. Then, impact
of different MPC optimization horizons is studied.

1) Tests Under Strong Grid Conditions: According to
Fig. 12, a fault occurrence at t0 = 0.1 s and lasting 450 ms,
which is simulated by decreasing the Thevenin’s voltage to
0.05 p.u., results in an increase in the GFM IBRs’ APC angle
from 0.407 Rad to 1.574 Rad. In the absence of corrective
measures, the APC angle surpasses its instability limit even be-
fore the fault clearance. In this case the compensating control
strategy (i.e., C) mitigates this effect by slightly decreasing the
acceleration. However, the method is not efficient in long fault
scenarios where the difference between on-fault saturated and
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Fig. 12: APC state variables with different control strategies
for the case of connection to a strong grid.
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Fig. 13: The optimal values for the corrective control law for
the strong grid-connected GFM simulation in Fig .12.

unsaturated power is not significant enough to ensure stability.
In contrast, for shorter faults, a considerable discrepancy
between post-fault unsaturated and post-fault saturated power
would assist in maintaining system stability by providing more
deceleration.

In this case, setting the frequency bound (Strategy B) to
1.0066 p.u. limits the APC angle increment rate. However, due
to insufficient post-fault deceleration, the system passes the
unstable equilibrium in current-saturation mode shortly after
the fault, as depicted by the transition in Fig. 12 from the light
yellow to the full yellow area. More precisely, the area colors
in this figure indicate:

• green: a GFM IBR operating normally (i.e., unsaturated)
after the fault;

• light yellow: a GFM IBR operating in the current-
saturation post-fault operation. In this case, the APC
angle is smaller than the saturated unstable equilibrium,
there may be a possibility to maintain stability.

• full yellow: a situation where the APC angle is greater
than the unstable saturated-mode equilibrium. However,
this situation is so that only with appropriate compensat-
ing control, the system may return to a normal operation
mode.

• red: a situation where the APC angle is greater than the
active power crossing zero. In this area, the GFM IBR
absorbs active power from the grid, which is hazardous
for the DC link capacitor. Although there may be a chance
to return to normal operation with corrective control,
operating in this area is unstable because it is unsafe.

• orange: a situation where the active power is negative, and
the GFM IBR absorbs power from the grid. Although
this is an undesired situation, it is still an acceptable
occurrence when the GFM IBR briefly enters this area
and returns to the green area. The maximum duration
that GFM IBR is allowed to enter this area depends on
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the capacitance of DC link capacitor and its maximum
tolerable voltage. This situation occurs during substantial
deceleration with minor damping.

The implementation of MPC effectively restores the GFM
IBR to the green area, as depicted in Fig. 12. The corrective
control law during the saturated mode operation, as presented
in Fig. 13, comprises changes in reference power and cor-
rective phase jumps. The corrective phase jump facilitates a
prompt return to operating point APC angle values, while
the reference power changes dampen frequency deviations as
expected. Right after the fault clearance, the proposed MPC
decides on a negative ∆Pref to provide more deceleration.
After the APC angle θ declines considerably, ∆Pref becomes
positive to prohibit under-frequency. Meanwhile, ∆θc declines
to bring the APC angle θ back to the SEP.

2) Tests Under Weak Grid Conditions: Fig. 14 depicts the
transient response of a GFM IBR connected to a weak grid
when subjected to a fault that lasts 250 ms. In contrast to
the strong grid situation, now the inverter’s response to the
fault displays a greater propensity toward instability, this is
primarily because of the fact that the initial APC angle is
higher and closer to the instability boundary. Consequently,
even a relatively brief fault event can readily cause the inverter
to cross this boundary.

During the fault event in this weak grid, the GFM IBR
does not enter the current-saturation mode, as discussed in
Subsection II-A. Consequently, the fault-on behavior of strat-
egy C remains analogous to the original strategy. However,
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Fig. 14: APC state variables with different control strategies
for the case of connection to a weak grid.
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Fig. 15: The optimal values for the corrective control law for
the weak grid-connected GFM simulation in Fig .14.

after the fault, the GFM IBR transitions into current-saturation
mode. The GFM IBR has already entered the unsafe area
(red) if it is controlled through strategies original or C.
Strategy B in this case limits frequency increases, but due
to its insufficient post-fault deceleration properties, the system
transitions from the light yellow to the full yellow area within a
few milliseconds after the fault. On the other hand, the MPC
corrective control, as shown in Fig. 15, offers an objective-
optimal reference power change and phase angle jump during
the current-saturation mode, enabling the GFM IBR to return
to the normal operating point swiftly.

3) Sensitivity Analyses: To demonstrate the capabilities of
MPC in enhancing the transient stability of a GFM IBR, its
performance is evaluated against the other mentioned strate-
gies for varying fault-on Thevenin’s voltages (representing the
proximity of fault location in a bulk power grid to the GFM
IBR). Figs. 16 demonstrates a significant increase in Critical
Clearing Time (CCT) due to the MPC. It shows a constant
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Fig. 16: Variation of the CCT with Thevenin’s voltage for a
GFM IBR connected to a strong grid (Zg = 0.3 p.u.).
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Fig. 17: Variation of the CCT with the reference power for a
GFM IBR connected to a grid with Zg = 0.4 p.u.
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Fig. 18: Post-fault APC angle for the proposed MPC with
different optimization horizons.

CCT around 770 ms for the GFM IBR under the proposed
MPC strategy. This result of simulation confirms the claim
of Section V about if we bound the frequency of the GFM
IBR to a small value, the stability boundary is extended by
the MPC up to θsatZC. One can compute that it takes 783 ms of
fault to increase APC angle from operating angle 0.4073 Rad
to zero-crossing angle 0.75π Rad with the frequency bound
of 1.0066 (p.u.). This computed time and simulated CCT are
significantly close to each other. Another sensitivity analysis
is also performed to ensure enhanced CCT in different loading
levels (reference powers) as shown in Fig. 17. These two
sensitivity analyses represent different operating conditions
and fault locations in a bulk power system.

4) Robustness to Parameter Estimation Error: Except than
the grid impedance, which is practically estimated online,
all inputs of the proposed MPC are either measurements or
parameters of the GFM IBR. Throughout the paper, it is
assumed that this estimation is perfect. In this Subsection,
a case in which impedance is estimated 10 % more than
its actual value is analyzed to ensure robustness. The system
is identical to Subsection VI-A1 except this estimation error
and also a constant reference voltage instead of a reference
voltage from RPC. Fig. 18 shows a stable post-fault APC state
variables trajectory despite the impedance estimation error.
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Fig. 19: Transient APC angle given different MPC optimiza-
tion horizons specified in the legend.

5) Impact of Optimization Horizon Duration: In all simu-
lations mentioned in this section, optimization horizon is 0.2
s. A large optimization horizon facilitates control decisions
considering the whole trajectory. On the other hand, it causes
an increase in computational burden of the required solver.
To analyse the effect of this horizon, MPCs with different
horizons have been performed for a case with Zg = 0.7 p.u.
and fault duration of 450 ms. It is observed in Fig. 19 that
if the horizon becomes more than 0.2 s, the changes in the
post-fault trajectory become insignificant.

B. Analysis of the Capabilities in Mitigating Oscillations
between Normal and Current-Saturation Operation Modes

Two specific cases are analyzed in this Subsection for
the purpose of evaluating the impact of the proposed mode
oscillations mitigation modification of Subsection II-B. More
specifically, one of the analysed cases does not incorporate
the mode oscillations mitigation strategy, depicted Fig. 20(a),
whereas the other case does, depicted in Fig. 20(b). Both
cases present the GFM IBR subjected to a three-phase fault
that occurred from 0.1 s to 0.175 s. As shown by the
Fig. 20(a), significant oscillations is observed from 0.175
s to approximately 0.8 s. However, with the application of
the proposed mode oscillations mitigation control approach,
the GFM IBR remains in the current-saturation mode until
reaching the condition for normal operation with just brief
oscillations.

VII. CONCLUSIONS

This paper presents a novel model-oriented strategy to
improve GFM IBRs’ transient post-fault behaviour considering
current saturation and provides a model-driven analysis of its
performance. It is shown that GFM IBR’s APC angle, grid
voltage, and grid strength are the main factors that contribute
to the situation that GFM IBR’s current reference exceeds
its limitation. This model is used to draft an MPC approach
which recursively generates an objective-optimal corrective
phase jump and reference power change.

The performance of this novel scheme is analysed by
means of simulations. The proposed method exhibits better
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Fig. 20: (a) The original CRS (Oscillatory) presented [19], (b) The modified mode oscillations mitigation control approach
(Non-Oscillatory) proposed in Subsection II-B.

performance compared with original and benchmarks under
both weak and strong grid conditions.

Although we here adopt a virtual synchronous machine
approach as in [9], the proposed methods can also be extended
to other types of GFM control technologies by simple modi-
fications in the formulation.
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APPENDIX A: DEFINITION OF THE SATURATION ANGLE
THRESHOLD

Initiated by a voltage sag or large APC angle, a GFM’s
output apparent power becomes an enormous value as indi-
cated in Fig. 21. In this case, the GFM IBR transitions from
a normal operation mode to the current-saturation because the
magnitude of the inverter side current exceeds its maximum
allowed value. This current is computed as

Is = I+ jCVωnω (24)

and is formally equal to

Is =
V −Vg

R+ jX
+ jCVωnω, (25)

By replacing V = V ∠θ and R+ jX = Z∠π, one will reach

Is =

(
V

Z
cosϕ− Vg

Z
cos (θ + ϕ)

)

+j

(
CV ωnω +

Vg

Z
sin (θ + ϕ)− V

Z
sinϕ

)
.

(26)
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Fig. 21: Variations of apparent power to voltage sag and APC
angle for a GFM IBR connected to a grid (X = 0.46 p.u.)
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This indicates that the GFM IBR enters a current-saturation
mode only if the magnitude of the inverter side current is larger
than Imax

s . If the grid has a high X/R ratio, using equation
(26), the saturation criterion becomes

cos θ ≤ 1

1−XCωnω
(
1

2
(
Vg

V
+

V

Vg
) (27)

− (ZImax
s )

2

2Vg.V
+

V C2ω2
nω

2Z2

2Vg

− Z
V

Vg
Cωnω sinϕ).

A saturation happens thus if the angle of the GFM IBR in-
creases such that its cosine become smaller than the threshold
defined by (27). If the effect of the filter capacitor is neglected,
then the threshold becomes instead

cos θ ≤ 1

2

(
Vg

V
+

V

Vg

)
− (ZImax

s )2

2VgV
. (28)

APPENDIX B: VOLTAGE AND POWER WHILE IN THE
CURRENT-SATURATION-MODE

According to Kirkhoff Voltage Laws, one may in general
model the behavior of the voltage at the terminal of a GFM
IBR as

V = Vg + ZI. (29)

Combining then (24) and (29) for a grid with negligible
resistance one obtains

V =
jXIs +Vg

1−XCωnω
(30)

and

I =
Is − jCωnωXVg

1−XCωnω
. (31)

Neglecting the effect of the equivalent capacitor, the result-
ing voltage is computed as the vector summation of jXIs and
Vg. Graphically, this may be represented as in Fig. 22, where
the angle between these two vectors equals to the sum of the
GFM IBR’s APC angle θ, the current saturation angle β, and

the grid equivalent impedance angle (ϕ ≈ π

2
rad). This figure

depicts how the GFM IBR’s voltage varies more under weak
grid conditions.

The considerations above explain why, in a transient event,
the magnitude of the voltage changes as soon as the GFM
IBR’s APC angle changes.

If the grid is lossless, the output power is then the inner
multiplication between Vg and I. If the capacitance is small,
jCωxVg in (31) can then be neglected. Since the angle
between Vg and I is θ + β, the output power may then be
computed as

P =
IsVg cos (θ + β)

1−XCωnω
. (32)
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Fig. 22: GFM IBR’s voltage in the current-saturation mode
for different grid total impedances (Z1 > Z2 > Z3).
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