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Abstract— This work proposes a real-time deep learning-based model 

for predicting the small-signal stability of an electrical network. The 

trained models equip power system operators with an accurate and fast 

monitoring tool which can be used during online operation. To achieve 

this objective, three different model architectures are employed in this 

research; stacked long short-term memory (LSTM), convolutional 

neural network (CNN)-LSTM and Convectional LSTM (Conv-LSTM). 

These models are trained using datasets which contain the oscillatory 

parameters (frequency and damping ratio) of both local and inter-area 

modes of oscillations. In addition, the voltage phasors at different buses 

are taken as the model input where the output comprises the real-time 

oscillatory patterns of the modes. Furthermore, the overall performance 

of proposed models is shown for the New-England 10-machine, 39-bus, 

IEEE 16-machine, 68-bus, 5-area, and IEEE 50-machine, 145-bus 

benchmark test cases. The main findings show that training CNN-

LSTM and Conv-LSTM models provide better performance compared 

with the stacked-LSTM model. The former models have less number of 

parameters and thus shorter training time. In addition, CNN_LSTM 

and Conv-LSTM models are less prone to overfitting problems in the 

network and have a better ability in capturing spatial and temporal 

features inherent in input data.   
 

Index Terms—Convolutional-LSTM (Con-LSTM), Convolutional 

neural network LSTM (CNN-LSTM), Power system, Small-signal 

stability predictions, Stacked-LSTM, time domain simulations. 

I. INTRODUCTION 

A. Motivation 

HE development of deep learning techniques in the last decades 
has enabled power system planners, operators,  technical 
experts and researchers to look for new paradigms in power 

network monitoring, protection and control. This coincides with the 
latest advancements in inverter-based interface renewable energy 
technologies and their growing penetration levels in power 
generation. Therefore, the dynamic characteristics of entire power 
system have been witnessing a good deal of change as a result of the 
stochastic nature of renewable power generation, replacement of 
synchronous generators and increased variability of load profiles [1]. 
Consequently, power systems are constantly being pushed towards 
their stability limits and thus accurate assessment and monitoring 
algorithms are needed to provide fast corrective actions to avoid the 
occurrence of cascaded events and subsequent network collapse. 
This work presents novel models for forecasting the small-signal 
stability of an electrical network using deep learning techniques. 
They can capture the inherent dynamic behavior of an electrical  
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network and thus provide accurate predictions about the 
stability status using collected data from a wide area 
measurement system (WAMS). 

B. Literature Review 
   The insufficient damping torque has been practically found to 
largely contribute to the small-signal stability problem and 
presence of poorly damped low-frequency modes of 
oscillations (LFMOs). The amplitude of these modes can grow 
as time evolves when small disturbances are experienced and 
hence power transfer capacity of tie lines may be jeopardized. 
This phenomenon is usually studied through a modal analysis 
where the differential and algebraic equations (DAE) model of 
a power grid is linearized about an equilibrium point [2]. The 
real components of the eigenvalues which correspond to 
conjugate complex pairs determine the amount of damping ratio 
of low frequency modes. This analysis is usually carried out 
during offline studies as it relies on developing the DAE model 
of all system components and their control algorithms. 
Furthermore, different strategies have been followed to mitigate 
the risks these oscillations may impose on system’s security and 
reliability. For example, novel optimal power flow formulations 
are proposed to find the power system operating point which 
also enhances its small-signal stability [3], [4]. In addition, 
proper design of power system stabilizers (PSS) [5] and power 
oscillator damper (POD) [6] has successfully contributed to 
improve the overall damping of LFMOs. Nevertheless, these 
studies are performed offline without considering the real-time 
operation which may be prone to the possibility of cascaded 
failures and blackouts [7].       
    Real-time assessment and monitoring of the overall damping 
of low-frequency modes have been the main focus of several 
studies in the literature. Initially, prony analysis is applied to 
single-channel measurements like generator active powers to 
estimate the oscillatory parameters (amplitude, frequency and 
damping ratio) of low-frequency modes [8]. However, this 
method is found very sensitive to the noise contained in the 
measured signals. Other estimation techniques are applied such 
as the Tufts-Kumaresan [9],  Empirical Mode Decomposition 
[10], Kalman Filter-based estimation [11], wavelet transform 
(WT) [12], dynamic mode decomposition (DMD) [8], and 
extended subspace identification (ESI) [13]. Although accurate 
estimates are provided by the employment of these methods, 
they still suffer several drawbacks like an inaccurate estimation 
of the mode amplitudes, incorrect identification of near 
frequency oscillations and being computationally expensive, 
especially in the presence of multiple oscillations.  
  The recent developments in artificial intelligence and machine 
learning techniques have given researchers the opportunity to 
benefit from the ability to capture inherent patterns and features 
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contained in the data to enhance a power system’s small-signal 
stability [14], [15]. For example, a time series model is trained using 
recurrent neural networks (RNN) for predicting the small-signal 
stability status  [15]. The oscillatory modes are estimated in real-time 
using ELPROS which relies on propriety modal identification 
algorithm and is applied to collected active powers from PMUs. 
However, the reported results show that overfitting occurs at epoch 
24 when the training is stopped. A support vector machine (SVM) 
with a kernel function is employed to explicitly derive small-signal 
stability constraints which are incorporated into the reported data-
driven small-signal stability constrained optimal power flow (SSSC-
OPF). Furthermore, the dataset generation strategy for predicting 
small-signal stability constraints comprises generator voltage 
magnitudes and minimum damping ratio as model inputs and output, 
respectively [16]. However, this approach can be employed in a real-
time manner as the reported total CPU time is found to be 51.03 sec 
for the IEEE 118-bus system. As a result, the required computational 
time is expected to be longer for large-scale interconnected electrical 
networks. In [17], the authors have investigated several neural 
networks (NN) architectures such as a multi-layer perceptron, a fully-
convolutional neural network, an inception network, a time 
convolutional NN, and a multi-channel deep convolutional NN for 
building a time series-based classifier for classifying small-signal 
stability. After linearizing the grid model around an equilibrium 
point, the damping ratio of dominant eigenvalue is computed to 
determine the corresponding label (stable/unstable) for a specific 
contingency. However, the proposed approach does not consider 
changes in the dominant modes across time. In addition, the sample 
learning method is employed to train a mapping model based on data 
obtained about steady-state operation [18]. However, multi-layer 
perceptron (MLP) network may be limited when estimating evolving 
low-frequency oscillations (time-series task) due to its lack of 
mechanism for learning the temporal dependencies between 
observations. In addition, it exhibits inability to learn time series 
tasks time-step by time-step. MLP network may becloud the 
interpretability of the factors that are driving the time series. An 
assessment and correction control model for small signal stability is 
proposed using the extreme gradient boosting (XGBoost) algorithm. 
Nevertheless, the maximum error of test set is found to be 19.14%, 
which may be harmful in some cases where wrong estimates are 
obtained.  The t-distributed stochastic neighbor embedding approach 
is used to design a convolutional neural network (CNN) model that 
is deployed to the electrical distance of power grids for different 
conditions  [14]. However, the suggested method ignores how 
oscillatory mode frequency and damping ratios change over time. To 
overcome the aforementioned challenges, the authors in [19] have 
proposed a unified online deep learning model which comprises of a 
CNN and an LSTM networks for the forecast of transient and small-
signal stability. The LSTM network provides online predictions of 
damping ratios and frequency of local and inter-area oscillation 
modes as dynamic trajectories vary over time. Although good 
predictions are obtained for the actual oscillatory patterns, some 

detailed shortfalls are observed due to inability to capture abrupt 

low-frequency oscillatory patterns of power system, which result in 
overshooting of the values of the reconstructed damping rate with 
high prediction errors. 
 

C. Models Features and Contributions 
The conducted literature review reveals that a room for 

improvement does exist in the area of developing accurate online 
prediction models for assessing and enhancing small-signal stability  
of the power grid. In this context, the main contributions of this paper 
are summarized as follows: 

1) Stacked-LSTM, CNN-LSTM and Conv-LSTM 
networks are trained using real-time data to provide 
accurate and online tracking of the frequency and 
damping ratio of local and inter-area modes of 
oscillations. The models exhibit very low generalization 
loss regardless of the system strength.  Also, accurate 
estimations of low-frequency oscillations and 
reconstruction of damping rates are obtained for the 
system with renewable generations. 

2) The proposed real-time low-frequency oscillation modes 
estimation networks mainly focus on achieving good 
performance on and explanation for, especially 
abnormal changes and abruptions of the modes of 
oscillation in the original time series data. In addition, 
the presented model architectures provide forecasts of 
small-signal stability that correspond to the real-time 
patterns of the original dataset.  

3) The main findings show that training CNN-LSTM and 
Conv-LSTM models provide better performance 
compared with the stacked-LSTM model but at the 
expense of slightly larger hyper-parameter tuning. 
Conv-LSTM models achieves similar performance to 
the other networks with less number of layers while 
CNN-LSTM model with same depth as stacked-LSTM 
network possess less trainable parameters, thus shorter 
training time. In addition, CNN-LSTM and Conv-LSTM 
models are less prone to overfitting problems in the 
network and have the ability to capture spatial and 
temporal features inherent in input data. 

D. Paper Organization 
The rest of the paper is organized as follows: Section II 

discusses small-signal stability problems (SSSP). Section III 
presents the proposed prediction models for SSSP. Section IV 
puts forward the implementations of these models. Section V 
verifies the proposed models with test cases. Section VI 
concludes this paper. 

II. THE SMALL-SIGNAL STABILITY PROBLEM 

Small-signal stability of a power system is associated with its 
ability to remain in synchronism when a small-disturbance such 
as load change occurs. The disturbance size is small in 
magnitude such that the little deviation from equilibrium is 
governed by the linearized model of differential and algebraic 
equations (DAE) model. In addition, individual synchronous 
machines along with their control circuits mainly contribute to 
system ability to return to a state of equilibrium after being 
subjected to disturbance. They also determine the existing 
synchronizing and damping torques which significantly shape 
the system dynamic response and assist in bringing the 
deviation in equilibrium point to zero. As a result, the change 
in electrical torque should instantaneously exhibit sufficient 
damping and synchronizing torques to ensure small-signal 
stability. Moreover, the lack of sufficient torque components is 
experienced by the rotor angle of a synchronous generator in 
the form of a periodic drift and oscillatory response, 
respectively. In practical power systems, the small-signal 
stability problem is largely associated with the presence of 
poorly damped LFMOs. 

The real-time operation of power systems revels that the 
small-signal stability problem is largely contributed by 
insufficient dampening of oscillations which lie in a frequency 
range of 0.3 – 2 Hz. The higher side of this range (1-2 Hz) 
corresponds to the frequency of local modes of oscillations 
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which are triggered when synchronous machines swing against each 
other in one location. The other type of oscillations includes multiple 
synchronous generators that swing against each other at different 
locations within a frequency of 0.3-1 Hz. The presence of these 
modes of oscillations can be very harmful for system operation as it 
limits power transfer especially through weak tie-lines where large 
amount of power is to be transmitted. The dynamic response of a 
power system is described by a set of nonlinear differential and 
algebraic equations which can be expressed in a compact form as: 

�̇� = ℱ(𝑥, 𝑦) (1) 

0 =  ℋ(𝑥, 𝑦)  (2) 

where 𝑥 and 𝑦 denote the state and algebraic variables. Furthermore, 

ℱ and ℋ represent the vectors of differential and algebraic equations. 

Eqns. (1-2) describe the time evolution of system states and algebraic 

variables when a disturbance is experienced. In addition, modal 

analysis can be applied to the DAE model after linearizing it about 

the equilibrium point (𝑥0, 𝑦0). Therefore, the small-signal model 

expressed in (3)–(4) is utilized to investigate the small-signal of an 

electrical network around an equilibrium point when subjected to a 

minor disturbance. This goal is achieved by calculating the roots of 

the characteristic equation (eigenvalues) as follows  [20]: 

Δ�̇� = 𝐴Δ𝑥 + 𝐵Δ𝑦     (3) 

0 = 𝐶Δ𝑥 + 𝐷Δ𝑦     (4) 

𝐴 =
∂ℱ

∂𝑥
, 𝐵 =

∂ℱ

∂𝑦
, 𝐶 =

∂ℋ

∂𝑥
, 𝐷 =

∂ℋ

∂𝑦
     (5) 

det (𝐴𝑠𝑦𝑠 − 𝜆𝐼) = 0   (6) 

where 𝐴𝑠𝑦𝑠 = 𝐴 − 𝐵(𝐷−1)𝐶 and 𝜆 = [𝜆1, 𝜆2, … , 𝜆𝑛]. The estimated 

eigenvalues can be either real or complex ones which result in non-

oscillatory or oscillatory responses. Further, complex eigenvalues 

exist in conjugate pairs, each of which indicates an oscillatory mode 

[20]. The 𝑖-th  complex pair of eigenvalues can be expressed as 𝜆𝑖 =

𝛼𝑖 ± 𝑗𝛽𝑖 where 𝛼𝑖 and 𝛽𝑖 correspond to the real and imaginary part. 

As a result, the damping ratio 𝜁𝑖  and frequency of oscillation 𝑓𝑖 in Hz 

are expressed as   

𝜁𝑖 =
−𝛼𝑖

√𝛼𝑖
2 + 𝛽𝑖

2
, 𝑓𝑖 =  

𝛽𝑖

2𝜋
    ∀𝑖 ∈ ℳ       (7) 

where ℳ denotes the set of low-frequency modes of oscillations that 

include both local and inter-area ones and have a frequency 𝑓𝑖 ≤ 2𝐻𝑧 

and a damping ratio 𝜁𝑖 ≤ 0.1. 

III. HYBRID CNN AND LSTM DEEP LEARNING MODELS FOR 

PREDICTING SMALL-SIGNAL STABILITY OF A POWER SYSTEM 

    In the previous section, the small-signal stability problem is described 

where modal analysis is employed to compute the parameters of low-

frequency modes of oscillations. It can be seen from (3)–(4) that they  

are computed using the state matrices about an equilibrium point. 

Therefore, the traditional method for studying small-signal stability lacks 

the ability to provide useful information concerning changes of 

oscillatory parameters (damping ratio and frequency) during real-time 

operation of a power system. In other words, modal analysis fails to 

provide online tracking for the evolution of these modes as time elapses 

and changes in operating conditions are experienced in real time.  
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Fig. 1. LSTM Model for predicting small-signal stability. 

 

In addition, obtaining a state matrix for large-scale power systems 

can be complicated and computationally expensive as it requires 

detailed mathematical models for all components and their control 

circuits [21]. On the other hand, power system operators can 

benefit from the availability of various measurements that are 

provided by WAMS across the entire network [22]. The collected 

data carries useful and non-linearized information concerning the 

real-time operation of a system and hence, dynamic signatures 

which can be deployed to construct an accurate mapping using 

machine learning techniques. The input to this mapping represents 

the collected measurements such as voltage magnitudes, angles 

and active power. The mapping will result in the real-time 

estimates of the oscillatory parameters for all modes of oscillations. 

Therefore, deep learning techniques provide the ability to capture 

inherent dynamic characteristics that exist in the dataset. As a 

result, the employment of machine learning and deep learning 

techniques assists in constructing fast and accurate models for 

predicting the oscillatory parameters for low-frequency modes of 

oscillations. In this section, theoretical background is presented for 

constructing accurate small-signal prediction models using deep 

learning techniques.  

A. Convolutional Neural Network (CNN) Architecture 

CNN is a type of feedforward artificial neural network 

(ANN) that is renowned for image visualization and 

classification. CNN can learn spatial-dependent patterns from 

data efficiently. Like an ANN, CNN consists of hidden layers 

that include neurons with learnable parameters. The neurons 

when fed with inputs, execute dot product operation to generate 

feature map and then non-linearity is applied to the feature map 

by an activation function for fast convergence [23].  However, 

CNN is different from multilayer (MLP) network because it 

uses convolutional layers, pooling, and nonlinearities such as 

ReLU. The convolutional layer comprises of a kernel and is 

utilized to locally slide through the width and height of an input 

image or row and column of a vector based input data, and 

compute dot product of the input’s region and the weight 

learning parameters (8).  

ℏ𝑖
(𝜃)

= (w ⊛ x)𝑖 = ∑  

𝑛

𝑗=1

x𝑖+𝑗w𝑗 + b𝑗  

                𝑖 = {1,2, … , 𝑚} 

(8) 
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where w is filter weight; x is input vector and ⊛ is convolution 

operation. Note that convolution acts over all channels concurrently 

for multi-channeled signals, merging the dynamics of several signals 

to generate one new signal with valuable spatial features. CNN has 

sparse connections at each layer and shares weight across its layers 

and these decrease trainable parameters and thus, help to speed 

computation [24]. It should be noted that despite the sparse 

connectivity of CNN at each layer, its receptive field expands with 

depth [25], which means signals that appear later may be identified 

earlier. The pooling layers down-sample the rectified feature map 

into a salient feature representation, allowing for the modeling of a 

small local invariance [25]. Following the convolutional layers, one 

or more fully connected (FC) layers are added to identify and 

interpret the extracted spatial pattern from previous layers. The entire 

CNN expresses the mapping between raw image pixels or raw time-

series in 1-D vector values and their target values. Conventionally, 

the softmax function or linear function is used at the last layer of the 

network for classification or regression tasks. Nevertheless, in this 

study, CNN last layer’s is coupled to LSTM layer(s) and then follow 

by dense layer (s). 

B. LSTM Networks for SSP 

A Long short term memory (LSTM) is increasingly deployed in 
research areas about sequential data such as video, text, and audio 
sequences and has offered a new perspective for analyzing power 
system time-series event-based operations. The gate functions in 
LSTM cell structure gives it the capability for handling and recalling 
long-term temporal correlations in the past sequences during 
training. The gating functions enable LSTMs to achieve more 
exciting results compared to recurrent neural networks (RNNs), 
which have gradient exploding and/ or gradient vanishing constraint 
during weight updates for more prolonged sequence. The main 
reason for this behavior is the presence of sigma or tanh cells in 
RNNs  [26]. An LSTM network is made of a stack of cells. The long-

term component of an LSTM is termed the memory cell (𝑐). The 
network learns by encoding sequence data in stepwise hidden state 
and memory cell that are copied from time step to another. It is to be 
noted that integration of memory modules in the LSTM cell enables 
it to overcome the problem of gradient vanishing and explosion 
which is inherent in the original RNN. New sequence information is 
passed into the memory by summing updates; in consequent, the 
gradient expressions do not accumulate multiplicatively over time 
like RNNs. LSTM networks comprises three gating units: input gate 
(𝑖̃), forget gate (f̃), and output gate (�̃�), as well as a cell state (c(𝑡)) 

and a hidden state (h(𝜃)). The gating units are interacting FC-ANNs 

that utilize elementwise multiplication of an appropriate temporal 
information to control the flow of sequential data points in the 

LSTM. The forget gate (f̃)  control the memory cell element to carry 

forward to next time step or reset to zero. The input gate (𝑖̃) updates 
additively the element of the memory cell with new information from 
the input vector at a specific time step. The output gate (�̃�) regulates 
the element in the memory cell to transfer to the short-term memory 

(h(𝜃)), which plays a similar role to the hidden state in basic RNNs. 

The mathematical model which describes LSTM architecture can be 
written as: 

    f̃ = 𝜎(W(𝑓̅)[h(𝜃)(𝑡1), x(𝑡2)]   +  b(𝑓̅))      (9) 

 𝑖̃ = 𝜎(W(𝑖̅)[h(𝜃)(𝑡1), x(𝑡2)]  + b(𝑖̅)) (10) 

g̃ = tanh(𝑊(�̅�)[ℎ(𝜃)(𝑡1), 𝑥(𝑡2)] + 𝑏(�̅�))         (11) 

�̃� = 𝜎(W(�̅�)[h(𝜃)(𝑡1), x(𝑡2)] + b(�̅�)) (12) 

c(𝑡) = 𝑓 ∗ c(𝑡 − 1) + 𝑖̃ ∗ g̃ (13) 

h(𝜃)(𝑡) = �̃� ∗ tanh (c(𝑡)) (14) 

where ∗ is the element-by-element product; 𝑊(∗)  is the weight 
parameter which represents the symbol for one of the four 

ANNs of the LSTM units (𝑓,̅ 𝑖,̅ �̅� and �̅�, the candidate cell). Fig. 
1 shows the overall architecture an LSTM unit. LSTM networks 
are well-suited to translating sequential data in real-time, which 
makes them perfect for SSP. LSTM networks may also learn to 
translate patterns in observed time-domain signals into the 
oscillatory modes of the system at every time instance; technically, 

�̂�(𝑡) =  𝐻𝜙(𝑥(𝑡𝑛))  by utilizing data from various operational 

situations. Since previous forecasts have an impact on future 
predictions, the LSTM network must minimize the mean squared 

error (MSE) between �̂�(𝑡𝑛)𝑖 , and actual values 𝜆(𝑡𝑛)𝑖 post fault 

clearing time to the end of simulation, 𝑇 , and across all 

𝑖 contingencies: 

𝐿𝑜𝑠𝑠MSE =
1

|ℳ|
∑  

|ℳ|

𝑖=1

∑  

𝑇

𝑡=1

(𝜆(𝑡)𝑖 − �̂�(𝑡)𝑖)
2
 (15) 

The LSTM network's weight parameters, 𝜙, include the weights of 
all fully connected (FC) networks as well as the LSTM units. 
Furthermore, LSTM networks may be made more sophisticated by 
stacking LSTM units such that one LSTM unit's hidden state 
combines with the input of another LSTM unit. FC layers are 
frequently added to the output of LSTM units for interpretation 
purposes. 

C. CNN-LSTM Networks for SSP  

A CNN-LSTM approach is proposed using the architecture 
depicted in Fig. 2 to extract the rich information from the 
spatial-temporal dynamic measurements across various time 
periods. CNN and LSTM layers make up the deep 
learning model. Convolution layers are used in the proposed 
architecture in place of CNN's fully connected layer to learn 
generic features since they may encode spatial information, 
which is essential for the subsequent LSTM. Conventionally, 
the design should demonstrate how the temporal tensors are 
chosen as inputs, and how features in these inputs are initially 
extracted by Convolution layers, followed by pooling layers to 
lower the spatial size of the representation learned by CNNs. 
Then, the output of the pooling layer is transformed into a 1-D 
array by a flatten layer and used as the input for the LSTM layer. 
Finally, LSTMs extract temporal features, which are interpreted 
by fully connected (FC) layers for regression analysis [27]. 
However, this study uses 1-D CNN, casual padding, but no 
pooling and no flatten layer–since the data at each time step are 
1-dimensional vectors. 

D. Conv-LSTM Networks for SSP  

  In this study, a convolutional LSTM (Conv-LSTM) network 
is presented for small signal predictions. The small signal is 
formulated as a spatiotemporal sequence forecasting problem 
that may be resolved using the generic framework for sequence-
to-sequence learning. However, in this study, the sequence-to-
sequence are of different lengths. Conv-LSTM which 
incorporates convolutional structures in both the input- to-state 
and state-to-state transitions is an extension of the FC-LSTM 
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concept that is effectively used to simulate the spatiotemporal 
interactions. An end-to-end trainable model is created for small-
signal stability (SS) prediction by piling up Conv-LSTM layers and 
creating an encoding-forecasting structure. The use of full 
connections in input-to-state and state-to-state transitions when no 
spatial information is recorded is FC- LSTM's main limitation when 
processing spatiotemporal data. To solve this problem, all the inputs 

𝒳(1) ,..., 𝒳(𝑡) , cell output 𝒞(1) ,..., 𝒞 (t), hidden states ℋ(1) ,..., 
ℋ(𝑡), and gates 𝑖̃, f̃, and �̃� of the Conv- LSTM are designed as 3-D 
tensors,  where the last two dimensions represent spatial dimensions 
(rows and columns). To better understand the input and states, they 
can be foreseen as vectors positioned on a grid in space. Conv-LSTM 
uses the inputs and previous states to determine the future state of a 
specific cell in the grid. Using a convolution operator in the state-to-
state and input-to-state transitions makes this simple to achieve (see 
Fig. 3) [28]. The main equations of Conv-LSTM are shown in (16)-
(21), 

f̃ = 𝜎(𝑊(𝑥𝑓) ⊛ 𝒳(𝑡2) + 𝑊(ℎ𝑓) ⊛ ℋ(𝑡1) + 𝑊(𝑐𝑓)⨂ 𝒞(𝑡1) + 𝑏𝑓) (16) 

𝑖̃ = 𝜎(𝑊(𝑥𝑖) ⊛ 𝒳(𝑡2) + 𝑊(ℎ𝑖) ⊛ ℋ(𝑡1) + 𝑊(𝑐𝑖)⨂𝒞(𝑡1) + 𝑏𝑖) (17) 

g̃ = tanh(𝑊(𝑥𝑔) ⊛ 𝒳(𝑡2) + 𝑊(ℎ𝑔) ⊛ ℋ(𝑡1) + 𝑏𝑔) (18) 

𝒞(𝑡2) = f̃⨂ 𝒞(𝑡1) + 𝑖̃⨂ g̃           (19) 

�̃� = 𝜎(𝑊(𝑥𝑜) ⊛ 𝒳(𝑡2) + 𝑊(ℎ𝑜) ⊛ ℋ(𝑡1) + 𝑊(𝑐𝑜)⨂ 𝒞𝑡2
+ 𝑏𝑜) (20) 

ℋ̃ = �̃�⨂ tanh (𝒞(𝑡2)) (21) 

where ⊛ denotes the convolution operator and ‘⨂’, as before, denotes 

the element-by-element multiplication. A Conv-LSTM with a bigger 

transitional kernel should be able to detect faster kernel if the states 

are depicted as the hidden representations of moving objects.   

 
Fig. 2. CNN-LSTM Topology. 
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Fig. 3. Conv-LSTM architecture. 

 

Additionally, in accordance with the viewpoint presented in 

[29], the inputs, cell outputs, and hidden states of the 

conventional FC-LSTM described by (9)-(14) can alternatively 

be thought of as 3-D tensors with the last two dimensions being 

equal to 1. FC-LSTM is basically a special case of Conv-LSTM 

in this regard, all features standing on a single cell. are all 

combined. The states must have the same number of rows and 

columns as the inputs in order to be valid. Furthermore, padding 

is required before using the convolution process, [28]. It is 

observed that the Conv-LSTM model used in this study 

significantly outperformed the FC-LSTM when trained and 

tested on the same training and testing datasets. 

IV. IMPLEMENTATION OF LSTM, CNN-LSTM AND CONV-

LSTM NETWORKS FOR SMALL-SIGNAL STABILITY PREDICTION 

A. LSTM SSSP Model: Data Preparation and Implementation 

  Extensive time-domain simulations are conducted to generate 

the datasets for training and testing the small-signal stability 

prediction model. To achieve this objective, a library of 

possible fault types, locations, clearing times and loading levels 

is designed to cover a wide range of operating conditions and 

contingencies. For each contingency, the test system is 

simulated for 10 seconds until a steady state is attained. The 

contingency is thereafter applied for a specific time after which 

the fault is cleared where the system is allowed to enter the post-

fault period. In this research, the dataset is constructed through 

stacking up the post-fault dynamic response of various system 

states and variables especially, the latest 850-time steps 

(equaling 8.5 s) for each contingency. In addition, bus voltage 

magnitudes and angles are designated as inputs to the prediction 

model whereas the oscillatory modes 𝜆 are used as target 

variables. A 1-dimensional row vector of input variables and 

output responses is formulated at each time step. This process 

is repeated for the subsequent time steps and the 1-D vectors 

are horizontally concatenated to form, at the end, a 2-D vector 

of supervised data. Equations (22)–(25) are mathematical 

descriptions of this process. 

V(𝑡) = {|𝑉𝑛(𝑡)|, ∠𝑉𝑛(𝑡) ∣ 𝑛 = 1, … , 𝐵} (22) 

                 �̃�(𝑡) = {𝜆𝑙(𝑡) ∣ 𝑙 = 1, … ,2𝐿} (23) 

                  X = [V(𝑡)⊤ ∣ 𝑡 = 𝑡c, … , 𝑇] (24) 

                 Λ = [�̃�(𝑡)⊤ ∣ 𝑡 = 𝑡c, … , 𝑇] (25) 

|𝑉𝑛(𝑡)| and ∠𝑉𝑛(𝑡) are the voltage magnitude and angle for 

system node 𝑛 at time 𝑡, respectively. Since the oscillatory 

mode 𝜆 is complex conjugate pair which does not occupy 

Euclidean space, (15) would not fit the output �̂�(𝑡) well. We 

therefore opted for disjointed split of 𝜆 into real and imaginary 

parts: 

�̃� = {(𝜆1), R(𝜆2), … , R(𝜆𝐿), J(𝜆1), J(𝜆2), … , J(𝜆𝐿)} (26) 

This approach is found effective since there is no complex 

analogue of the MSE loss function currently available in the 

literature.  Similarly, this method is followed to evaluate the 

performance of deep learning models used in this work. 

  To model the complicated highly nonlinear dynamics of a 

power system, a stacked LSTM of two layers and L units is 

designed as shown TABLE I. The first LSTM unit collects a 3-

This article has been accepted for publication in IEEE Transactions on Power Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TPWRS.2023.3279316

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



 

dimensional input signal from raw data and feeds it into the second 

LSTM unit together with its hidden state and so on. In addition, the 

training is carried out for different LSTM networks with 64, and 256 

number of hidden units as in [19]. However, the model check-point 

technique is deployed with early stopping for a patience of 100 

epochs to save the best model during long training processes. The 

early stopping criteria helps to stop the training once the loss function 

value does not improve after a patient of 100 epochs. Further, no 

dropout nor weight decay are employed since the adopted training 

technique results in an appropriately fit model. To achieve stability 

in LSTM training, Adam optimizer is used [30], with default settings 

(𝛽1 = 0.9, 𝛽2 = 0.999).  
 

                 TABLE I: THE PROPOSED LSTM ARCHITECTURES 

Layer 
Model parameter size 

IEEE39 Bus IEEE 68 Bus IEEE145 Bus 

Input step 2𝐵 × 1 2𝐵 × 1 2𝐵 × 1 

LSTM 1 64 256 256 

LSTM 2 64 256 256 

Dense 1 32 - 128 

Dense 2 - - 64 

Output 18 10 12 
 

B. CNN-LSTM SSSP Model: Data Preparation and Implementation 

 The hidden layers of a CNN network are used in the CNN-LSTM 
architecture to extract features from input data which are utilized by 
the LSTM network to provide sequence prediction. Subsequences of 
the main sequence will be read into the CNN-LSTM model as blocks, 
and each block's features are extracted before being sent to the LSTM 
for interpretation. One way to put this model into practice is to divide 
each window of n-time steps into subsequences that the CNN model 
can analyze. For instance, four subsequences of three-time steps may 
be created from each window of 12-time steps.  Then, a CNN model 
may be created that reads sequences of 3-time steps in length and m-
features. The same CNN model can be read in each of the four 
subsequences in the window by wrapping the complete CNN model 
in a time distributed layer. The extracted features are then flattened 
and provided to the LSTM model to extract its own features prior to 
making a final mapping to the set of predicted oscillatory modes 

(λ′s). This is carried out through hidden dense layer(s) to output 
dense layer. The basic structure utilized in the CNN-LSTM model is 
typically two consecutive CNN layers, followed by dropout and a 
max-pooling layer [31]. This model is similar to the LSTM model 
which is previously described except that two 1-dimensional CNNs 
in end-to-end concatenation with two-layered LSTMs are 
implemented. The final extracted features are thereafter passed to 
the dense layer to generate the output. However, pooling, dropout, 
and flatten layers are not used in this model. The architecture of 
CNN-LSTM is tabulated in TABLE II. 

C. Conv-LSTM SSSP Model: Data Preparation and Implementation 

  This architecture represents an expansion of the CNN-LSTM SSSP 
model. For this model, convolutions of the CNN networks are carried 
out as part of the LSTM at each time step. The Convolutional LSTM 
(Conv-LSTM) is a combination similar to the CNN-LSTM as it is 
utilized for spatiotemporal data. In contrast to LSTM and CNN-
LSTM models, the Conv-LSTM directly utilizes convolutions as part 
of feeding the inputs into LSTM units. It can be set up to forecast 1D 
multivariate time series. By default, the Conv-LSTM2D class 
anticipates that input data in (22) will be in the following shape: 
[samples, time steps, rows, columns, channels]. The definition of 

each data at any time step is an image of (rows × columns) 
 

           TABLE II: THE PROPOSED CNN-LSTM ARCHITECTURES 

Layer 
Model parameter size 

IEEE39 Bus IEEE 68 Bus IEEE145 Bus 

Input 2𝐵 × 1 2𝐵 × 1 2𝐵 × 1 

CNN 1 

32 kernels; 

kernel  (3); stride 

(1); padding 
(causal) 

64 kernels; 

kernel  (1); stride 

(1); padding 
(causal) 

64 kernels; 

kernel  (1); stride 

(1); padding 
(causal) 

CNN 2 

64 kernels; 

kernel size (3); 
stride (1); 

padding (causal) 

128 kernels; 

kernel  (1); stride 
(1); padding 

(causal) 

128 kernels; 

kernel  (1); stride 
(1); padding 

(causal) 

LSTM 1 64 256 256 

LSTM 2 64 256 256 

Dense 1 32 - 128 

Dense 2 - - 64 

Output 18 10 12 
 

 

 

 data points. In this study, the samples are the total number of 

observations in the training or the testing datasets; the total 

number of time steps, rows, and columns are each set to 1 to 

make the network suitable for online prediction and the 

channels correspond to the total number of input variables in 

the training and testing data, in this case, (2𝐵). Both the CNN 

and the LSTM must be configured for the Conv-LSTM2D class 

as shown in Fig. 3. Included are the number of filters, the size 

of the two- dimensional kernel— say 1 row and 3 columns of 

subsequence time steps, and the rectified linear unit (ReLU) 

activation function, in this case. The output should first be 

flattened into a single lengthy vector, much like with a CNN-

LSTM model, in order to interpret it.  

    To explain the model's behavior, the Conv-LSTM network is 

first compared with the FC-LSTM one using the same 

supervised dataset. The model is run with the same number of 

layers and units as FC-LSTM and a fixed kernel size of (1×3) 

as shown in TABLE II.  In addition, the same training approach 

is adopted along with the default Adam optimizer values. Two 

hidden layers are concatenated of Conv-LSTM with one dense 

hidden layer to compare the model performance with that of 

the FC-LSTM algorithm based on MSE, mean arctangent 

absolute percentage error (MAAPE) evaluation metrics for 

small-signal stability predictions as utilized in [19]. Moreover, 

the effectiveness of proposed model is demonstrated for the 

more difficult low-frequency oscillations and damping ratios 

forecasting problem. The simulation results indicate that Conv-

LSTM is superior to FC-LSTM in handling spatiotemporal 

correlations. This is probably due to the size of the 

convolutional kernel is bigger than 1, which is critical for 

tracing the spatiotemporal patterns and deeper models can 

result in better results with fewer parameters [28].  

D. Evaluating LSTM, Conv-LSTM and CNN-LSTM 

The root mean squared error (RMSE) and mean arctangent 

absolute percentage error (MAAPE) metrics are used to 

evaluate the performance of LSTM-based, Conv-LSTM-based 

and CNN-LSTM-based SSSP models. Although the mean 

absolute percentage error (MAPE) is mostly used in the 

literature to quantify prediction errors of LSTM network, the 

MAAPE is found better metric while preserving the same 

semantic value due to the near-zero values of ℜ(𝜆). The 

damping ratio ξ, which is reconstructed from 𝜆, is subjected to 

these measures. The average errors for all cases in the test set  
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          TABLE III: THE PROPOSED CONV-LSTM ARCHITECTURES 

Layer 
Model Model parameter size 

IEEE39 Bus IEEE 68 Bus IEEE145 Bus 

Input 2𝐵 × 1 × 1 × 1 2𝐵 × 1 × 1 × 1 2𝐵 × 1 × 1 × 1 

Conv-LSTM 1 

64 filters, filter 

size (1 × 3), 
ReLU 

activation, 
padding (same) 

256 filters, filter 

size (1 × 10), 
ReLU 

activation, 
padding (same) 

256 filters, filter 

size (1 × 10), 
ReLU 

activation, 
padding (same) 

Conv-LSTM 2 

64 filters, filter 

size (1 × 3), 
ReLU, padding 

(same) 

256 filters, filter 

size (1 × 10), 
ReLU 

activation, 
padding (same) 

256 filters, filter 

size (1 × 10), 
ReLU 

activation, 
padding (same) 

Flatten 

Dense 1 32 units 128 128 

Output 18 unit linear 10 12 
 

 

are presented. The reconstruction and evaluation of ξ is based on 

(27)-(29). 

                    𝜉𝑗(𝑡) =
−ℜ(𝜆𝑗(𝑡))

√ℜ(𝜆𝑗(𝑡))
2

+ℑ(𝜆𝑗(𝑡))
2
    (27) 

                      RMSE (𝜉𝑗) = √
1

𝑈
∑  𝑈

𝑡 (𝜉𝑗(𝑡) − 𝜉𝑗(𝑡))
2
  (28) 

                      MAAPE (𝜉𝑗) =
100%

𝑈
∑  𝑈

𝑡 arctan (|
�̂�𝑗(𝑡)−𝜉𝑗(𝑡)

𝜉𝑗(𝑡)
|)  (29) 

where U is the time span of the testing window, which is similar to 

the training window (8.5 seconds) and corresponds to the damping 

ratio ξ̂ reconstructed from �̂�. The SSSP Models, if properly trained, 

should have RMSE and MAAPE values that are close to zero. 

V. CASE STUDIES 

  The New England 39 bus system, five areas 68 bus system [32], and 

50 machines, 145 bus system are used in this work to evaluate the 

performance of the proposed models. The power system analysis 

toolbox (PSAT) is used to implement time- domain simulations for 

these systems [33]. The generator's rotor angles, voltage magnitudes, 

and angles are collected from each bus in addition to the modes of 

oscillations. The dataset is generated using extensive time domain 

simulations, where the characteristics of the system are sampled at 

100 Hz frequency (i.e., 0.01 second to obtain each data sequence). 

For each fault scenario, the simulation is performed in 

Matlab/Simulink using PSAT toolbox for a period of 10 seconds 

which results in 1,000 samples. These samples are distilled to 850 

post-contingency samples by removing 150 samples that account for 

pre-fault and during-fault samples and as well as some delay time 

before (and after) fault is applied (and cleared). Figs. 4-5 show the 

dynamic response of voltage angles and magnitudes at all buses of 

the IEEE 39-bus system. A three-phase to ground fault is applied at 

bus 1 at time t = 1sec and cleared after 100ms. The overall loading 

level of the system represents 60% of the base case. Furthermore, 

Figs. 6-7 show the temporal evolution of real and imaginary 

components of low-frequency modes of oscillations. The voltage 

magnitudes and angles are used in the training, validation, and test 

stages. The training, validation and test instances are obtained from 

the stable contingencies which exhibit maximum rotor angles below 

a 360° threshold. As a result, the dataset comprises dynamic 

trajectories for the oscillatory modes across a wide range of 

contingencies and operating conditions. Moreover, the dataset is split 

into 80%, 10%, and 10% for training, evaluation, and testing of the 

prediction model, respectively. The proposed deep learning networks 

are developed on Keras on top of Tensorflow and trained, validated 

    
Fig. 4. A sample of  voltage angle for networks development. 

 
Fig. 5. A sample of  voltage magnitude for networks developmen 

     
Fig. 6. A sample of real low-oscillation modes. 

   
Fig. 7. A sample of imaginary low-oscillation modes. 
 

and tested using Tesla K80 GPU on Google Colab. Using the 

best hyperparameters, each of the three proposed networks was 
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trained for average of 6 hours (i.e., 18 hours training time for the 

whole networks). 

A. The New England 39 Bus Test System 

   The dynamic model of generator 1 is described using 3rd order 

model. The rest of synchronous generators is described by 4th order 

model. In addition, all generators have been equipped with type II 

exciters except generator 10 for which manual stimulation is used 

[19]. The generation of training, validation and test datasets involves 

extensive time-domain simulations of the power system dynamics. 

Three-phase to ground faults are applied at different locations 

because they are more severe compared to other ones. The system's 

loading level is adjusted in 5 percent increments from 60 to 100 

percent. The base case loading is equivalent to 122.19 percent of the 

maximum loading condition. In addition, three-phase faults are 

applied at different buses and transmission lines at various locations 

(20%, 40%, 60% and 80%) of each line. The line is switched off 

when the fault is cleared after a duration of 0.1, 0.2, 0.3 and 0.4 

seconds, respectively. Also, for the other fault cases, the fault 

clearance time was varied between 100 and 400 milliseconds [19], 

[34]. Consequently, 8,316 (4 ×9 (39 + 4 ×48)) TSA contingencies 

are produced. 
 

            TABLE IV: RECONSTRUCTED ξ RMSE FOR DIFFERENT Models. 

 RMSE 

 IEEE 39-Bus 

 
SSLSTM-

128 [19] 

Stacked 

LSTM 

CNN-

LSTM 

CONV-

LSTM 

𝜉1 0.00270 0.00065 0.00053 0.00059 

𝜉2 0.00340 0.00059 0.00042 0.00057 

𝜉3 0.00360 0.00046 0.00045 0.00048 

𝜉4 0.00200 0.00077 0.00052 0.00055 

𝜉5 0.00510 0.00180 0.00230 0.00220 

𝜉6 0.00570 0.00200 0.00240 0.00220 

𝜉7 0.00310 0.00150 0.00130 0.00150 

𝜉8 0.01700 0.00220 0.00230 0.00170 

𝜉9 0.06000 0.00290 0.00240 0.00270 

Average 

error 
0.01140 0.00143 0.001402 0.001388 

 

   

Model Evaluation: Three small-signal stability prediction models 

are trained for this test system; Two-stacked LSTM, CNN-LSTM 

and Conv-LSTM, respectively. In addition, each of these models is 

trained using 406,640 instances, 50,830 validation instances and 

tested using 50,830 ones. Moreover, the training and testing results 

are compared with those obtained by training SSLSTM-128 as 

reported in [19]. TABLE IV shows the computed RMSE value for all 

models and the observed modes of oscillations. It can be seen that the 

trained models which are proposed in this work achieve very high 

accurate reconstructions of the system modes (𝜁1, 𝜁2, … , 𝜁9) in real 

time. In addition, the Conv-LSTM and CNN-LSTM models achieve 

slightly better accuracy compared to the two-stacked LSTM. 

Moreover, the proposed LSTM, CNN-LSTM, and Conv-LSTM 

achieve a prediction performance that is about 87.4% lower than that 

of SSLSTM-128. The MAAPE metrics shown in TABLE V indicate 

that the performance of each of the proposed models is about 75% 

better than the SSLSTM-128. The real-time predictions of the 

oscillatory modes for this test system are presented for LSTM 

models. The model predictions for the IEEE bus-39 test case with 

nine oscillation modes–eigenvalues (output signals): 𝜆1–7 (local  

modes) and 𝜆8–9 (inter-area modes) are depicted in Figs. 8 and 

9, respectively. It can be observed that the real and imaginary 

predictions 𝑅(𝜆𝑗) and 𝐽(𝜆𝑗) are captured and aligned very 

closely to the original oscillation patterns in the ground truth 

data. Further, to visualize the numerical accuracy of estimated 

eigenvalues (because the proposed models are regression 

models), reconstructed damping rates 𝜉𝑗  are mathematically 

evaluated from estimated eigenvalues using (27). The 

reconstructed damping rate is then graphically matched (Fig. 

10) against the damping rate measured from the ground-truth 

data. The 𝜉𝑗 are favorably estimated and indicates that the  
 

TABLE V: RECONSTRUCTED ξ MAAPE FOR DIFFERENT Models. 

 MAAPE 

 IEEE 39-Bus 

 
SSLSTM-

128  [19] 

Stacked 

LSTM 

CNN-

LSTM 

CONV-

LSTM 

𝜉1 4.36 0.90 0.63 0.67 

𝜉2 5.01 0.82 0.49 0.89 

𝜉3 8.37 0.80 0.60 0.72 

𝜉4 4.62 1.25 0.92 0.84 

𝜉5 17.5 4.35 7.81 8.19 

𝜉6 17.2 2.79 3.25 3.53 

𝜉7 4.90 2.82 2.36 2.90 

𝜉8 5.81 2.70 3.22 2.31 

𝜉9 40.6 5.28 6.03 6.37 

Average 

error 
12.041 2.412 2.812 2.936 

 

 

 

 

 

Fig. 8. Actual and proposed LSTM-64 predictions of J(λj ) for an arbitrary test 

case in the New England 39-Bus System. 

 

Fig. 9. Actual and LSTM-64 predictions of R(λj ) for an arbitrary test case in 

the New England 39-Bus System. 
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proposed models are capable of enhancing the system damping 

characteristics. Since there are no cases of underestimation and/or 

overestimation, the model possesses reasonable skills for accurate 

detection of the dynamics that spread across the 850 tested samples 

in the actual simulation. The model can capture the sudden dips and 

the hard edges of the troughs and crests of the evolving modes. 

However, some of the model predictions could not attain some of the 

peaks in the actual signal but in all, the predictions do not deviate 

from the original signal course and hence, do not suffer from 

prediction outliers. This performant model can be utilized to generate 

a reliable reference signal for an adaptive controller as well as a 

suitable candidate for analyzing the severity of fault on the system’s 

small- signal stability. 

B. The IEEE 16-Machine, 68-Bus Test System 

   The dynamic performance of each generator in the system is 
described using the sub-transient model with four equivalent rotor 
coils. In addition, generators G1–8 and G10–12 are equipped with 
IEEE standard DC exciter (DC4B); G9 uses fast static excitation 
(ST1A), and the remaining generators G13–16 have manual 
excitation. Additionally, two lead-lag compensation and washout 
filter blocks make up the standard power system stabilizers that are 
installed at the DC and fast static excitation systems. This system's 
test data is directly derived from [32]. Extensive time-domain 
simulations are performed for various loading conditions, fault 
locations, and clearing times in order to produce the training, 
evaluation and test dataset. All loads' active and reactive power have 
been independently and randomly varied between 80% and 120% of 
the basic loading level. Additionally, three-phase to ground faults are 
applied at either system buses and transmission lines with random 
distance in order to emulate practical contingencies. These faults are 
cleared after a random time within 0.06 to 0.5 seconds. 
 

   Model Evaluation: Three small-signal stability prediction models 
are trained for this test case; Two-stacked LSTM, CNN-LSTM and 
Conv-LSTM, respectively. In addition, each of these models is 
trained using 403,200 training observations, 50,400 validation 
samples, and 50,400 test samples.  Further, the training and test 
results are compared with those obtained by training SSLSTM-256 
as reported in [19]. TABLE VI and TABLE VII present the estimated 
RMSE and MAAPE metric values for all models and observed 
oscillation modes. It can be seen that the trained models which are 
proposed in this work achieve high accurate reconstructions of the 

            TABLE VI: RECONSTRUCTED ξ RMSE FOR DIFFERENT Models 

 RMSE 

 IEEE 68-Bus 

 
 

SSLSTM-256 

[19] 

Stacked LSTM CNN-LSTM CONV-LSTM 

𝜉1 0.00410 0.00335 0.00294 0.00348 

𝜉2 0.00230 0.00285 0.00254 0.00259 

𝜉3 0.00450 0.00415 0.00373 0.00435 

𝜉4 0.00050 0.00073 0.00044 0.00179 

𝜉5 0.00200 0.00220 0.00190 0.00227 

Average error 0.00268 0.00266 0.00231 0.00290 

  

 IEEE 145-Bus 

𝜉1 0.00040 0.00079 0.00088 0.00075 

𝜉2 0.00020 0.00008 0.00009 0.00012 

𝜉3 0.00040 0.00010 0.00014 0.00008 

𝜉4 0.00140 0.00019 0.00100 0.00081 

𝜉5 0.00140 0.00025 0.00079 0.00079 

𝜉6 0.00010 0.00010 0.00011 0.00018 

Average error 0.00065 0.00025 0.00050 0.00046 
 

 

system modes (𝜁1 , 𝜁2, … , 𝜁5) in real time. Furthermore, the 

proposed CNN-LSTM and LSTM models achieve slightly 

better accuracy than Conv-LSTM. The proposed CNN-LSTM 

achieves 13.8% RMSE and 23.8% MAAPE prediction 

performance better than that of SSLSTM-256. Also, the 

propose LSTM achieves 0.7% RMSE and 6.3% MAAPE lower. 

However, Conv-LSTM corresponding error values are slightly 

higher than those of SSLSTM-256. This test system has five 

oscillation modes (output signals): eigenvalues λ1–3 and λ4–5 

(local and inter-area modes, respectively). 
 

      TABLE VII. RECONSTRUCTED ξ MAAPE FOR DIFFERENT Models. 

 MAAPE 

 IEEE 68-Bus 

 

 

SSLSTM-256 
[19] 

Stacked LSTM CNN-LSTM CONV-LSTM 

𝜉1 2.500 1.954 1.618 2.223 

𝜉2 1.850 1.676 1.425 1.754 

𝜉3 4.570 5.745 4.342 7.591 

𝜉4 0.910 0.624 0.507 0.779 

𝜉5 4.430 3.360 2.969 4.243 

Average error 2.852 2.672 2.172 3.318 

  

 IEEE 145-Bus 

𝜉1 0.310 0.256 0.218 0.257 

𝜉2 0.190 0.119 0.093 0.202 

𝜉3 0.620 0.120 0.207 0.103 

𝜉4 1.610 0.221 0.861 0.771 

𝜉5 1.640 0.156 0.554 0.604 

𝜉6 0.100 0.066 0.077 0.174 

Average error 0.745 0.156 0.335 0.352 
 

 

 
 

    It can be seen from Figs. 11 and 12 that predictions provided 
by the proposed model do not suffer overestimations. However, 
it observed the reconstructed damping rate 𝜉2 and 𝜉3  in Fig. 13 
exhibit slight overestimations after the 750 samples and also, 
there are some obvious underestimations of 𝜉4. There are also 
irregular random spikes of varying amplitudes in λ 1 which 
appear to all the models as outliers and thus, affect the models’ 
learning and generalization and well as the reconstruction of 𝜉1. 
Despite the above constraint, the trained model appears to 

Fig. 10. Actual and proposed LSTM-64 reconstructed values of ξj for an 

arbitrary test case in the New England 39-Bus System. 
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capture the dynamics stronger. Overall, our well-trained model has a 
better grasp on the mode oscillations and this makes the model more 
suitable for small signal stability forecasts.  

C. The IEEE 50-Machine, 145-Bus Test System 

  The dynamic performance of synchronous generators 𝐺1−6, and 𝐺23 
are described using the sub-transient model. These generators come 
with two lead-lag PSS and fast static exciters (ST1A). Additionally, 
the dynamic performance of remaining generators is described using 
a classical model [19]. The training and test examples for this system 
are generated using two different types of faults. The first type is a 
three-phase to-ground fault that occurs at any bus and is naturally 
cleared. The second kind consists of three-phase-to-ground faults 
that can occur anywhere along a line at randomly chosen points. 
These faults are resolved by tripping the line from both ends. 
Additionally, a random duration between 0.06 and 0.5 seconds is 
chosen for fault clearance. 
Model Evaluation: Here, the three small-signal stability prediction 
models are trained for this test case. Besides, each of the models is 
trained using 327,080 training observations, 40,885 validation 
samples, and 40,885 test samples.  Further, the training and test 
results are compared with those obtained by training SSLSTM-256 
as reported in [19]. TABLE VI and TABLE VII present the estimated 
RMSE and MAAPE metric values for all models and observed 
modes of oscillations. It can be seen that the trained models which 
are proposed in this work achieve high accurate reconstructions of 
the system modes (𝜁1, 𝜁2, … , 𝜁6) in real-time.   
 

 

 

 

 

 
 

 
Further, the proposed LSTM, CNN-LSTM and Conv-LSTM 
models achieve 61.5%, 23.1% and 29.2% RMSE values lower 
than SSLSTM-256. Similarly, the models gain 79.1%, 55.0% 
and 52.8% MAAPE values lower than the SSLSTM-256. The 
LSTM model predictions of the six oscillation modes (output 
signals): eigenvalues λ1−6 (inter-area oscillation modes) are 
displayed in Fig. 14 and 15. It is observed that the reconstructed 
damping rate 𝜉1−6 (Fig. 16) has a significantly lower variance. 
Nonetheless, there are some visible peaks in some of the real 
components (Fig. 14). In addition, the model could not draw a 
more smooth curve over the hard edges of the actual  𝐽(𝜆3) and 
𝐽(𝜆4) imaginary components (Fig. 15). In general, some 
contingencies in the train, validation and test data of 𝐽(𝜆3) and 
𝐽(𝜆4) are smooth with little or no oscillations and making the 
model see the intermittent oscillations as outliers leading to 
lower gradient improvements during training. However, the 
model exhibits a better fitting for 𝜆 signals with no noisy 
oscillations.  

D. The IEEE 39-Bus Test System with 400 MW Wind Plants 

To assess the effectiveness of the proposed approach in the 

presence of intermittent renewable power generation sources, 

the 39-bus test system is revised such that two 400MW wind 

power plants are installed at buses 16 and 30, respectively. The 

wind power plants run variable-speed wind turbines with 

doubly fed induction generators (DFIG) [1]. The wind speed for 

both plants is described by means of the Weibull’s distributions.  

Fig. 11. Actual and proposed LSTM-256 predictions of R(λj ) for an arbitrary test ccase 

in the IEEE 68-Bus System. 

Fig. 12. Actual and proposed LSTM-256 predictions of I(λj ) for an arbitrary test case 

in the IEEE 68-Bus System. 

Fig. 13. Actual and proposed LSTM-256 reconstructed values of ξj for an arbitrary test 

case in the IEEE 68-Bus System.  

Fig. 14. Actual and proposed LSTM-256 predictions of R(λj ) for an arbitrary 

test ccase in the IEEE 145-Bus System.  

Fig. 15. Actual and proposed LSTM-256 predictions of I(λj ) for an arbitrary 

test case in the IEEE 145-Bus System. 

Fig. 16. Actual and proposed LSTM-256 reconstructed values of ξj for an 

arbitrary test case in the IEEE 145-Bus System. 
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The stator and rotor flux dynamics of the DFIG generators are 

neglected as they are faster in comparison with grid dynamics. The 

converter is modeled as an ideal current source, where 𝑖𝑞𝑟  and 𝑖𝑑𝑟  are 

state variables which are used for the rotor speed and voltage control, 

respectively. A new dataset is generated through extensive time 

domain simulations that are carried out in PSAT for the revised 39-

bus test system. The wind speed pattern is generated using Weibull’s 

distribution for each contingency. In addition, three-phase-to-ground 

faults are applied at different locations with and without line tripping. 

For every disturbance, the simulation was run for 10 seconds. The 

low-frequency oscillations consisting of 1000 time steps 

corresponding to stable rotor angle are selected for each fault 

instance, while the unstable ones are discarded. After accounting for 

clearing time and delays, 850 samples (8.5 seconds) are considered 

for each fault scenario. A total of 816000 samples (960 fault cases) 

are aggregated for the proposed model training. The data samples are 

segmented into 80% (652800) train, 10% (81600) validation and 

10% (81600) test sets. It’s discovered that a four-layered LSTM 

architecture comprising the same neurons is most suitable for 

capturing the stochastic impact of wind generations in this study. 

Three sets of experiments for the architecture each of 64, 128, and 

256 cell units are run for 250 epochs. The architecture including 128 

neurons in each hidden layer explains quite well the low-frequency  

 
 

oscillations in grid-connected renewable energy systems with 

0.067 RMSE of the test sample. While 64- and 256-based 

architecture display 0.070 and 0.072, respectively. Figs. 17, 18 

and 19 depict the performance of the proposed model on power 

system with wind generation plants. It can be seen the model 

approximates and fits the evolving low frequency oscillations 

quite well. However, the model could not significantly explain 

the inconsistent oscillations patterns, which might be due to 

unusual fluctuations of renewable generations. 

E. A Comparison of actual and estimated eigenvalues of few 

cases 

 
 

Fig. 20 depicts some arbitrary samples of estimated and actual 

eigenvalues of the test set (50830 samples) of the 39-bus 

system.  Due to space limitation, the plot compares only the 

actual and estimated eigenvalues at time steps: 𝑡(1), 𝑡(24,000), 

𝑡(40,000), and 𝑡(48,000). It can be inferred from Fig. 20 that the 

trained model can highly approximate the actual eigenvalues 

across the test samples. 

Fig. 17. Actual and proposed LSTM-128 predictions of R(λj ) for an arbitrary test 

case in the IEEE 39-Bus System with wind plants. 

Fig. 18. Actual and proposed LSTM-128 predictions of I(λj ) for an arbitrary test case 

in the IEEE 39-Bus System with wind plants. 

Fig. 19. Actual and proposed LSTM-128 reconstructed values of ξj for an 

arbitrary test case in the IEEE 39-Bus System with wind plants. 

Fig. 20. Actual and estimated eigenvalues at time steps: 𝑡(1), 𝑡(24,000), 

𝑡(40,000), and 𝑡(48,000) 
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VI. CONCLUSION 

   Real-time monitoring of poorly damped low-frequency modes of 

oscillations is crucial for safe and reliable operation of concurrent 

power systems. To achieve this objective, this paper benefits from 

the recent developments in the field of artificial intelligence and 

machine learning techniques. Online small-signal stability prediction 

models are trained using stacked long short-term memory (LSTM), 

convolutional neural network (CNN)-LSTM and Convectional 

LSTM (Conv-LSTM) architectures. The main objective is to 

improve the overall forecasting performance in comparison with the 

described SSLSTM-128 and SSLSTM-256 in [19] and to show the 

effectiveness of the proposed model with renewable integrated power 

system. In this context, the average RMSE and MAAPE error values 

are computed after the reconstruction of damping ratios of each of 

the proposed models. It is found that these metrics are about 87.4% 

and 75% lower than SSLSTM-128 for the New England 39-Bus 

system. Furthermore, the proposed CNN-LSTM achieves 13.8% 

RMSE and 23.8% MAAPE, LSTM achieves 0.7% RMSE and 6.3% 

MAAPE prediction performance better than SSLSTM-256 for the 

IEEE-68 test case. However, the Conv-LSTM corresponding error 

values are slightly higher.  Similarly, the proposed LSTM, CNN-

LSTM and Conv-LSTM models achieve 61.5%, 23.1% and 29.2% 

RMSE values and 79.1%, 55.0% and 52.8% MAAPE prediction 

performance better than SSLSTM-256 for IEEE-145 test system. 

Overall, the well-trained proposed models can be utilized to 

effectively learn the operations of renewable coupled power system. 
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