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Abstract—As Inverter-Based Resources (IBRs) gradually re-
place conventional synchronous generators (SGs), Dynamic State
Estimation (DSE) techniques must be extended for the monitoring
of IBRs. The key difference between IBRs and SGs is that the
dynamics of IBRs comprise a heavy mix of physical processes
and digital controller computations. This paper develops a generic
framework of Control-Physics Dynamic State Estimation (CPDSE)
for IBRs. First, a control-physics state-space representation of IBRs
is presented. Noting the symmetry of the control and physical
state spaces, it is proposed to use two dual estimators to track the
states of the physical inverter subsystem and the digital controller
subsystem, respectively. The CPDSE framework has the capability
of suppressing errors in both measurement signals and control
signals flowing between the two subsystems and the potential to
distinguish between cyber and physical events. The advantages
and versatility of the proposed CPDSE framework are validated
on a variety of IBR systems (solar, wind, and storage), control
strategies (grid-following and grid-forming), and both transmission
and distribution systems.

Index Terms—Adaptive cubature Kalman filter, dynamic
state estimation, inverter-based resources, grid-forming control,
renewable energy, situational awareness.

I. INTRODUCTION

THE rapid growth of Inverter-Based Resources (IBRs), such
as photovoltaics (PV), wind power, and energy storage,

is reshaping the dynamic behaviors of power systems [1].
IBRs have significantly different dynamic characteristics than
conventional synchronous generators (SGs). Their dynamics
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are fast, inertia-less [2], distributed, and heavily dependent on
their controllers, which are becoming increasingly diverse [3].
IBRs also give rise to new mechanisms of instability, such
as wide-band oscillations [2], DC-link voltage transients, and
phase-locked loop (PLL) divergence [4]. These differences bring
new challenges to various aspects of power system operations,
including system modeling, stability analysis [5], protection [6],
control [7], and others areas. To address these challenges, IBRs’
dynamic behaviors should be better monitored for secure grid
operations.

DSE, as a popular monitoring technique, has been exten-
sively investigated for tracking the dynamics of SGs. Common
methods include the Extended Kalman Filter (EKF), Unscented
Kalman Filter (UKF), Cubature Kalman Filter (CKF), Ensemble
Kalman Filter (EnKF), and Particle Filter (PF), just to name a
few; and a detailed review can be found in [8].

Despite extensive studies on the DSE of conventional SGs,
research on the DSE of IBRs remains relatively unmature.
Refs. [9], [10] use UKF and Unscented Particle Filtering for the
DSE of Doubly Fed Induction Generator based Wind Turbines
(DFIG-WTs). Ref. [11] proposes an EKF with Unknown Inputs
to solve the DSE problem for DFIGs with unknown mechanical
input torque. Refs. [12], [13] use EKF and EnKF to observe the
dynamics of Permanent Magnet Synchronous Generator-based
Wind Turbines (PMSG-WTs). An adaptive CKF technique is
proposed in [14] for performing DSE of PV generation systems.
Ref. [15] propose a DSE framework based on the EKF method
combined with consensus control for microgrids containing
multiple battery energy storage systems.

Although the DSE for IBRs remains an emerging topic re-
quiring further investigation, it has already inspired many novel
applications in the fields of power system modeling, monitoring,
control, and protection [16]. Ref. [17] proposes a dynamic
modeling method for PMSG wind farm clusters based on an
adaptive EKF; a DSE-based fault detection method for switching
power inverters is presented in [18]; Ref. [19] proposes a UKF-
based frequency estimation and control method using IBRs; a
DSE-enabled supplementary predictive control to minimize the
transients in IBR-rich systems is presented in [20]; Ref. [21]
proposes a DSE-based sliding-mode control (SMC) strategy
for DFIG-WTs; DSE-based protection schemes for IBRs and
microgrids are developed in [22], [23].
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Despite the increasing popularity of DSE for IBRs, the exist-
ing methods reviewed above largely follow the DSE paradigm
for conventional SGs. However, a critical difference to be
noted is that the dynamics of IBRs are heavily dependent on
their control strategies. While the state-space models of SGs
primarily reflect electro-mechanical processes, a large part of
IBR state-space models represent the digital computation of
control laws. In other words, the dynamics of IBRs are a heavy
mix of physical dynamics and digital dynamics (or control
dynamics). Existing research mixes the dynamics of the physical
processes with the digital computation of the controller in a
single state space, which leads to several essential limitations.

1) As physical states and digital states are blended in a single
set of equations, the uncertainties of the two-way data
flows between the physical inverter system and the digital
controller (i.e., noise and bad data in measurement signals
and control signals) cannot be explicitly modeled and
filtered.

2) With the blended state-space equations, the change of
either inverter physics or control laws will affect all state
variables and output signals, resulting in the infeasibility to
distinguish between cyber events (e.g., controller failures
or attacks) and physical events (e.g., electric circuit faults).

3) The control methods of IBRs are becoming increasingly
diverse, such as virtual synchronous generator (VSG)
and droop control [24], [25]. For a blended state-space
model, the change of control laws will require a thorough
modification of the entire DSE model, making it difficult
to adapt to the case when IBRs switch between multiple
controls during operation.

A possible and reasonable explanation for adopting a blended
model in existing research is that the earlier research focus has
been primarily on DSE for SGs, and the DSE framework for
SGs was naturally adopted by the studies of DSE for IBRs.
While the excitation systems or governors of SGs may have
controllers, the dynamics at the transient stability time scale are
predominantly determined by the physical (electro-mechanical)
system. Therefore, the traditional DSE framework for SGs does
not involve significant issues of interaction between physical
subsystems and control subsystems. For IBRs whose dynamics
are a heavy mix of physics and controls, the ignorance of the
imperfection and uncertainty in the signal interactions between
the physical and control subsystems poses the aforementioned
limitations.

In order to address these challenges, we propose a Control-
Physics Dynamic State Estimation (CPDSE) framework as a
unified DSE paradigm for IBRs. In this framework, we generally
divide any IBR system into a physical state space and a control
state space, and the interactions between the two subsystems
are modeled explicitly. Noting an interesting symmetry between
the two subsystems, we develop a dual estimation framework,
consisting of a physical DSE and a control DSE, for capturing
the states and addressing the uncertainties of the two subsys-
tems, respectively. The main contributions are summarized as
follows.

1) A generic CPDSE framework is originally conceptualized,
where the control subsystem and the physical subsystem

of an IBR are modeled and estimated in a dual structure. It
can be applied to arbitrary types of IBRs, allow modeling
of data flow uncertainties between the two subsystems, and
potentially allow distinguishing between cyber (control)
and physical events.

2) An Adaptive CKF (ACKF) algorithm is devised to ma-
terialize the proposed CPDSE concept on IBRs with un-
known noises of measurements and state transitions. It
enables noise filtering and bad data processing for both
measurement signals and control signals flowing between
the physical and control subsystems.

3) The CPDSE concept and algorithm are validated on a
variety of IBRs, including solar PV systems, PMSG-
WTs, and battery energy storage systems (BESSs), and
a variety of control methods, including Maximum Power
Point Tracking (MPPT) grid-following control and VSG
grid-forming control, demonstrating the versatility of the
proposed framework. Especially, we present interesting
results of tracking the virtual “rotor speed” and “power
angle” of a VSG, which are controller internal states
typically unknown to grid operators.

The rest of the paper is organized as follows. Section II
illustrates and discusses the limitations of the traditional blended
state-space model for DSE applications and proposes the
CPDSE framework. Section III presents an ACKF algorithm
to materialize the CPDSE framework for state tracking and bad
data processing. Section IV presents comprehensive simulation
results of the proposed framework and algorithm in a variety of
IBR systems, control strategies, and test systems. Concluding
remarks are given in Section V.

II. CONTROL-PHYSICS STATE-SPACE REPRESENTATION AND

DUAL DYNAMIC STATE ESTIMATION FRAMEWORK

As mentioned in the previous section, an IBR system consti-
tutes a physical subsystem and a control (i.e., digital, or cyber)
subsystem. The two subsystems interact with each other through
measurement signals and control signals. In this section, we will
first show that traditional DSE methods treating the entire IBR
as a whole state space are unable to fully address the uncer-
taity and imperfection of these signals, and then propose the
control-physics interactive state-space model and the CPDSE
dual estimation framework.

A. An IBR Example: How Should We Express the State Space?

The structure of a Voltage Source Converter (VSC) with
MPPT control is shown in Fig. 1. The physical subsystem
includes a DC link, an AC filter, and a source (wind turbines,
solar PV panels, or battery arrays). The control subsystem per-
form digital computation and generate control signals to operate
power electronic devices. Although the MPPT control is shown
here, it could be substituted by a wide variety of control strate-
gies. The control subsystem influences the state of the physical
subsystem by sending control signals, which are transformed
into PWM waveforms, to control the on-off switching of the
power bridge. Meanwhile, sensors observe output of the physical
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Fig. 1. Structure diagram of GFL based on MPPT control.

subsystem, and feed measurement signals back to determine the
state of the control subsystem.

Taking the specific IBR shown in Fig. 1 as an illustrative ex-
ample, we will discuss the limitations of the traditional blended
state-space representation for DSE applications, and introduce
the proposed physics-control state-space representation with
measurement and control signal interactions.

For the IBR system in Fig. 1, one can write the traditional
state-space model widely used by existing DSE methods, in
contrast to the proposed state-space model reflecting the reality,
as shown in Fig. 2. To avoid distraction from the main philosophy
to be discussed, the following simplifications are made in this
illustrative example: V ex

dc is used as an external input signal;
the Phase-Locked Loop (PLL) providing ωex

g is not modeled in
detail; the model of the power source is not included. However,
these factors can be fully considered in the actual implementa-
tion of the framework.

As shown in Fig. 1, the physical subsystem influences the
control subsystem through the measurement signals Izgd, Izgq ,
and V z

dc. the control subsystem influences the physical subsys-
tem through control signals V c

id and V c
iq . These signals are not

perfect: noise or even abnormal gross errors may occur due to
sensing/actuation imperfection, signal losses and drafts, or even
cyber attacks. That is why an random error term v is added
to the end of each output equation shown in Fig. 2. However,
the traditional blended state-space representation, as shown on
the left of Fig. 2, cannot account for the effect of these signal
uncertainties in the state transition equations: the derivative
of each state are expressed as a function of other states only.
Specific examples are as follows.

1) State Transition Equations of the Control Subsystem: In
reality, the transition of the control states (M1, M2, M3,
and M4, shown in red) are influenced by measurement
signals (V z

dc, Izgd, and Izgq , shown in green), as correctly re-
flected in the proposed control-physics state-space model.
However, in the traditional blended state-space model, the
state transition equations of the control states (red) must be
expressed in terms of the true values of the physical states

(Vdc, Igd, Igq, etc. as shown in blue), as the control states
and the physical states belong to the same state space and
the intermediate measurement signals interfacing them
should not appear in the state transition equations. This
treatment implies that the true values of the physical states
(blue) influence the transition of the control states (red)
directly, not via the intermediate measurement signals
(green) where noise and anomalies may be introduced,
which is unrealistic.

2) State Transition Equations of the Physical Subsystem: In
the same vein, the transition of the physical states (Vdc, Iid,
Iiq, etc., shown in blue) are influenced by control signals
(V c

iq and V c
id, shown in green), as correctly reflected in

the proposed control-physics state-space model. However,
in the traditional blended state space model, the state
transition equations of the physical states (blue) must be
expressed in terms of the true values of the control states
(M1, M2, M3, and M4, shown in red). This treatment im-
plies that the true values of the control states (red) influence
the transition of the physical states (blue) directly, not via
the intermediate control signals (green) where noise and
anomalies may be introduced, which is unrealistic.

As one of the main functions of DSE is to characterize and
combat signal uncertainties, the ignorance of the effects of
measurement and control signal imperfections on state transi-
tion processes could lead to profound limitations. It prevents
the DSE from achieving optimal filtering performance, and
may even diverge the DSE when the signal errors are signif-
icantly large. It may also prevent the differentiation between
the events in the control subsystem and the physical subsystem,
as all state variables are blended in the same set of equations.
The limitations of the blended state-space representation will
be evidently demonstrated via concrete case study results in
Section IV.

Different from almost all existing works on DSE for IBRs
using the traditional blended state-space model, the proposed
CPDSE framework proposed will adopt a control-physics inter-
active state-space representation. As shown in the right of Fig. 2,
it splits the IBR model into two interactive state spaces: the
physical state space and the control state space, corresponding
to the physical and control subsystems, respectively. Each state
space is bounded by the measurement signals and control signals
transmitted between subsystems. As such, the transition of a
state is only directly influenced by the states of the same subsys-
tem as well as the signals coming from the other subsystem, not
by the state of the other subsystem. This is an exact reflection of
the situation in an actual IBR system. As such, DSE methods can
be designed to fully characterize and combat the uncertainties
(possible errors) in these interactive signals.

B. Control-Physics Interactive State Space Model for IBRs

Generalizing the principles drawn from the specific example
in Section II-A, the proposed control-physics state-space repre-
sentation can be formulated for IBRs as shown in Fig. 3.
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Fig. 2. Representation of an example MPPT-controlled VSC: traditional blended state space versus proposed control-physics interactive state space.

Fig. 3. Generic control-physical state-space representation of IBRs and the proposed CPDSE paradigm.
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The state transition equations of the physical subsystem can
be represented as follows:

dxp

dt
= fp (xp,yc,ug) +wp, (1)

where xp ∈ Rnp×1 is the state variables of the physical sub-
system; yc ∈ Rmc×1 is the control signals from the control
subsystem; ug ∈ Rl×1 is the external input signals such as
active/reactive power references, ambient conditions, etc.;wp ∈
Rnp×1 is the process noise of the physical subsystem due to
modeling errors, harmonics, phase imbalance, etc. Taking the
MPPT-controlled VSC example shown in Fig. 2, xp refers to
the physical state variables in blue, e.g., Vdc, Igd, Igq , etc., and
yc refers to the outputs of the control subsystem in green, i.e.,
V c
id and V c

iq .
Measurement signals are the outputs of the physical subsys-

tem. The output equations of the physical subsystem are:

yp = hp (xp,yc,ug) + vp, (2)

where yp ∈ RmP×1 is the output variables of the physical sub-
system, i.e., measurement signals; vp ∈ RmP×1 is the output
noise due to sensing noise, drifts or failures. Similarly, in the
example shown in Fig. 2, yp represents the measurement signals
in green, i.e., V z

dc, Izgd, and Izgq.
The state transition equations of the control subsystem can be

represented as follows:

dxc

dt
= fc (xc,yp,ug) +wc, (3)

wherexc ∈ Rnc×1 is the state variables of the control subsystem,
e.g., M1, M2, M3, and M4 in the example shown in Fig. 2;
wc ∈ Rnc×1 is the process noise of the control subsystem rep-
resenting the uncertainty of state transition due to discretization,
computation error, cyber attacks, etc.

Control signals are the outputs of the control subsystem. The
output equations of the control subsystem are given by:

yc = hc (xc,yp,ug) + vc, (4)

where vc ∈ Rmc×1 is the output noise representing the uncer-
tainty of control signals due to latency, actuation imperfection,
or cyber attacks.

C. Dual CPDSE Solvers

From the power grid operators’ point of view, the internal
states of the digital controllers, which play important roles in
IBR dynamics, cannot be directly observed since manufacturers
are unlikely to provide interfaces to output them. For example,
for IBRs with VSG control, the virtual “rotor speed” and “power
angle” are critical information for grid operators yet are often
unreported. Therefore, the objective of DSE for IBRs is to track
the state variables of both the physical subsystem and the control
subsystem of the IBRs in the presence of noise and even bad data
in the outputs of each subsystem, i.e., in measurement signals
and control signals.

From Equations (1)–(4) and Fig. 3, an interesting fact can be
observed: there is a structural symmetry between the physical
subsystem and the control subsystem. The outputs of the physical

subsystem, which are the measurement signals, are the inputs of
the control subsystems. The outputs of the control subsystem,
which are the control signals, are the inputs of the physical
subsystem. Therefore, we propose to use two dual estimators
– a Physical Dynamic State Estimator (PDSE) and a Control
Dynamic State Estimator (CDSE) – to track IBR states. At time
step k, the generic form of the proposed CPDSE framework can
be generally expressed as follows.

x̂p(k) = DSEp

(
fp,hp, x̂p(k−1),yc(k),ug(k),yp(k)

)
, (5)

x̂c(k) = DSEc

(
fc,hc, x̂c(k−1),yp(k),ug(k),yc(k)

)
, (6)

where DSEp and DSEc represent dynamic state estimators for
the physical subsystem and the control subsystem, respectively.
They could be realized by a variety of methods, such as EKF,
UKF, CKF, or others. As illustrated in Fig. 3, the PDSE in
(5) aims to obtain the estimates of the physical subsystem
state variables, x̂p(k). It requires its state transition function fp,
output function hp; external signals ug(k), state estimate of the
previous step x̂p(k−1), output of the physical subsystem yp(k),
and output of the control subsystem yc(k). Thanks to the elegant
duality nature of the system, the CDSE in (6) has a symmetrical
structure, where variables in one subsystem are replaced by their
counterparts in the other subsystem, except for external signals
ug(k) required by both subsystems.

It requires special attention that although the outputs of both
subsystems, yp(k) and yc(k), are taken by both PDSE and
CDSE, they have opposite roles in the two estimators. In PDSE,
measurement signals yp(k) are the outputs of the subsystem,
and control signals yc(k) are inputs of the subsystem. On the
contrary, in CDSE, control signals yp(k) are the outputs, and
measurement signalsyc(k) are the inputs. Each estimator checks
the consistency between the model and the output signals of
the corresponding subsystem, hence PDSE and CDSE can filter
noise and detect bad data in measurement signals and control
signals, respectively.

The proposed CPDSE framework is generic and applicable
to arbitrary types of IBRs with various power sources, power
electronic converters, and control algorithms. It also allows
various choices of DSE algorithms for both PDSE and CDSE.
In this paper, we will materialize the CPDSE framework with an
ACKF algorithm with bad data processing functions. The details
of the algorithm will be introduced in Section III.

III. ADAPTIVE CUBATURE KALMAN FILTER FOR DSE AND

BAD DATA PROCESSING

This section will present a detailed algorithm for materializing
the generic CPDSE framework proposed in Section II.

A. ACKF-Based Dual CPDSE Algorithm

As IBRs are typically nonlinear systems, CKF, which propa-
gates system uncertainties with high accuracy and computational
efficiency, is a good option as the DSE solver. However, for
power electronic systems, the statistics of the process noise and
output noise are typically unknown, which makes the setting
of noise covariance matrix challenging and often sub-optimal.
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Therefore this paper will devise an ACKF to estimate the noise
statistics simultaneously with the state variables in real time. We
will also embed bad data detection function to further enhance
its robustness.

With the duality of the two subsystems, the ACKF-based
CDSE and PDSE algorithms can be described uniformly. Denote
a subscript index set Ω = {p, c}, where “p“ represents variables
associated with the physical subsystem, and “c“ represents those
associated with the control subsystem. Suppose φ ∈ Ω, and φ̄
is the complement of φ on Ω. The discretized state transition
equations and output equations of a subsystem φ ∈ Ω can be
expressed as follows:

xφ(k) = fφ

(
xφ(k−1),yφ̄(k−1),ug(k−1)

)
+wφ(k), (7)

yφ(k) = hφ

(
xφ(k),yφ̄(k),ug(k)

)
+ vφ(k), (8)

where wφ(k) = N(0, Qφ(k)) and vφ(k) = N(0, Rφ(k)). For

a state space, xφ(k) ∈ R
nφ×1

, the ACKF algorithm uses the
third-order spherical radial rule to generate a set of 2nφ cubature
points, and weights them equally to approximate the probabil-
ity distribution propagating through a nonlinear function. The
cubature points are selected as follows:

wφi =
1

2nφ
, i = 1, 2, . . .2nφ, (9)

Ξφ = ξφi,i=1..2n =
√
nφ (In,−In) , (10)

where In represents an n-dimensional identity matrix. After
initialization, the CPDSE algorithm can be executed with the
flowchart shown in Fig. 4. Steps 1 to 3 are the steps of the con-
ventional CKF, which include state prediction, output prediction,
Kalman gain computation [26], [27], [28]. Step 4 describes the
bad data detection approach. It is accomplished by the Largest
Normalized Residual (LNR) test [29]. Normalized residuals can
be evaluated as:

rk = (Pyy,k+)
− 1

2

(
yφ(k) − hφ

(
x̂φ(k),yφ̄(k),ug(k)

))
. (11)

where Pyy,k+ is the auto-covariance matrices of the predicted
outputs at time k computed in Step 4. The LNR is found as:

u = argmax
j

{
rjk, j = 1, 2. . .,mφ

}
. (12)

If the absolute value of LNR is greater than a set threshold,
i.e., |ruk | > t, the u-th measurement is identified as a bad data.
Assuming Gaussian distribution, t is typically set as 3.0, cor-
responding to 99.74% confidence level. Then, Step 5 performs
bad data correction by replacing the identified bad data yu

φ(k) as
follows:

yu
φ(k) −

Ruu
φ(k)

Puu
yy,k+

(
yφ(k) − hφ

(
x̂φ(k),yφ̄(k),ug(k)

))
. (13)

After correction, the algorithm will return to Step 3 and repeat.
For applications which only record abnormal events without the
need for bad data correction, Step 5 can be skipped.

The last step of ACKF, i.e., Step 6, updates the noise co-
variance matrices Qφ(k) and Rφ(k). Adaptive KF can be di-
vided into four broad categories: covariance matching, Bayesian,

Fig. 4. Proposed ACKF-based dual CPDSE algorithm.

correlation-based, and maximum likelihood [30]. This paper
employs the innovation-based adaptive estimation method [31].

For PDSE and CDSE, the ACKF-based DSE solver is adopted
with different values of φ ∈ Ω = {c, p}. Each estimator needs
to use the models, state variables, and output variables of the
corresponding subsystem (fφ,hφ, x̂φ, ŷφ), and the output vari-
ables of the other subsystem (ŷφ̄) serve as inputs. When both
subsystems have completed the DSE at time k, they move to the
next time step.

The LNR-based bad data detection of each estimator checks
the consistency between the model and the output signals of
the corresponding subsystem. Therefore, PDSE will detect and
correct bad data in measurement signals, and CDSE will detect
and correct bad data in control signals. Thanks to the explicitly
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Fig. 5. Two potential implementation paradigms for the proposed technique.

modeled interacting signals between the two subsystems, the
true source of bad data can be located among all the measurement
signals and control signals.

This paper devises the ACKF algorithm as the DSE solver
in CPDSE framework, considering its good tradeoff between
accuracy and computational efficiency. However, other DSE al-
gorithms, such as the more expensive EnKF and PF, can replace
ACKF as the DSE solver in the CPDSE framework as well, as
long as the computational power satisfies the requirements under
the relatively small time steps compared with DSE for SGs.

B. Implementation Paradigm

The CPDSE framework is purposed to be implemented dis-
tributedly for each IBR in a power system. This means that
the state-space model should be established for each IBR (not
the entire power grid), and the resulting DSE algorithm should
estimate the corresponding states of the IBR. All external signals
from other IBRs or the control center are taken as input variables.
Since the order of the model of a single IBR is limited, the fully
distributed CPDSE algorithm does not have scalability issues
even in large-scale power systems.

In practice, there are two potential paradigms for implement-
ing the proposed CPDSE framework, as shown in Fig. 5. The first
option is to implement the CPDSE locally on each IBR’s site,
where the impact of communication delays can be neglected.
The second option is to implement the CPDSE remotely at
system operators’ control center, in which case the measurement
signals and control signals required should be transmitted using
communication protocols such as IEC 61850, and timestamps
are required for aligning the data points. There has been much
existing effort on synchronized waveform measurements that
can satisfy the time synchronization requirements for carrying
out the CPDSE remotely [23], [32]. It should be noted that even
when the remote CPDSE option is implemented, the algorithm
still maintains a fully distributed manner for each individual
IBR. Therefore, distributed computing can readily be applied to
fully utilize the computational resources at a control center.

Fig. 6. One-line diagram of IEEE 13-node test feeder with 5 IBRs.

IV. SIMULATION RESULTS

This section will verify the advantages and versatility of the
proposed concept and algorithm in multipel test systems full
EMT simulation. Firstly, CPDSE will be carried out on two PV
systems in the IEEE 13-node test feeder with different (grid-
following and grid-forming) control methods. A comparative
study will be presented to show the superiority of the pro-
posed CPDSE framework over the traditional method based on
blended state-space models. Then, the versatility of the CPDSE
framework will be demonstrated on a grid-following-controlled
PMSG-WT connected to the IEEE 34-node test feeder hosting
various types of IBRs and dynamic loads. Finally, the effective-
ness of CPDSE in the transmission system will be validated with
a BESS operating in the VSG mode with a rated power of 20
MW in the IEEE 10-machine 39-bus test system.

The true state of the system is simulated via Simulink (Version
10.5, R2022a), and the CPDSE algorithms are implemented in
MATLAB (Version 9.12, R2022a). The data sampling frequency
is set as 3840 Hz (64 points per cycle), which is readily satisfied
by state-of-the-art merging units (MUs), digital fault recorders
(DFRs), or smart inverters. Note that MUs and DFRs have been
widely considered for DSE in literature [23], and smart inverters
also have the capability of outputting data for DSE as per the
new IEEE standard [32].

A. Case 1: Comparison With Traditional DSE Using Blended
State Space Model in the IEEE 13-Node Test Feeder

In this case, 5 IBRs, i.e., PV generation systems of var-
ious types, are integrated into the system shown in Fig. 6.
They include one three-phase IBR in the VSG (grid-forming)
control mode (node 633), two three-phase IBRs in the MPPT
(grid-following) control mode (nodes 692 and 680), and two
single-phase IBRs in the MPPT (grid-following) control mode
(nodes 645 and node 684). The parameters of the system are
shown in Table I. The rated capacities of the three-phase IBRs
and single-phase IBRs are 500 MVA and 80 MVA, respectively.
The one-line diagram of the system is shown in Fig. 6. Here, we
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TABLE I
PARAMETERS OF IBRS IN CASE 1

Fig. 7. Grid-forming control example: VSG control.

consider each solar PV system to have only one power bridge,
i.e., the grid-interfaced inverter. Therefore, regardless of the
control mode, the control signals are always V c

id and V c
id, the

reference voltage of power bridge; the measurement signals are
Izgd and Izgd, the grid side current of LCL filter, and V z

DC , the
voltage of DC-side capacitor.

The structure and control block diagram of the MPPT-
controlled three-phase IBRs are shown in Fig. 1. The physical
subsystem of the IBR in the VSG mode is the same as the one
in the MPPT node; only the control subsystem is differently
designed as shown in Fig. 7. For CPDSE, it is only necessary
to replace the state transition equation of CDSE, and the PDSE
model remains the same.

Initially, the IBR with MPPT control at node 692 operates with
an active power output of 0.92 p.u. and a reactive power output
of 0 p.u.; a step change of reactive power reference from 0 p.u.
to 0.25 p.u. and a step change of solar irradiance from 0.92 p.u.
to 0.52 p.u. are introduced at at 1.5 s and 2.5 s, respectively. For
GFM at node 633, a -0.6 Hz step change of the system frequency
is introduced at 3.5 s.

1) Comparison of Traditional and Proposed Methods During
Normal Operation: To represent sensor imperfection, Gaussian
white noises with standard deviations of 1% and 0.5% are added
to the current measurement signals and the DC voltage measure-
ment signals, respectively. For the control signals, imperfection
naturally exist when they are transformed through the SVPWM
method, so no additional noise needs to be added.

To demonstrate the superiority of the CPDSE framework,
which is based on the control-physics interactive state-space
model, it is compared with the traditional method that relies on
the blended state-space model. Both methods applies the same
ACKF technique; the information redundancy is also the same,
as the same sets of signals are used for performing DSE (see

TABLE II
RMSES OF STATE ESTIMATES OF IBRS WITH MPPT AND VSG CONTROLS

Fig. 8. True and estimated states under normal operation of VSG control.

output variables in Fig. 2). The system is observable as the output
signals are related to all the state variables.

The performances of the traditional and proposed methods
are compared by the Root Mean Square Error (RMSE) of state
variables, as shown in Table II. It can be observed that for
both methods, the errors of state estimates are in a reasonable
range, demonstrating the effectiveness of the ACKF technique
for tracking the states under normal operating conditions. For
the IBR under the MPPT control, the difference between the
two methods is not very significant. However, for the IBR under
VSG control, it is found that significant estimation errors are
present for some control state variables, i.e., ωi and VQ, when
using the traditional blended state-space representation. The true
trajectory and estimated trajectories by the two methods are
shown in Fig. 8. It can be found that the estimated trajectory
by the traditional method significantly deviates from the true
trajectory, while the one by the proposed method almost overlaps
with the true one. The reason is that these two state variables
are highly sensitive to the imperfection of output signals. As
the traditional blended state-space model does not have the
capability to represent these imperfections, The DSE fails to
filter them properly, leading to large state estimation errors. Note
that ωi is the virtual “rotor speed” of the VSG, which is a critical
variable to track. The proposed CPDSE framework is evidently
advantageous for this task.

2) Comparison of DSE Results During Abnormal Operation:
For IBRs, abnormality can be present in either measurement sig-
nals or control signals for reasons explained in Section II-B. The
traditional method uses the blended state-space model without
the capability of accounting for the impacts of abnormalities in
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Fig. 9. True and estimated states of grid-following IBR (MPPT control) under
measurement signal abnormalities.

these signals between the two subsystems, as they do not appear
in the state transition equations.

We first use an example of measurement abnormality, which
commonly exists in the real world, to illustrate the issue. An IBR
measures the grid current with a current sensor and transmits the
signal to the IBR’s controller through copper wire or optical
fiber. Assuming that at 2.1 s, the IBR in the MPPT control
mode has an unreliable cable connection, causing grid current
measurements Izgd and Izgq to be zero within one cycle before
returning to normal. During this period, the IBR continues to
operate. In this case, it is assumed that the objective of DSE is
to objectively track the actual transient occurring in the IBR
due to the abnormal measurement signals, and thus bad data
detection and correction functions are not activated. The verifi-
cation of bad data processing functions will be left to a scenario
presented later.

The true trajectories and the estimated trajectories of the con-
trol states M1 - M4 by the traditional and proposed methods are
shown in Fig. 9. It is observed that the erroneous measurements
affect the states of the control subsystem, as they are the inputs of
the control subsystem. While the result of the proposed CPDSE
keeps close track of the true trajectory of the control subsystem,
the result of traditional DSE method based on the blended
state-space model drastically deviates from the true trajectory.
The reason of divergence is exactly what has been theoretically
analyzed in Section II: in the traditional blended state-space
representation, measurement signals do not appear in the state
transition equations, and thus the errors of these signals cannot
find their paths to affect state predictions in DSE, and therefore
the state trajectory estimated by DSE is completely wrong.

Similarly, we present another case where the control signals
V c
id and V c

iq drop to zero at 5.2 s due to cyber attacks or fiber
optic abnormalities, etc. Fig. 10 shows the true and estimated
trajectories of the physical states. As control signals are the
inputs of the physical subsystem, the physical states are severely
disturbed as expected. The proposed method tracks the true
state trajectory very well, while the traditional method has large
estimation errors during the transient.

3) Bad Data Detection and Correction: In the scenario pre-
sented above, the bad data detection and correction functions of
the DSEs are turned off such that the actual transients within the

Fig. 10. True and estimated states of grid-forming IBR (VSG control) under
control signal abnormalities.

Fig. 11. Bad data correction for grid-following IBR (MPPT control) under
control signal abnormalities.

IBR system are objectively observed. In this scenario, the bad
data functions are activated to recover the correct signals should
the abnormality be absent.

Due to the limited space, we only show the results of a simula-
tion where abnormality occurs in the IBR in the grid-following
MPPT control mode. It is assumed that the control signals in
two channels, Vcd and Vcq, are swapped due to electromagnetic
interference (e.g., electronic register malfunction) or malicious
cyber attacks. The raw signals and corrected signals by the
traditional and proposed methods are shown in Fig. 11(a), (b).
It is found that both methods provide capabilities to recover the
signals to certain extents: the corrected ones are closer to the
true values than the raw control signals. However, the proposed
CPDSE framework recovers the signals much more accurately
than the traditional one. Fig. 11(c) shows the true and estimated
trajectories of a control state, M1, which is directly estimated
from the output control signals. It is evident that the proposed
method estimates the state more accurately than the traditional
one.

4) Summary: Through the various simulation scenarios of
Case 1, we have demonstrated the superiority of the CPDSE
framework. Under normal operating conditions, the proposed
method is evidently advantageous for estimating states that are
highly sensitive to noise in measurement and control signals,
including critical ones such as the virtual roter speed of VSG
control. Under abnormal measurement and control signals, the
traditional DSE method diverges drastically from the true state
trajectories, while the proposed method manifests robust state
tracking and bad data processing performance. The superiority
under various conditions is attributed to the fact that the pro-
posed CPDSE framework fully accounts for the uncertainties
in measurement and control signals that interact between the
physical and control subsystems, which the traditional method
ignores.

B. Case 2: Demonstration of Versatility for Various IBRs

In Case 1, simulation results for solar PV systems under
grid-following and grid-forming control modes are presented.
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Fig. 12. PMSG control block diagram and related equations in IEEE 34-node test feeder.

In order to demonstrate the versatility of the proposed CPDSE
framework, in Case 2, we will present results for a PMSG-WT
connected to a more complex IEEE 34-node test feeder. The
PMSG-WT operates in the grid-following MPPT control mode.
In addition to the PMSG-WT, solar PV systems under MPPT
control, BESSs under VSG control, and dynamic loads are also
connected to the test feeder. While Case 1 is simulated in a
per-unit system, the PMSG-WT is simulated in actual values in
Case 2. The system one-line diagram and the PMSG-WT control
block diagram are shown in Fig. 12. The electromechanical wind
turbine model is included as part of the state-space model [12],
[13]. Due to limited space, the derivation of the state transition
equations and output equations will not be shown.

In this example, the initial wind speed is 8 m/s, and the output
power of the PMSG-WT is 580 kW. From 2 s to 2.5 s, the wind
speed increases to 9 m/s, and the output power increases corre-
spondingly to 820 kW. The four control signals V c

sd, V c
sq, V c

gd

andV c
gq are added with noise that follows a Gaussian distribution

N(0, 2.52). The four current measurement signals Izsd, Izsq, Izgd
and Izgq are added with noises that follow a Gaussian distribution
N(0, 52). Noises following Gaussian distributions N(0, 0.12)
and N(0, 22) are added to the PMSG electrical angular velocity
ωm

z and the DC-side capacitor voltage V z
DC , respectively. In

order to demonstrate the effectiveness of the ACKF, it is assumed
that the above noise statistics are unbeknownst to the DSE
algorithm initially. The adaptive estimation of noise statistics
is activated at 1.5 s.

Despite very different natures of the PMSG-WT from the
solar PV system demonstrated in Case 1, the duality of the
control-physics interactive state-space model is still valid.
The control signals are outputs of the control subsystem and
inputs to the physical subsystem, affecting the six physical state
variables. The measurement signals are outputs of the physical

subsystem and inputs to the control subsystem, influencing the
six control state variables, as shown in Fig. 12. Therefore, the
CPDSE framework can be applied in the same manner.

The true and estimated trajectories of all the six control states
and all the six physical states are shown in Fig. 13. It can
be seen that initially when the noise statistics are unknown,
the estimation results are unsatisfactory as noise covariance
matrices in DSE are random set and do not reflect the true
statistics. Starting from 1.5 s, the noise covariance estimation
function of the proposed ACKF algorithm is activated, and the
estimated values soon converge to the true values. For the rest of
the simulation, the algorithm tracks all the physical and control
states accurately. The results verify that the noise adaptation
feature of ACKF can greatly reduce the estimation error un-
der unknown noise statistics, which is usually encountered in
real-world applications to IBRs due to the unknown properties
of sensors, actuators, and systems. Besides results shown in
Fig. 12, additional simulations are conducted in the presence of
measurement and control signal abnormalities, and it is verified
that the CPDSE works satisfactorily in bad data processing.
The results are not presented due to limited space. Hence, it
is validated that the proposed CPDSE framework is applicable
to not only PV systems but also wind generators.

C. Case 3: Demonstration on IBRs in Transmission Systems

Through Case 1 and Case 2, we have validated the effec-
tiveness of the proposed method on different types of IBRs in
distribution systems. In Case 3, we will verify that this method
remains effective in transmission systems. As the proposed
method has been validated on a solar PV system and a PMSG-
WT, in Case 3, we will validate it on a BESS operating in the
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Fig. 13. State estimation results of PMSG-WT based on CPDSE.

Fig. 14. Battery energy storage system integrated into the IEEE 39-bus system.

VSG mode. The power system one-line diagram and the BESS
schematic are shown in Fig. 15.

Considering the possible difference of time resolutions of
control and measurement signals in IBRs, in Case 3, we assume a
sampling frequency of 3840 Hz for measurements, while control
signals are transmitted to the DSE at a frequency of 1920 Hz. In
this scenario, the CPDSE handles the different data resolutions
using the method shown in Fig. 15, which can be divided into
four steps. Step 1: interpolate the control signals between time
T0 and T3; Step 2: utilize the control signals obtained in Step
1 and the measurements complete the PDSE at times T1 and
T2; Step 3: interpolate the measurement between time T1 and
T4; Step 4: utilize the measurements obtained in Step 3 and the
control signal complete the CDSE at times T3.

The BESS has a rated capacity of 20 MW. At 15 s, a three-
phase short-circuit fault occurs near bus 1, lasting for 4 cycles,
simulating the impact of a remote fault on the BESS. The noises
in the control signals (V c

id and V c
iq , the reference voltage of

power bridge) and measurement signals (Izgd and Izgq, the grid
side current of LCL filter) are Gaussian white with standard
deviations of 1% and 1.25%, respectively.

The results are shown in Fig. 14. Among them, the voltage
and reactive power output after the remote fault and its clearance
are plotted in Fig. 14(a). It can be observed that the BESS in
the VSG mode provides reactive support to the grid. Some of
the DSE results are shown in Fig. 14(b)-(f), and it is noted
that CPDSE can effectively track the true states under different
sampling frequencies of measurement and control signals. This
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Fig. 15. CPDSE results of a BESS in the IEEE 39-bus test system.

experiment validates the effectiveness of CPDSE for IBRs in the
transmission systems.

V. CONCLUSION

This paper proposes a fresh DSE framework for the real-time
monitoring of IBR dynamics, an increasingly important task in
renewable-penentrated power grids. The key difference noted
between IBRs and conventional SGs is that IBRs introduce a
heavy mix of physical and digital dynamics, and the interaction
signals between the two are susceptible to interference and
contamination. In order to address this unique challenge, we
advocate a control-physics interactive state-space representation
of IBRs to address the uncertainty of the two-way data flows be-
tween the control and physical subsystems. Therefore, a generic
dual CPDSE framework is proposed along with specific models
and algorithms to materialize it.

Simulations are first carried out in solar PV systems in the
IEEE 13-node test feeder. The numerical results clearly vali-
date the theoretical reflection: under both normal and abnor-
mal operating conditions, the proposed CPDSE framework is
consistently advantageous over the traditional method based on
the widely-used blended state-space model. Subsequently, the
versatility of the proposed framework is validated by presenting
DSE results of a PMSG-WT connected to the IEEE 34-node test
feeder. By assuming that the state estimator does not have the
statistical information about the noises, the adaptation feature
of the proposed ACKF algorithm is also validated. Finally, the
effectiveness of the proposed framework in the transmission
network and under different signal sampling frequencies is
validated by presenting the DSE results of a BESS connected to
the IEEE 39-bus power system.

As an emerging topic, DSE for IBRs requires more in-depth
investigation that goes beyond the scope of a single paper.
Possible future work under the proposed CPDSE framework
include: 1) enhanced estimator design accounting for detailed
IBR properties, such as possible control mode switching and
specific process/output noise properties due to non-idealities
of power electronics; 2) applications of the CPDSE framework
such as model calibration, event detection, control and protection
for both the physical inverter system and its digital controller.
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