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Abstract—This paper proposes an area inertia estimator based
on an iterative equation error (EE) system identification (SI) ap-
proach. The inertia value can be accurately extracted for areas
of different compositions with different penetrations of converter-
interfaced generators. Firstly, the internal frequency variation of
the generator units is computed by means of a frequency divider-
based estimator. Subsequently, these internal frequency variations
are used to carry out a generator clustering, which provides groups
of coherent generators to the proposed inertia estimator. Finally,
the iterative EE SI approach provides a joint inertia estimation
for each of these coherent groups. Numerical results on a properly
modified version of both the IEEE 39-bus and the IEEE 118-bus test
systems highlight the accuracy of the proposed method using both
ambient measurements and ringdown signal measurements (power
imbalance events). Furthermore, the proposed method presents
a low computational burden that allows fast estimation updating
times.

Index Terms—Area inertia estimation, system identification,
converter-interfaced generator, synchronous generator, generator
clustering.

I. INTRODUCTION
A. Motivation

HE growing integration of converter-interfaced gener-
ators (CIGs) installed in power systems during recent
years poses new challenges for transmission system operators
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(TSOs) [1]. One of the most important concerns is the variability
of the inertia provided by CIGs, which can be easily changed
by acting on their control system, potentially leading to the for-
mation of areas with low inertia. This could be a problem since
reduced inertia may lead to a high rate of change of frequency
(RoCoF) that could trigger frequency relay protections and, in
turn, provoke frequency stability issues. In this regard, it is worth
mentioning that a recent technical report from the European Net-
work of Transmission System Operators considers the decrease
of inertia as the top concern among power-system-related chal-
lenges [2]. In light of these considerations, this article proposes
an area inertia estimator capable of providing accurate estimates
considering the presence of CIGs and exploiting both ambient
and ringdown (power imbalance events) signal measurements.

B. Literature Review

In recent years, a large number of inertia estimation algo-
rithms have been proposed. Some of them focus on single
devices, whereas others focus on area-wide applications. In the
first case, the inertia of a single generator is estimated, whereas
in the latter the inertia of an area possibly comprising more than
one generator is estimated. Regardless of the scope, most of
those methods exploit the information received from ringdown
signal measurements, although some works have recently made
use of ambient signals. A detailed review of recently proposed
inertia estimators can be found in [3], [4], [5].

Among the recently proposed algorithms focused on the
single-device inertia estimation, [6] introduces a new index
called the rate of change of power (RoCoP) that can be used to
estimate the inertia of single devices, and it is applicable for both
synchronous generators (SGs) and CIGs. Results suffer from
numerical oscillations - a problem addressed in [ 7] by converting
algebraic equations into first-order differential equations. How-
ever, reported results are obtained supposing sampling times of
1 ms, whereas phasor measurement units (PMUSs) can achieve
sampling times on the order of tens of frames per second [8].
An adaptive unscented Kalman filter to estimate the inertia of
SGs is proposed in [9]. Simulations provide accurate results
and very quick convergence times; however, only short-circuit
events are considered and the method is not applicable to CIGs.
An extension is proposed by the authors in [10] where the inertia
estimation of CIGs is addressed, but the algorithm is not tested
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under normal operating conditions. Reference [11] points out
that the covariance of voltage and current ambient measurements
is related to the inertia values of SGs and CIGs, and solves a
least-square problem to fit the measurements to the generation
unit models. However, a systematic method to find the optimal
location of PMUs to gather the ambient measurements still needs
to be found. A data-driven inertia estimator applicable to both
SGs and CIGs is proposed in [12]. Reported results are accurate
and robust to high noise levels. However, this approach requires
the TSO to have access to the internal frequency and internal
angles of the generation units, which are not always available.

Regarding recent works with an area-wide scope, refer-
ence [13] proposes an autoregressive moving average with ex-
ogenous inputs (ARMAX)-based method to estimate the effec-
tive inertia of a power system. The electrical frequency of some
buses measured by PMUs is used as input for the ARMAX
system identification process, but no indication regarding the
selection of these buses is given. In [14], a dynamic regressor
extension and mixing technique is used to estimate the inertia
of a power system. This work does not consider the inertial
contribution from CIGs and was tested only under significant
power imbalance conditions like power plant outages. A power
system inertia estimation algorithm based on the RoCoF es-
timation is proposed in [15]. Reported results are accurate,
but this method does not consider the presence of CIGs and
requires knowing the magnitude and the occurrence time of the
power imbalance event. A methodology to estimate separately
the aggregated inertial response of SGs, of CIGs, along with
the inertial contribution of loads is proposed in [16]. Provided
results are accurate, but this method is not applicable under
normal operating conditions and it requires that the TSO knows
the magnitude of the power imbalance and the share of loads
with a frequency-independent behavior connected in the system
at the time of the event—a piece of information not always
available [5]. In [17], an area inertia estimation is carried out
by analyzing the electromechanical oscillations response in the
frequency domain of an equivalent SG that represents an area.
However, the methodology is applicable only to areas that con-
tain SGs and approximates the frequency of the area by taking
frequency measurements at a representative bus, an assumption
that may lead to large errors [1]. Reference [18] proposes a
method to estimate the inertia of a sub-network by using reactive
power measurements. The method provides accurate estimations
only under relatively small power imbalances and is not tested
under normal operating conditions.

C. Contributions

This article proposes a system identification (SI) based esti-
mator able to provide estimates of the inertia of areas. It only
requires the knowledge of the set of generators that compose an
area and the measurement of the active power and the bus fre-
quency taken at the generation buses, which are easily obtained
by aPMU at each power plant substation. The main contributions
of this article are the following:

® An algorithm that is able to provide the inertia of areas

composed entirely of SGs, CIGs, or mixed areas with
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different penetration of CIGs. The algorithm is also able to
provide accurate inertia estimates of single devices.

e The article also provides a simple yet effective method
to cluster generators that have coherent electromechanical
oscillations after power imbalance events.

e Unlike other works in literature, the proposed method
can provide inertia estimates both under normal operating
conditions and after a power imbalance event. Furthermore,
it does not require any knowledge regarding the location
and the entity of the power imbalance events.

® The methodology can be used in real-time operation since
it requires observation windows of a few minutes when the
system is under normal operating conditions and of a few
tens of seconds after a power imbalance event.

II. DESCRIPTION OF THE ALGORITHMS

A. Iterative Equation Error Model

System identification methods can be used to estimate the
parameters of a transfer function if its input and output signals
are known [19]. The equation error (EE) model is one of the most
common model structures due to its low computational burden
and stability properties. The EE model structure can be derived
considering the following input-output relationship described as
a linear difference equation:

y(t) + ary(t — 1) +agy(t — 2) + -+ + an,y(t —na) =
=bu(t — 1)+ bau(t —2) + - + by, u(t —np) +e(t), (1)

where y(t) is the output signal, u(t) is the input signal, and n
and n, are the numerator and denominator order, respectively.
The EE model formulation takes its name after the presence of
the white noise e(t) that acts as an error and is directly entered
in the difference equation.

By defining the following parameter vector:

0:[b17b27'"?bnb7a17a27"'?ana]Ta (2)
and the following information vector:
o(t) = [u(t—=1),...,ult—np), —y(t—1),...,—y(t—ny)]",
3)

it is possible to derive the one-step-ahead predictor:
i(t) = @(®)"0. @)

This linear regression allows the one-step-ahead prediction of
the output signal by knowing the parameter vector and the
information vector (which includes only past measurements).
However, this formulation can also be used to derive the pa-
rameter vector using an iterative formulation so that the pre-
dicted output g (¢) fits as best as possible the measured output
signal y(t). In fact, by considering the stacked output vector
Y (L) =[y(L),y(L —1),...,y(1)]" and the stacked informa-
tion matrix ®(L) = [p(L), (L —1),...,¢(1)]T, both over
the L elements of the data batch, and applying the least square
formulation:

0= (2"®) @'Y, (5)
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itis possible to determine the parameter vector. Since the process
is carried out considering a data batch with finite length L, this
method falls under the so-called iterative formulation [ 19], hence
the name iterative EE model. Once the parameter vector has been
computed, the discrete-time z domain transfer function can be
computed as:

bo2™ + bz 4+ by, 12+ by,
ZMa +ayze 4o fap, 12+ an,

Compared to other models, the EE has the advantage of provid-
ing a solution that is guaranteed to be the global minimum, since
the parameter vector is a quadratic function of the information
vector. The interested reader can refer to [19] and [20] for a more
in-depth discussion on these topics.

H(z) =z (6)

B. SG/CIG Transfer Function and Their Z-Domain Equivalent

Let us consider the electromechanical swing equation of the
SG, which represents the dynamics of the rotor [21]:

dAw,
dt

where Aw, represents the internal frequency variations of the
SG, AP, is the variation of the mechanical power, AP, rep-
resents the variation of the power supplied to the network by
the generator, D is the load-damping coefficient, and M, is the
mechanical time constant of the SG inertia, which is twice the
inertia constant H,. P, includes the following terms:

P, = Pyc + Pprc + Pace. ¥

M, = AP,, — AP, — DAuw,, 7)

Py is the power set point determined through the unit commit-
ment problem, which is piece-wise constant and, thus, such that
APyc = 0. Pagc is the active power provided by the automatic
generation control (AGC), if present. The AGC presents slow
activation times after power imbalance events and does not
activate when the system is under normal operating conditions.
In the time scales of this work, its variations can be safely
neglected. Pppc represents the active power produced by the
primary frequency control (PFC), whose variations A Ppp¢ are
not negligible since they play a significant role in the response of
the generator during the first seconds after a perturbation. Thus,
it can be assumed that:

APm ~ APppc. (9)

The active power variation due to PFC can be represented by the
following expression in the s-domain:

-1
1+ sT

where R is the PFC droop gain and 7' is an equivalent time
constant of the PFC control system that represents governor and
turbine dynamics with a single time delay block. It is worth
noticing that with this simplified model, composed of a gain and
a time delay, it is not possible to detect the internal dynamics of
the turbine and governor. However, this is of little importance
since this work focuses on the estimation of M.

APPFC = Awg, (10)

I'With a little abuse of notation, we refer from hereon to M, g as inertia.
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Taking the Laplace transform of (7) and including (10), the
s-domain transfer function of an SG with PFC becomes:
1 1
S3rg T T,

2uls) _ . an

APy(s)  s2ts(§+ £ )+ BHE

Similarly, one can derive the transfer function of an SG that does
not include the PFC:
1

AWQ(S) My

AR,(5) st (12

Consider now the virtual swing equation of a CIG with a virtual
synchronous machine (VSM) grid-forming control [22]:

dAwcic

Mecia i

= AP, — APcic — (kv + kp)Awcia,
(13)
where Mcrc is the synthetic mechanical time constant, k,,
and kp are the inverse of the steady-state PFC droop gain and
the damping constant, respectively, both provided by the VSM
control system. Since both the PFC and the damping service are
proportional to the internal frequency variation Awcyg, their
effect can be included in a single parameter G = k,, + kp.
Like in the previous case, by noticing that AP,,, = APy¢ +
APscc =0 and doing the Laplace transform of (13), one gets:

1

Awcra(s) Mora
— (14)
AFcrg(s) §+ T

It is worth noting that the transfer function representing the
electromechanical oscillations of an SG equipped with PFC has
two poles and one zero (11), while that of an SG without PFC
and of a CIG with VSM control both present only one pole, as
shown in (12) and in (14), respectively.

As detailed in the previous subsection, the EE model provides
the parameters of a transfer function defined in the z-domain
with given numerator and denominator orders. A transfer func-
tion with one pole and no zeros, e.g. (14) representative of CIGs
or (11) referring to SGs without PFC, has the following general
s-domain expression:

F(s) =

where num and den are generic numerator and denominator
terms, respectively. Observing that (15) has the following equiv-
alent z-domain expression [23]:

num
s+ den’

5)

z

F(Z) = - e—denTs )

(16)
with T being the sampling period, and by comparing (6)
with (16), it is possible to notice that a; = e~ 9T and by =
—numTy [23], where the parameters of a; and by can be
determined by applying the iterative EE SI method with de-
nominator order n, = 1 and numerator order n, = 1. Finally,

by comparing (15) with (14) and noticing that num = 52—

— _G .
and den = T one gets:

1 —In(a
A%mz—%ﬂ,;024%!h%mﬂ (17)
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Since this work focuses on the estimation of the inertia parame-
ter, the expression on the right is not used further here. However,
its application has been recently shown in [24].

A transfer function with two poles and one zero, representing
an SG with PFC, can be written in the s-domain as

Awy(s)
APy(s)

s$ny1+ng
= — 18
Grd)?tds (18)

where n, ng, di, and ds are generic numerator and denominator
terms. The equivalent z-domain transfer function of (18) can be
expressed as follows [23]:

B 22ny —2z[n1e=Tscos(doTs) — dei‘f)lmsin(dgTs)]

F(z)= 22 — 2ze~NTs cos(doTs) + e~ Ts

(19)
Similarly, by comparing (6) with (19) it is possible to observe
that by = —n; T. Finally, by comparing (18) with (11) it is easy

to derive that ny = 51—, which leads to:
g

1
M

= _7T5a
g bO

(20)
where by refers to the general formulation (6) and is provided
by an iterative EE model with n, = 2 and n; = 2. By having
also the other parameters of the z-domain transfer function, it
is possible to determine the PFC droop gain, the load-damping
coefficient D, and the equivalent time constant 7. However,
since this work focuses on estimating the inertia of areas, only
this parameter is estimated.

C. Generator Clustering

As described later in Section III, the iterative EE model used
to estimate the inertia of single devices can be profitably ex-
tended to area-wide applications provided that generators show
similar electromechanical oscillations. Generally, generators in
the same area are electrically near and thus present similar oscil-
lations. However, if a significant power imbalance event occurs
near or inside the area, generators may oscillate non-coherently
with each other. In this case, the joint inertia estimation explained
in Section III may be inaccurate.

To avoid this problem, a generator clustering method is pro-
posed: it consists in grouping together generators with similar
internal frequency oscillations so that their measurements can be
merged to carry out a joint inertia estimation. Thus, this problem
falls under the curve clustering topic. A comprehensive literature
review on this topic, along with a new taxonomy on clustering
approaches, is proposed in [25]. One of the most commonly
used algorithms for curve classification is the k-means. However,
these algorithms did not prove particularly useful in this work
since the final result depends on cluster initialization, which is
one of the drawbacks of the traditional k-means method that
has not been fully solved by algorithm variants [26]. To get
reproducible results, it would be necessary to solve several tens
of classifications and take the most common output. However,
this would increase the central processing unit (CPU) burden of
the algorithm, compromising its online applicability. Further-
more, we noticed that the k-means tend to create more clusters
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than necessary, thus separating generators that could be merged
without compromising the area estimation accuracy.

Thus, in this work, a raw-data clustering approach [25] is
used, which exploits the observational points of the curve and
does not use dimensional-reduction techniques. The proposed
method makes use of the root mean square (RMS) of the internal
frequency variation differences between generators (determined
with a frequency divider-based estimator) to carry out the clus-
tering. This metric is computed separately for all the generators
of the same area, and is determined as:

T
Z [A(A}GenJc - AWGeny]2

t=1

1

\IJGenz,G’eny = T (21)

where Gen, and Gen, are two generation units (SGs or CIGs)
of the same area, and Awgen, and Awgen,, are their internal
frequency variations. The clustering RMS metric is computed
over the first few seconds of the simulation after power imbal-
ance events. In fact, this period is sufficient to detect different
electromechanical oscillations and separate non-coherent gener-
ators. Once all the mutual RMS distances related to an area have
been computed, a threshold Wy,,.csno1q 1S used to determine if
the generators are to be clustered together or not. How to choose
this clustering threshold is empiric, and it depends on the electric
network under study and on the considered time span (21). In this
regard, it is worth noticing that by adopting different observation
times 7" the RMS of the internal frequency differences will vary.
Thus, Upreshota should be selected accordingly. This selection
follows a trial-and-error approach. To avoid unnecessary clus-
tering, some simulations must be carried out to verify that the
clustering method is not too sensitive. At the same time, its
responsiveness must be assessed to guarantee that the input and
output signals used by the proposed SI can be properly merged
without jeopardizing estimation accuracy. However, as shown
in Section IV, tuning W eshoid 1S rather simple.

To be clustered together, all generators must have mutual
RMS metrics lower than W,p.csn014- Despite its simplicity, this
method is very effective in grouping generators with coherent
electromechanical oscillations and allows the proposed area
inertia estimator to provide accurate estimates. Moreover, the
CPU times needed to perform this clustering range from a few
ms to a few tens of ms, based on the number of generators to be
grouped and the final number of sub-groups.

III. IMPLEMENTATION

Fig. 1 summarizes the method proposed in this work, which
resorts to an iterative EE SI algorithm to carry out the inertia
estimation of areas. As described in Section II, the iterative
EE model allows one to estimate the parameters of a transfer
function by measuring its input and output signals. In our case,
the input signal is the active power variation, whereas the output
signal is the internal frequency variation, as shown in (11), (12),
and (14). Since the latter may not be accessible to the TSO, in
this work it is estimated by using the model-independent internal
frequency estimator proposed in [27], which only needs bus
frequency measurements (denoted by Af; in Fig. 1) taken at
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Fig. 1. Flowchart of the proposed method.

the power plant substation. However, other methods such as that
proposed in [9] can be used for this purpose. It should be noted
that the proposed algorithm only requires installing PMUs at the
power plant substations to estimate the inertia of areas.

As indicated in [19], SI methods benefit from signal filtering
because the presence of the noise may reduce their accuracy.
Therefore, a low-pass filter is applied to both the active power
and the bus frequency measurements.

Since the ultimate goal of this work is to estimate the inertia
of areas, the proposed approach carries out a joint estimation for
every generation unit that is in the analyzed area. In particular,
the active power variations of all generation units are added to get
an equivalent input signal, and an average value of the internal
frequency variations is carried out to compute the equivalent
output signal. Subsequently, these two signals are used to carry
out a parameter estimation of an equivalent transfer function of
the area, i.e., a joint inertia estimation of every generation unit
is made.

To provide accurate inertia estimates of areas by using an
equivalent transfer function, the generators must have coherent
electromechanical oscillations. Otherwise, using the average
value of the internal frequency variations of all the devices may
not give a significant equivalent average frequency variation of
the area. This is not a problem when the system is under normal
operating conditions since the internal frequency of the genera-
tion units of an area experiences similar oscillations. However,
power imbalance events may cause generators pertaining to
the same geographical area to oscillate differently. Therefore,
carrying out a joint inertia estimation by considering their input
and output signals together may lead to large estimation errors.
To avoid this inconvenience, the generator clustering method
is used. Once the generators with similar electromechanical
oscillations are grouped together, the equivalent input and output
signals of the sub-areas are computed and their inertia values are
estimated.

In this regard, it is worth mentioning that the areas of the elec-
tric network are first determined by analyzing the system under
normal operating conditions. In fact, if the generators present
similar internal frequency variations under this condition, they
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can be grouped together and accurate inertia estimations can
be obtained. This first partitioning is intended to define fixed
areas with a geographical meaning since, generally, generation
units with small electrical distances present similar oscillations.
Then, the clustering method is applied to each area to verify
that its generators are coherent with each other after power
imbalance events. If any incoherency is identified, the proposed
clustering method provides sub-groups of coherent generators
whose inertia is estimated separately. After this process, these
inertia values are summed to obtain the inertia of the area.
So doing, the TSO can estimate the inertia of the zones it
is interested in monitoring even if their generators oscillate
differently following a perturbation. Thus, this method presents
the advantage of providing the inertia value of a geographically
defined area, even if during a power imbalance event this area
includes non-coherent generators.

The proposed method is applicable to both SGs and CIGs.
As shown in subsection II-B, the transfer function of an SG
with PFC has two poles and one zero, whereas the CIG transfer
function has one pole. Therefore, an area that has only SGs with
PFC will have an equivalent transfer function of the second order,
and the iterative EE SI will be tuned accordingly to estimate the
parameters of a transfer function with this shape. Similarly, an
area composed only of CIGs will have an equivalent transfer
function of the first order. If an area includes both SGs and CIGs,
the order of the transfer function that best fits the equivalent
dynamic behavior of the area has to be found. As detailed later
in Section IV, this is not a limiting factor since the determination
of the order of the equivalent transfer function that provides good
estimates is not difficult.

IV. TEST RESULTS

This section discusses the estimation accuracy of the proposed
algorithm and its compatibility with both ambient measurements
and ringdown signals (power imbalance events). The first and
second subsections respectively present estimation results on
the IEEE 39-bus and 118-bus test systems, which were both
modified by replacing several SGs with CIGs; the parameters
of the CIGs used in this work are listed in [28]. Simulations
are carried out using the software DIgSILENT PowerFactory.
SGs are modeled by using either round rotor models with one
damper winding in the d-axis and two damper windings in the
g-axis, or salient pole models with one damper winding in both
the d- and g-axis. It is important to remark that even if the system
identification method is applied to the simplified swing equation
of SGs (11), the simulations are carried out by using complete
models of SGs. Thus, the simplifications described in Section II
do not limit the generality of the proposed approach. CIG plants
and their VSM control system are modeled as indicated in [29].

To represent the frequency oscillations that characterize
power systems under normal operating conditions, the power
consumption of loads is modeled by an Ornstein-Uhlenbeck
(OU) stochastic process [30]. The OU process of loads is charac-
terized by a standard deviation of 1% of the load nominal power,
and an autocorrelation coefficient of 0.5 Hz. Both the active
and the reactive power consumption are perturbed using two
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Fig. 2. Single-line diagram (with areas) of the IEEE 39-bus test system.

uncorrelated processes. We assume that the loads of the IEEE 39-
and 118-bus test systems are aggregated models of uncorrelated
much smaller ones that contribute to the same buses. This leads
to our choice of the standard deviation and of the autocorrelation
values, which are in agreement with those reported in previous
works [31], [32], [33], [34]. However, in this section, to verify
the generality of the proposed method, several tests considering
different autocorrelation values of the OU stochastic process
are carried out. Besides, a normal Gaussian distributed noise as
described in [35] is applied for both bus frequency and active
power measurements.

The area inertia estimator based on the iterative EE SI ap-
proach is coded in MATLAB and makes use of the bus fre-
quency and active power measurements imported from Power-
Factory. Measurements are exported using a sampling time of
10 ms, which can be easily achieved by commercially available
PMUs [8]. All measurements are filtered using the lowpass
function of MATLAB, with a cutoff frequency of 2 Hz. The
inertia values reported in this section are referred to 100 MVA,
which is the reference power of the network. The PC used to
carry out the tests is an Intel Core i7-1255 U 1.7 GHz, equipped
with 16 GB of RAM.

A. Test Results on IEEE-39 Bus Test System

This test system has been modified by substituting traditional
SGs at buses 30, 36, 37, and 38 with CIGs of the same apparent
power. As it can be observed in Fig. 2, the system is divided into
4 different areas. Area 1 is constituted only by the SG connected
to bus 39, which represents the upstream US and Canadian
network, and is modeled without any control systems such as
automatic voltage regulator (AVR), governor, and power system
stabilizer (PSS). Area 2 is constituted by SG 31 and SG 32 (from
hereafter, SGs and CIGs are labeled after the bus number they
are connected to). Area 3 has SG 33, SG 34, SG 35, and CIG
36; therefore, it presents a mixed composition. Area 4 includes
CIG 30, CIG 37, and CIG 38. The values of the inertia of the
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TABLE I
IEEE-39 BUS SYSTEM—AREA COMPOSITION AND INERTIA VALUES
Area 1 Area 2 Area 3 Area 4
Com?fi‘i‘ﬁon 5G 39 | SGs 3132 | SO ciGs 3037738
trarllis%:rivgs::ion I pole 2lpzoelre: 21pZ0elre§, 1 pole
MWoNvA) | 1000 | 606/716 PT2B2/696 1 70/56/65
(M‘;ﬁ:f‘Ml\f, Ay | 1000 132.2 234.8 191

single generation units and of the areas are reported in Table 1.
In accordance with the considerations made in Section I1I, areas
1 and 4 are modeled by first-order transfer functions, with one
pole and no zeros. Area 2, composed only of SGs, is modeled by
a second-order transfer function, with two poles and one zero.
Although Area 3 does not contain only SGs, the results show
that a second-order transfer function provides accurate results
under both normal operating conditions and power imbalance
events.

Generally, generators that are electrically near each other
present similar electromechanical oscillations and, thus, can be
grouped together by using the proposed SI approach. Specifi-
cally, areas are determined through several inertia estimations
using ambient measurements and by verifying that their joint
inertia estimation is accurate. However, it is worth highlighting
that the composition of the area is empirical and more than one
possible composition may exist, especially in large and meshed
systems where areas are not often well-defined.

1) Normal Operating Conditions: In this case study, the sys-
tem is under normal operating conditions, i.e., only the stochastic
process of loads is considered and no other power imbalance
event is simulated. Therefore, the estimation is carried out by
using ambient measurements. The iterative EE SI approach is
used to estimate the inertia of the 4 areas composed as described
earlier. Observation windows of 5, 3, and 1-minute durations
are tested. To create a statistically representative simulation
batch, a 6-hour-long simulation is carried out. Therefore, in the
case of the 5-minute-long window, 72 independent simulations
are carried out. On the contrary, for 3 and 1-minute-long ob-
servation windows, 120 independent estimations are executed.
The observation windows used in this result section correspond
to the data batch of L elements described in subsection II-A.
For instance, since we use a sampling time of 10 ms, the
5-minute-long observation window used in this work is com-
posed of L = 30000 samples. Estimation results are reported
in Fig. 3 in the form of violin plots, where the horizontal
bar represents the mean estimation value, the black rectangle
shows the ends of the first and third quartiles of the data,
and the vertical black line connects the ends of the upper and
the lower adjacent values (smallest/highest values within the
third/first quartile plus/minus 1.5 times the inter-quartile range,
respectively). To easily compare area estimates, results are nor-
malized with respect to the actual M values shown in Table I.
Thus, the closer the mean value to 1 p.u. and the smaller the
bandwidth of the violin plot, the more accurate and reliable the
estimations.
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Fig. 3.

As expected, the wider the observation window, the better the
estimates provided by the proposed iterative EE SI. In terms
of mean values, the difference between different observation
windows is appreciable but not substantial. However, wider
observation windows allow for more reliable estimations since
their probability distribution is shorter. This comes with the
drawback of a slower estimation update, as shown in the next
subsection. Both the 5 and 3 minute-long observation windows
provide very accurate estimates with average errors generally
below 3% and relatively limited maximum errors. Although the
1 minute-long observation window has slightly higher average
estimation errors, its estimations are affected by sensibly higher
maximum errors. Thus, we advocate using this observation
window only if the TSO needs a quick estimation update and
high precision is not an important issue.

It should be noted that the inertia estimation of the whole
system, obtained by grouping the measurements of all 10 gener-
ation units, is not as precise as the estimation of areas analyzed
separately. Indeed, as shown by the two rightmost violin plots in
each panel of Fig. 3, by supposing an equivalent transfer function
of the first and second order for the entire system and applying
the proposed method, the M estimation errors are sensibly higher
compared to ones of the areas. The rationale behind this is
that the generation units experience coherent electromechanical
oscillations if they are electrically near. Otherwise, even if the
system is under normal operating conditions, these oscillations
are not sufficiently similar to group together all the generators,
leading to worse estimates. From this consideration, it is clear
that the proposed method works better if applied to areas instead
of entire systems.

2) Time-Varying Inertia Under Normal Operating Condi-
tions: One of the most important features of our proposed
estimator is the capability to track changes of inertia over time
just by using ambient measurements. Since the inertia of SGs is
a constant value, to test the capability of the proposed method
to detect time-varying inertia we act on the control of CIGs.
In particular, we change the control setting of the generation
units of area 4. Initially, the inertia value of the area is 191
MWSs/MVA, as represented in Table I. The simulation lasts 20
minutes and only the stochastic process of loads is considered.
After 6 minutes of simulation, we reduce by 50% the synthetic
inertia provided by CIG 30, CIG 37, and CIG 38, obtaining an

IEEE-39 bus system—Violin plots of the normalized M estimates with 5-, 3-, and 1-minute-long observation windows using ambient measurements.
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Fig. 4. IEEE 39-bus system-Time-varying M detected by ambient
measurements.

actual inertia value of area 4 of 95.5 MWs/MVA. This value is
maintained for 8 minutes, i.e., until the simulation time reaches
14 minutes. At this point, CIG 30 and CIG 38 restore the inertia
they provide to the initial value, whereas CIG 37 provides an
inertia value of 40 MWs/MVA. Therefore, at the end of the
simulation, the inertia of area 4 is 175 MWs/MVA.

To track these changes, we opt for an observation window with
a | stime offset, i.e., the observation window allows the proposed
estimator to update its estimation every 1 s. It is worth pointing
out that the CPU time of one estimation using the proposed
iterative EE SI estimator with a 5-minute observation window
is about 10 ms, well below the time offset of 1 s. Thus, the
algorithm can be applied in real-time since it is sufficiently fast
to update the estimates after a new observation window has to
be analyzed.

Fig. 4 depicts the estimates using 5, 3, and 1 minute-long
observation windows. Fig. 4 only represents 15 minutes of the
simulation because the first S minutes are used by the observation
window to provide the first estimate. After that, the values are
updated every second. It can be noticed that the wider the
observation window, the smaller the oscillations around the
actual value. This is coherent with the considerations related
to Fig. 3, where wider observation windows presented lower
average and maximum errors compared to narrower windows.
However, it is possible to observe how narrower windows al-
low faster detection of inertia changes. Particularly, a 5-minute
length window needs approximately 5 minutes to fully detect the
inertia changes, which is the time required for the observation
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Fig. 5.
windows.

window to include only ambient measurements that are related to
new inertia values. Obviously, a 1 minute-long observation win-
dow allows a faster discounting of measurements related to old
conditions, but this comes with the price of higher oscillations.
As previously commented, the TSO should consider whether
very precise estimations or fast-tracking behavior are needed and
decide the window length that best suits the specific application
under study. One possible solution may be the application of
several window lengths in parallel to combine the benefits of
very accurate estimates and faster updating times.

3) Effect of the Autocorrelation Coefficient of the Stochastic
OU Process: This subsection shows the estimation accuracy
of the proposed method under normal operating conditions
by considering radically different autocorrelation coefficients
of the OU stochastic process associated with the loads. As
previously mentioned, the autocorrelation used during the rest
of this work is 0.5 Hz, which, according to [33], is classified
as a high-speed exponentially decaying autocorrelation and is
within the range of real-life stochastic processes found in power
systems. However, based on the composition of the loads and
the electric network extension, the frequency fluctuations of
the system may be represented by stochastic OU processes of
quite different autocorrelation values. Thus, it is relevant to
assess if the proposed estimator remains reliable under a wide
variety of stochastic OU processes. To address this issue, an
autocorrelation coefficient of 0.01 Hz (low-speed exponentially
decaying autocorrelation [33]) is considered in this subsection,
while the standard deviation remains equal to 1%. As before,
a 6-hour long simulation with independent observation win-
dows of different lengths is considered. As depicted in Fig. 5,
the estimation accuracy with 5- and 3-minute-long observation
windows has slightly degraded compared to the previous case
study. The rationale behind this result is that the smaller the
autocorrelation coefficient, the smaller the variability of the OU
process, and thus the harder is for the iterative EE estimator to
extract the inertia information since it works better with signals
with high variations. However, this inconvenience can be easily
compensated by using wider observation windows. For instance,
as shown in Fig. 5, an 8-minute-long observation window allows
for reliable estimations with small deviations around the mean
value for all four areas of the IEEE 39-bus system.

Finally, to show that the proposed estimator is capable of
detecting time-varying inertia with ambient measurements of

IEEE-39 bus system (OU process with autocorrelation of 0.01 Hz)—Violin plots of the normalized M estimates with 8-, 5-, and 3-minute-long observation
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Fig. 6. IEEE 39-bus system—Time-varying M detected by ambient measure-
ments (autocorrelation of 0.01 Hz).

different stochastic OU processes, the case of study presented in
Section IV-A2 and in Fig. 4 is replicated with an autocorrelation
value of the OU process of 0.01 Hz.

Ascanbe seenin Fig. 6, with observation windows of different
dimensions it is still possible to track the time-varying inertia
value of areas. As in the previous study case, the wider the
observation window, the more accurate the estimation but the
slower the detection of the parameter change.

As shown in this subsection, the proposed method is able
to carry out reliable inertia estimation considering ambient
measurements characterized by a wide range of autocorrelation
values. As mentioned earlier, this fact is particularly relevant
since it shows that the proposed approach can be used in different
types of electric networks.

4) Power Imbalance Events: The proposed methodology
proves to be effective for the area inertia estimation also us-
ing ringdown signal measurements, i.e., after power imbalance
events. Table II shows some power imbalance events of differ-
ent magnitudes, and located at different buses of the network,
simulated separately on the IEEE 39-bus test system. All the
events occur at time £ = 1s and the observation window used
to carry out the estimation is 30 s. The first four events refer
to load outages, which imply a positive power imbalance for
the system. The fifth and sixth events refer to power increases,
therefore the power imbalance is negative. As reported in the last
two rows, the methodology provides accurate estimations also
following line outages. In fact, these kinds of events provoke
oscillations throughout the network that can be used by the
proposed algorithm to carry out the area inertia estimation. It
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TABLE II
IEEE 39-BUS SYSTEM-M ESTIMATION ERRORS AFTER POWER IMBALANCE
EVENTS WITH GENERATOR CLUSTERING

Area 1l | Area2 | Area3 | Area 4

Load 16 outage (329 MW) | —0.4% | 5.6% | —3.9% | —1.2%

Load 23 outage 248 MW) | —0.7% | 4.4% | —2.9% | —1.3%

Load 8 outage (522 MW) 0.1% | —72% | —1.2% | —1.3%
Load 31 outage (9.2 MW) 1.8% 2.0% 2.9% 1.7%

Load 21 +50% (-137 MW) 0.2% 2.3% —5.2% | —0.2%

Load 29 +10% (-28.4 MW) 3.5% —1.2% | —0.5% | —3.0%

Line 4-5 outage 2.3% | —6.6% | —3.5% | —1.9%

Line 25-26 outage 20% | —1.9% | —1.9% | —4.5%

should be noted that also in this subsection the stochastic process
of loads is considered.

By observing Table Il it is possible to notice that, generally, the
estimates are very accurate. However, there are some estimations
that present slightly higher errors. For instance, the estimation of
area 2 following load 8 outage presents a relative error of —7.2%.
This error is caused by the fact that the event occurs in area 2,
and the frequency measurements used to carry out the internal
frequency estimations using the method proposed in [27] are
affected by spikes and oscillations, particularly during the first
instants after the perturbation. This, in turn, provokes slightly
worse area inertia estimates. Similarly, it can be observed that
the load 21 power increase provokes worse inertia estimates of
area 3, and that the estimations of area 4 after the outage of line
25-26 are not as accurate as those related to other areas.

Finally, it is worth noticing that simulation results are obtained
using the generator clustering algorithm. The threshold used by
the clustering method is 3 - 10~ (p.u.) and has been determined
empirically by carrying out a few clustering proofs. The RMS
metric (21) is computed over the first 3 seconds after the power
imbalance. In this network, which is characterized by having
generators of the same area that are quite coherent in terms
of electromechanical oscillations, the usage of the generator
clustering algorithm is not essential. However, as shown in the
next subsection, the benefit of using this clustering algorithm is
more evident for grids lacking very coherent areas, such as the
IEEE 118-bus system.

B. Test Results on the IEEE 118-Bus Test System

In this subsection, the accuracy of the proposed method in the
IEEE 118-bus test system is reported. The interested reader can
find the topological data and the power flow test case of the IEEE
118-bus network in [36]. Since the dynamic data of the network
are not available in the literature, we take a guess on the type
of power plant (e.g., hydroelectric, coal, gas, etc) connected to
each bus based on the rated active power. Consequently, coherent
governors, AVRs, and PSSs are selected in accordance with the
power plant category.

The network has been modified by substituting SGs with CIGs
at buses 49, 54, 59, 61, 65, 66, 80, 89, and 100. The system is
divided into 4 areas: the first area comprises the SGs located
in the western part of the network, namely the SGs connected
to buses 10, 12, 25, 26, and 31; the second area includes SGs
connected at buses 46, and 69, and the CIG at bus 80; area 3

TABLE III
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IEEE-118 BUS SYSTEM—AREA COMPOSITION AND INERTIA VALUES

Area 1 Area 2 Area 3 Area 4
Area SGs 10/12/25 | SGs 46/69 | CIGs 49/54/59 | SGs 87/103/111
composition 26/31 CIG 80 61/65/66 CIGs 89/100
Equivalent 2 poles, 2 poles
transfer function 1 zero 1 zero 1 pole 1 pole
SG-CIG M 30.3/19/35.2 13.2/75/ 25/9/30 5.4//14/12.6/
(MWs/MVA) 27.3/6.6 30 13/60/80 98/49
Area M
(MWs/MVA) 118.4 118.2 217 179

is located in the northeast zone of the network and includes
CIGs connected at buses 49, 54, 59, 61, 65, and 66; finally, area
4 includes generation units located in the southern part of the
grid, namely SGs at buses 87, 103, and 111 and CIGs at buses
89, and 100. The composition of the areas, along with the inertia
values of the single devices and of the areas, is summarized
in Table III. As described in the previous subsection, these
areas are identified empirically by grouping generators that
are electrically near. Other compositions for areas 2 and 3 are
possible since these zones are not clearly separated; simulations
have shown that estimation results remain accurate with other
area compositions.

An equivalent transfer function of the second order is used
for area 1, which is composed only of SGs. Area 3 is composed
only of CIGs, thus its equivalent transfer function is of the first
order. Area 2 is composed of two SGs connected to buses 46 and
69, and one CIG connected to bus 80. In this area, the dominant
generation unit is SG 69 due to its bigger apparent power (and
inertia constant). Therefore, the used transfer function for the
area has 2 poles and one zero. Area 4 presents 3 SGs connected
atbuses 87, 103, and 111, and 2 CIGs connected at buses 89, and
100. However, the effect of these two CIGs is dominant, due to
their higher apparent power, and the equivalent transfer function
of the area is of the first order. Regarding the selection of the
transfer function order of mixed areas 2 and 3, similar considera-
tions can be made with respect to the IEEE 39-bus network. The
estimations obtained using different transfer function orders are
strongly biased and can be therefore discarded by the TSO.

1) Robustness to the Presence of Outliers: Since PMU mea-
surements may be affected by outliers, the robustness of the
proposed method for this type of event is assessed. A 6-hour
simulation using 5- and 3-minute-long observation windows is
carried out. As in the previous case, the observation windows do
not overlap in time, thus, 72 and 120 independent observation
windows are considered, respectively. In each window, 100
outliers are inserted (corresponding to a simulation time of
1 s). Particularly, the electric frequency measurement of the
bus connected to CIG 100 is supposed to remain frozen for 1 s
due to a PMU malfunction. The inertia of area 4 is estimated
considering the above outliers.

As we can observe in Table IV, the presence of bad data in
the measurement set has a relatively limited effect since the
increment of the mean error with respect to the case where no
outliers are considered is negligible. This is expected since the
proposed method uses observation windows of several minutes
and thus, if the PMU fault occurs for a limited time, it does
not carry significant weight over the final estimation accuracy.
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TABLE IV
IEEE 118-BUS SYSTEM—M ESTIMATION AVERAGE ERRORS OF AREA 4
CONSIDERING MEASUREMENT OUTLIERS
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TABLE V
IEEE 118-BUs SYSTEM—M ESTIMATION ERRORS AFTER POWER IMBALANCE
EVENTS WITH GENERATOR CLUSTERING

5 min observation window | 3 min observation window Areal | Area2 | Area3 | Area 4
without outliers 2.95% 3.18% Load 59 outage (277 MW) 1.0% | —33%| 1.8% | —0.5%
with outliers 3.03% 3.36% Load 80 outage (130 MW) | —2.6% | 0.0% 0.6% 1.1%
Load 82 outage (54 MW) —3.1% | —0.1% | 0.9% 3.1%
‘ ‘ Load 1 outage (51 MW) —0.5% | 4.8% 2.3% —1.2%
Load 118 outage (33 MW) 1.0% | -1.2% | 1.7% 1.0%
25oo f ‘“ W”" | Load 40 +50% (-66 MW) | 1.5% | 3.8% [ 2.7% | —2.9%
2 W‘ f'ﬂ‘g\w.z ly ), Load 60 +50% (-39 MW) 2.4% —0.4% | 2.0% 0.7%
g 400 e W ﬁ"‘“ﬂ.\_ Load 85 +50% (-15.8 MW) 1.7% 1.1% 1.4% 2.7%
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. . o .. Fig.8. IEEE 118-bus system—Internal frequency variations of area 2 after load
of bad data in one generation unit signal has a limited effect. g; outage.

As expected, the 5-minute long window is less affected than
the 3-minute long window by the presence of the outliers since
it is wider, and therefore the weight of the bad data over the
time span covered by the window is smaller. However, more
complex situations such as longer measurement faults or the
presence of multiple interacting and conforming bad data that
affect simultaneously several generation units (e.g., caused by a
cyber-attack), should be carefully assessed. To deal with these
issues, a robust version of the proposed iterative EE algorithm
may developed in the future.

2) Time-Varying Inertia Under Normal Operating Condi-
tions: The capability of the proposed method to detect varying
inertia of areas by using ambient measurements is tested also
in this network. A simulation of 20 minutes is carried out. The
generation units of area 3 double their inertia contribution at a
simulation time of 6 minutes by acting on their control systems,
thus increasing the inertia of the area to 434 MWs/MVA. This
condition is maintained for 7 minutes, i.e., until the simulation
time reaches 13 minutes. After that, all generation units reduce
their inertia parameter by 25%, which corresponds to 325.5
MWSs/MVA. As depicted in Fig. 7, the proposed method is
capable of tracking the change of the inertia. As in the previous
study case, wider observation windows provide more accurate
estimates but slower updating times. This is due to the fact that
they require more time for measurements related to previous
inertia values to be left out by the moving window. The CPU time
required by the proposed method to carry out one estimation with
a 5-minute-long observation window is approximately 10 ms,
which is well below the time offset of 1 s. Therefore, the
algorithm can be applied online.

3) Power Imbalance Events and Effect of the Generator Clus-
tering Algorithm: Table V reports the estimation errors of the
proposed method using ringdown signals. It can be appreciated

that the estimates are quite accurate, even for events that cause
different power imbalances (ranging from a few MW to several
hundreds of MW) and occur at different locations. These results
confirm that the proposed methodology can estimate the inertia
of areas also using ringdown signals.

In this network, generators grouped in the same area tend to
oscillate differently when power imbalance events occur. Since
the accuracy of the proposed method depends on the coherency
of the generators in terms of electromechanical oscillations, it
is important to separate non-coherent generators. Thus, in this
study case, we focus on the effect of the proposed generator
clustering algorithm on the area inertia estimations. It is worth
mentioning that the threshold used in this network to group
generators is 4.5 - 1075 (p.u.), which has been determined em-
pirically. Also in this case, the RMS distance metric is computed
during the first 3 seconds after the event.

The following is an example of the benefits that the clustering
algorithm brought to the area inertia estimations. Fig. 8 repre-
sents the estimation of the internal frequency variations (using
the model-independent estimator [27]) of the three generators of
area 2 caused by the outage of load 80. It is possible to observe
that they experience quite different oscillations. Therefore, it is
not possible to group together their measurements for a joint
estimation, since their electromechanical behavior can not be
represented through a single transfer function. The clustering
algorithm detects that the three generators have mutual distances
higher than the threshold and separates them. At this point,
the area inertia estimator carries out the estimation individually
and it provides values of 13.5 MWs/MVA, 73.2 MWs/MVA,
and 31.5 MWs/MVA, for the SG 46, SG 69, and CIG 80,
respectively. These inertia values are then summed to get an
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Fig. 9. IEEE 39-Time-varying M detected by ambient measurements (com-

parison with the RLSEE estimator).

area inertia value of 118.2 MWs/MVA, which equals the real
inertia value. Without generator clustering, the estimation would
provide a strongly biased estimation of 147.0 MWs/MVA for
area 2, with a relative error of 24.3%. It is worth pointing out
that the individual estimates of the three generators are quite
accurate (see the inertia values of the single devices in Table III).
Thus, the proposed estimator is very accurate also if applied to
individual generation units.

C. Comparison With Other Estimators

This section compares the proposed method with other iner-
tia estimation algorithms. A recently proposed recursive least-
square equation error (RLSEE) [24] estimator is used to track
time-varying inertia values of Section IV-A2, and the results
of the two estimators are reported in Fig. 9. As expected, the
RLSEE shows faster tracking capabilities since it does not use
observation windows and the parameter update occurs recur-
sively, i.e., every time a new measurement becomes available.
However, this comes with the disadvantage of providing less ac-
curate estimations since the weight of the measurement noise is
higher for a recursive-based estimator than for an iterative-based
one. Moreover, as detailed in [24], the RLSEE is applicable
under normal operating conditions only by implementing a
covariance matrix resetting, which is a non-trivial and scenario-
dependent procedure.

Another recently-developed method uses convolutional neu-
ral networks (CNN) to estimate the power system momen-
tum [37]. A CNN can accurately follow steps of momentum
with a mean absolute percentage error of around 1%, which is
comparable to what can be obtained with the method presented
here. However, as with most machine-learning-based methods,
this comes at the cost of a significantly large training dataset
used for training the method and ensure adequate estimation
capabilities (i.e., a low prediction error), which in general may
not be easily available.

Table VI presents a comparison with other works in terms of
estimation accuracy, applicability, and CPU times. The proposed
estimator is one of the few methods capable of handling areas
with a mixed composition of both SGs and CIGs. Besides, it
is one of the few estimators applicable in real-time since the
updating CPU times are sensibly smaller than the time offset
of the sliding window. Furthermore, as far as we know, it is the
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TABLE VI
COMPARISON WITH OTHER AREA INERTIA ESTIMATORS
Average estimation error
Reference Con}putan‘onal Normal' gpefat4 Power 1mbz}1ance Applicability
time (s) conditions events
[13] ~ 10T Not applicable ~ 10 — 20% Only SGs
[14] Not reported Not applicable ~5—15% Only SGs
[15] Not reported Not applicable ~ 1% Only SGs
[16] ~ 10T Not applicable ~3—-5% Mixed areas
[17] Not reported Not applicable ~4—5% Only SGs
[18] Not reported Not applicable ~1—-3% Mixed areas
This work ~ 102 ~2—4.5% ~ 1.5 —3.5% Mixed areas
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Fig. 10. IEEE 118-bus system—M normalized estimation with the proposed
method (left) and summing individual estimations (right).

only area estimator capable of using both ambient and ringdown
signal measurements.

D. Further Remarks

The proposed method can be used to compute the M value
of single-generation units. Thus, one may come up with the
idea of estimating the M of an area by summing the inertia
of its generation units. Although this is a viable option, the
estimations are more accurate if the input and output signals
are merged as described in Section III. Indeed, by computing
equivalent input and output signals of the areas, the effect of the
measurement noise is reduced and area estimations are more
precise and reliable. To support this claim with a numerical
simulation, the IEEE 118-bus system was analyzed for 6 hours
under normal operating conditions by using 72 independent
5-minute-long observation windows. The M estimation of the
areas was performed using both the proposed approach and
summing up the estimation of the individual generation units.
As shown in Fig. 10, not only is the proposed method more
precise as the mean value of the violin plots is closer to 1, but it
also presents smaller deviations around the mean value. Thus,
we advocate implementing the proposed approach by merging
the input and output signals based on the information received
by the generator clustering method.

The inertia estimations based on the electrical frequency
measurements are generally very accurate. However, all the
simulations shown in subsections IV-A and IV-B were carried
out a second time using noisy tachometer measurements, sup-
posing that these are available to the TSO (which may not be a
realistic scenario). The usage of these measurements provides
even more accurate results since the estimation process of the
internal frequencies [27] intrinsically implies some imprecision.
Therefore, for even better estimates, we advocate using tachome-
ter measurements whenever they are available.



6480

Finally, it is worth mentioning that, as the accuracy of system
identification methods does not depend on the order of the
transfer function of the device to be monitored, we do not predict
any criticality in applying the proposed estimator to CIGs with
other control schemes.

V. CONCLUSION

This article proposes an iterative EE SI approach to carry out
the inertia estimation of areas, which provides accurate estimates
using ambient measurements of different stochastic characteris-
tics. Interestingly, the algorithm also shows good robustness to
the presence of measurement outliers and the capability to track
time-varying inertia by using a moving observation window.
Furthermore, the proposed method is also capable of extracting
information from ringdown signal measurements (power imbal-
ance events). In this regard, a number of simulations on two
test networks shows that the precision of the estimates is not
particularly affected by the location and the magnitude of the
power imbalance events. Indeed, unlike other works, neither of
these two features needs to be known to carry out the estimation.

Future work may be devoted to the formulation of an equiva-
lent area transfer function that does not simply cluster together
generation units and includes several other factors such as loads
and the topology of the area. So doing, the effective inertia
seen from a particular point of the network should be provided.
Another possible research line may be the development of a
robust iterative EE SI method to handle multiple interacting and
conforming outliers and missing data. Furthermore, in case the
dynamics of an area with mixed composition are not accurately
captured by an equivalent transfer function of integer order, the
usage of fractional-order transfer functions may be investigated.
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