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Multiple Linear Regression Estimation of Onset
Time Delay for Experimental Transcranial

Narrowband Ultrasound Signals
Nathan Earl Meulenbroek and Samuel Pichardo

Abstract— Focused ultrasound is an emerging medical
technique for transcranial procedures and requires the
precise modeling of ultrasound signal propagation through
the skull. To verify models, the onset time delay (OTD)
between two signals measured at the same spatial location,
with and without the presence of a skull in the path of
the signal, is compared between simulations and experi-
ments. Current methods to automatically identify OTD use
correlation-based algorithms. However, these techniques
suffer from poor results caused by signal distortion and
low signal-to-noise ratios in experimental signals. In this
study, we compare the effectiveness of machine learning
(multiple linear regression) to three correlation-based time-
delay estimation techniques in estimating the OTD of a
signal pair. A sample of 1643 signal pairs, with the center
frequencies of either 270 or 836 kHz, had their delays
manually identified as a benchmark. Density, thickness,
incidence angle, frequency, and x and y offsets from the
center were used as predictors. We find that, compared
with manual identification, machine learning is 80.4% more
accurate than cross correlation across all test signals and
is noise-independent through all noise bins. The median
of the errors was less than 0.3 periods was observed for
signals with a frequency of 270 kHz and less than 1.1 periods
for signals with a frequency of 836 kHz, with little estimate
bias. Overall, linear multivariable regression is determined
to provide the best estimate of the OTD of two signals.

Index Terms— Cross correlation, machine learning, time
delay, ultrasound.

I. INTRODUCTION

FOCUSED ultrasound (FUS) is a noninvasive treatment for
various disorders that can concentrate mechanical energy

on specific volumes within the body using high-frequency
sound waves. This energy can have various effects based on
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ultrasound parameters, such as intensity and frequency. For
example, it can allow particle to cross through the blood–brain
barrier [1], thermally ablate tissue [2], [3], or neurostimu-
late [4]. To achieve this, narrowband ultrasound pulses must
be focused through the skull to a specific volume in the brain
with high precision.

However, the trilayer (cortical–diploë–cortical) composi-
tion of the skull can cause internal reverberations to form
(both shear and longitudinal waves), resulting in positive
or negative time delays in the measured onset of an ultra-
sound pulse [5]–[8]. This onset time delay (OTD), which is
dependent on density, angle of incidence, and other para-
meters, necessitates the use of advanced propagation models
to focus on the ultrasound signals generated by a phased
array. Finite-difference time-domain (FDTD) models can pre-
dict the OTD of an arbitrary experimental setup, which
is compared to the experimental OTD as a benchmark of
accuracy [5], [6], [8], [9].

Cross correlation, commonly used for time-delay estima-
tion [10]–[12], often misidentifies onset delay and require
manual adjustment for the best results. Distortions and shifts
in frequency associated with the interference of shear and
longitudinal waves traveling through the skull violate the
assumption that the two signals are similarly shaped, which
is fundamental for cross correlation. Regardless, due to their
ubiquity and reliability in identifying time delay for the highest
amplitude section of a signal pair in medium-to-low noise
situations, they have been used to inform manual identification
in previous studies [9].

To eliminate the need for manual identification, we propose
simple machine learning in the form of multivariable linear
regression. Data available to us from Pichardo et al. [9]
contains 59 485 signal pairs, of which we have manually
identified the delay for 1643 pairs. This subset is used for
both training and testing, which we quantitatively compare to
correlation-based methods.

An improved method for OTD is attractive for new studies
where one of the signals in the calculation of the delay is
highly distorted by the presence of an aberrator, such as in
the case of transcranial ultrasound characterization. A robust,
more reliable onset detection method is particularly of interest
for the validation of new numerical methods aimed to improve
the precision of simulated transcranial ultrasound [13]. In those
types of studies, the simulated signal in the presence of a
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Fig. 1. All: plots on the left are the full recorded signals and plots on the right are cropped to the onsets of the signals. Each of the above trials is on
a different specimen. Signals were normalized such that the maxima and minima of both signals were 1 and −1, respectively. Top: 270-kHz signal
pair measured at an offset by ∼5.08 mm right and ∼14.61 mm up from the center. Middle: 836-kHz signal pair measured at an offset of ∼9.64 mm
right and ∼6.56 m up of the center. Bottom: 836-kHz signal pair measured at an offset of ∼11.49 m right and ∼4.10 m up of the center.

skull is also highly distorted. This problem is equally relevant
when trying to align experimental or simulated signals in the
time domain. Therefore, validation with a more precise onset
delay detection method will simplify the development of new
numerical methods.

In this study, we analyze the effectiveness of three
correlation-based algorithms and multivariable linear regres-
sion at identifying OTD relative to manual identification.
To account for nonlinear responses by the skull to the fre-
quency of the ultrasound waves [8], results are grouped into
two frequency bins with the center frequency of 270 and
836 kHz. Following this, due to various signal-to-noise ratios
(SNRs), signals are further segmented into three approximately
equal-size bins representing low, normal, and high SNRs.

II. METHODS

A. Methodology

For this study, we randomly drew from a data set of
59 485 signal pairs, where each pair contained a signal
recorded with a skull specimen between the detector and

the emitter (the aberrator signal) and a signal with only
the detector and emitter (the water signal). Four specimens
were included in the data set, three of which are from
Pichardo et al.’s 2017 data set [9], and the fourth is from
unpublished data but identically collected. Three different
incident points were used on the two of the three published
skulls, with the last using four. The unpublished specimen also
used three.

Signals in a pair are matched by spatial location such
that the only difference is the presence of a skull specimen.
A random sample of 1643 signals, selected using a uniform
random distribution, was manually identified and used for
training and analysis. Three examples of signal pairs in the
data set are included in Fig. 1. OTD was then manually
identified using a custom graphical user interface (GUI).

The SNR for a signal pair was taken as the ratio of the
amplitude of the strongest sinusoid in the abberator signal,
as calculated by taking the maximum term from the Fourier
transform (excluding the dc term) (1) and the variance of the
first 100 points in a signal. The first 100 points lie outside
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TABLE I
DATA SET CHARACTERISTICS. THE DATA SET

INCLUDES DATA FROM FOUR SPECIMENS

of the window where signals are generated and so are taken
to be white noise. Although there is noise present in both the
aberrator and water signals, the SNR of the aberrator signal
(2, where σ is standard deviation) was used to segment the
signals since it was more often worse than the water signal’s
SNR

α(x) = max(|F(x)|) (1)

SNR = α(xaberrator)

σ (xaberrator)
. (2)

B. Data Set

The signal data come from 13 target locations across
four ex vivo human skull specimens. It includes frequencies
of 270 and 836 kHz produced by an air-backed transducer
submerged in water. Interference within the air pocket caused
a natural ramping, or slow onset, of the signal amplitude,
reducing the SNR for the onset of the signals. The split of
signals with the frequencies of 270 and 836 kHz is summarized
in Table I, which shows that the data have roughly similar
ratios of frequencies for each SNR bin between the overall data
set and the subset. The sampling rate of the signals was either
2.5 or 5 samples/μs for the frequencies of 270 and 836 kHz,
respectively.

For each specimen, a roughly circular grid of signal pairs
was recorded, where each point in the grid was offset by half
a wavelength of the emitted signal. The first signal in each
pair was recorded without the skull in place and the second
was recorded with the skull in place. The driving functions for
the transducer in both scenarios were identical, and therefore,
the only procedural difference was the presence of the skull.
Pulselength was 15 ms and ramp-up and ramp-down effects
were observed, although the ramp down in the skull signal was
not identical to the water signal. The complete details regard-
ing data acquisition, driving functions, and the experimental
procedure can be consulted in [9].

The data set we are using includes many features that were
recorded at the time of the experiments. Only some are poten-
tially useful for predicting OTD with many being descriptors
with very little variation. Using correlation plots, we chose six
features: density, thickness, angle of incidence, frequency, and
x and y offset. These features are always accessible in ex vivo
contexts, for which this method is intended. All features,
excluding density, were unmodified from the original data
set. Density was recorded at five different points surrounding
the incident area. However, the individual measurements were

Fig. 2. GUI used to manually identify OTD. Made using Python Jupyter
Widgets. The slider at the bottom of the graph can be dragged to vary
the positioning of the red signal in real time. OTD for this signal has been
determined to be −1.00 s due to the first few oscillations of both the red
and blue signals matching up visually identically.

highly correlated with each other. We, therefore, substituted
the average of these five points. We also trained the model with
more features, though we found this resulted in overfitting.
Therefore, we chose the best performing set of features.

C. Manual Identification of Time Delay

OTD for the set of 1643 signal pairs was manually identified
by three individuals using a custom GUI (shown in Fig. 2),
which allowed the user to drag the aberrated signal across
the water signal in real time. A slider allowed the user to
move the aberrated signal in increments of 0.02 μs, which
appeared smooth to the human eye. The onset delay for a
signal pair was said to be correctly identified when the first
visible oscillation of both signals was aligned, disregarding
oscillations that come afterward, as shown in Fig. 2. To verify
that there was no estimation bias unique to an individual user,
90 random signal pairs were analyzed independently by all
the readers, and statistical tests were performed to establish if
there was or no a reader bias.

D. Time-Delay Estimators

Time-delay estimators are required for many different forms
of signal processing, and there are a variety of techniques
available [14]–[17]. Several variations of correlation-based
algorithms are commonly used in the field, from which we
chose three to use as benchmarks. Cross correlation, without
filters or interpolation, was chosen for its simplicity and
reliability for similarly shaped signals. We also chose two
variants that use filters borrowed from the field of onset
detection [18], [19]. The first variant reduces the input signal
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to its spectral energy over time, tuned to look for signals of a
specified frequency. The second variant reduces the signal to
its envelope using the Hilbert transform.

1) Spectral Energy: By finding the energy (3) of the
short-time Fourier transform (STFT), the onset of a sinusoid at
the desired frequency appears as a rising edge. For 270-kHz
signals, the sampling rate is 2.5 samples/μs, and thus, the
Nyquist frequency is 1250 kHz. Similarly, the sampling rate
at 836 kHz is 5 samples/μs and the Nyquist frequency
is 2500 kHz. We determined the size of the buffer by dividing
the sampling rate by the frequency. Since we expect distortions
to vary the frequency of the signal received, a margin of 50%
was added to the size of the buffer (4). Buffers are overlapped
to retain input resolution. Points without a full buffer available
are discarded. A Hann window is used to minimize spectral
leakage. The spectral energy of both signals is used as inputs
for a simple cross-correlation algorithm

E(x) =
N�

n=0

x[n] · x̄[n] (3)

Buffer Size = Sampling Rate

Frequency
∗ 1.5 (4)

Hann Window(n) = 0.5(1 − cos(2πn)). (5)

2) Hilbert Transform: The second variation uses the Hilbert
transform to convert the waveform into an envelope. In the
time domain, the transform is evaluated by the convolution
in (6), where f (t) is the input function over time. The result
is the original signal with a phase shift of −π/2 for all
frequencies. The envelope of the signal is the magnitude of the
original signal as the real component and the Hilbert transform
as the imaginary component (7). The envelope for both signals
in a pair is then used as input for cross correlation to find the
onset delay

H(t) =
�

1

π t

�
∗ f (t) (6)

A(t) = | f (t) + iH(t)|. (7)

E. Multivariable Linear Regression

Multivariable linear regression was identified as an adequate
machine learning approach for this case based on the literature
claims that many of the features which we are using are lin-
early related to onset delay [8], [20], [21]. We took a uniform
random sample of 70% of the data set, and 1150 signal pairs,
as the training set and the remaining 30%, or 493 signals,
were used as our test set. The regression fit was deter-
mined by minimizing the residual on the training set using
the normal equation. We used six features in total, listed
in Table II.

We used the normal equation (8, where X is the design
matrix and y is a vector of manually identified delays corre-
sponding to X) since it will run in a reasonable amount of time
with the size of our data set and it does not require the manual
selection of parameters. We used the regularized equation, with
regularization parameter λ, to guarantee the invertibility of the
matrix. We did not see significant improvements when varying

TABLE II
LIST OF FEATURES EXTRACTED FROM DATA SET

the regularization parameter, and it was therefore left as 1

� =

⎛
⎜⎜⎜⎜⎝X T X + λ

⎡
⎢⎢⎢⎢⎣

0 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . . . .
0 0 0 . . . 1

⎤
⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎠

−1

X T y. (8)

Multivariable polynomial regression was also considered to
address underfitting in initial tests with a smaller data set.
The X and Y offsets were fit with a polynomial since it is not
known if they are linearly related to delay, and there were not
enough data points to justify a nonlinear fit with respect to
frequency. We used a sample of 60% for the training set, 20%
for the test set, and 20% as a cross-validation set for multiple
degree polynomials but did not see a significant improvement
with increased degrees.

F. Sensitivity Analysis

To analyze which of the features were most pertinent for
OTD estimation, we used standardized regression coefficients.
This scales the individual coefficients such that one standard
deviation of change in a feature will produce the computed
fraction of the standard deviation of the overall results in a
result. Normalized coefficients are computed using (9), where
xi is the coefficient corresponding to feature i , σx is the
standard deviation of that feature, and σy is the standard
deviation of the results

xi,norm = xi
σx

σy
. (9)

G. Statistics

To quantify the error of the different methods in relation
to manually identified delay, we used the absolute median
difference (10). To quantify the bias of the different methods
in relation to manually identified delay, we used the median
difference (11). Neither the distributions of the absolute dif-
ferences nor the differences were normal and the median was
used instead of the mean. However, they were similar both
between algorithms and SNR bins, and therefore, a two-sided
Mann–Whitney U test was used to test for significance

Abs. Median Diff.(x, y) = median(|x − y|) (10)

Median Diff.(x, y) = median(x − y). (11)

H. Evaluating Accuracy

The characterization of transcranial FUS often uses Carte-
sian grid sampling to identify areas of high acoustic pressure
within a volume. For this reason, OTD estimates can draw
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TABLE III
CHARACTERISTICS OF SNR SEGMENTATION BINS

TABLE IV
STANDARDIZED COEFFICIENTS FOR EACH FEATURE

from the context of the surrounding points to help in the iden-
tification of estimates which exceed a certain error threshold
or are not consistent with their surroundings. Therefore, the
expectations for the accuracy of this algorithm need not be as
stringent as for single measurement applications. Given that
points in a grid are half a wavelength apart, a tolerance of half
a period in either direction is acceptable for our use case. Error
lower than half a period aligns peaks sufficiently in the context
of a grid to allow the comparison of estimated experimental
OTDs to simulated OTDs.

III. RESULTS

Table III shows a summary of the SNR classification of the
signals in the test set (n = 493, 30% of the data set). Table IV
shows the standardized regression coefficients. Notably, the
features that influence OTD estimates the most are frequency
and X offset, and Y offset and thickness influence estimates
the least.

Fig. 3 summarizes the error and estimation bias for the
three correlation methods and multivariable regression in units
of microseconds for both frequencies. From the top plot,
it is clear that the machine learning technique demonstrates
a strongly significantly lower absolute median difference in
all bins (p < 0.0001). The absolute median difference of the
linear multivariable regression technique is also 80.4% more
accurate than the cross-correlation method, and its interquartile

Fig. 3. Top: error of each algorithm relative to the manually identified
OTD. Bottom: bias of each algorithm relative to manual identification.
Both: averages indicated by white stars. ** significant at p < 0.01, ***
significant at p< 0.001, and **** significant at p< 0.0001 (Mann–Whitney
U Test).

range is 77.8% smaller. All the correlation methods show a
bias toward underestimating the true OTD, to be contrasted
with multivariable regression which is more closely zero
centered.

Fig. 4 segments the results into frequency bins. On the left
is the error (top) and bias (bottom) for 270 kHz and similarly
on the right for 836 kHz. Units for these plots are expressed
in periods, which helps establish the performance of the
algorithms relative to the frequency of the signals. Again, it is
clear that multivariable regression is best overall. Significance
is not as strong for the 270-kHz signals as it is for the 836-kHz
signals. A contributing factor to this may be that there are
fewer 270-kHz data points in the data set. The overall error
for 270-kHz signals is approximately 0.29 periods and 1.08
periods for 836-kHz signals. The error of less than 0.5 periods
was also achieved for both the medium and high SNR 270-kHz
signals (0.29 and 0.27 periods, respectively). Multivariable
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Fig. 4. Left: error and bias of each algorithm for signals with a frequency of 270 kHz. Right: error and bias of each algorithm for signals with the
frequency of 836 kHz. Both: note that the difference is now measured in periods. Averages indicated by white stars. * significant at p < 0.05, **
significant at p < 0.01, *** significant at p < 0.001, and **** significant at p < 0.0001 (Mann–Whitney U Test).

regression also outperforms the correlation-based methods in
terms of bias as well. The correlation methods show a (quite
often significantly) stronger bias toward underestimating the
delay than multivariable regression.

All the algorithms perform comparatively worse in the
836-kHz case than in the 270-kHz case. A significance test
between frequencies was not conducted since one period
at 836 kHz is smaller than that at 270 kHz. There is no
significant difference between any error or bias noise bins
for either the 270-kHz case or the overall case when using
multivariable regression, where the smallest p-value is p =
0.12. There is significance between the low and medium SNR
error bins in the 836-kHz case (p = 0.03) but not between
the low and high SNR and medium and high SNR error bins
(p = 0.74 and p = 0.10, respectively) or any of the bias bins.

The distribution of the 90 delays analyzed among all readers
was similar, but not Gaussian. Therefore, a Mann–Whitney U

test was used to confirm that the difference between the means
was not significant (p = 0.15).

IV. DISCUSSION

Overall, machine learning for onset delay estimation seems
promising when compared to correlation-based methods. The
median difference for all variants is very strongly significantly
lower than the correlation benchmarks in most cases, with
the exception of the 270-kHz signals, which have fewer
signal pairs in our data set. We are, therefore, confident
that machine learning is a better estimator in all proposed
situations.

However, the median differences hide some of the sub-
tleties of how the different algorithms perform. In low-noise
scenarios, we anecdotally noticed that machine learning was
not able to reach the exact solution as identified by both
the correlation methods and manual identification. This may
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suggest that small, manual refinements of the multivariable
regression estimate are required for a perfect solution.

It is also interesting to note that the performance of cross
correlation with the Hilbert transform filter exceeds that of
cross correlation alone. This suggests that when identifying
the onset of a signal, phase information (which is removed by
the filter) is not important for onset detection. The filter may
also help to minimize peak-hopping errors introduced by cross
correlation.

The standardized coefficients in Table IV also provide some
context as to which features are most important for the
estimation of OTD. The importance of x position (left/right
within a specimen) is more important than y position (ante-
rior/posterior), which implies stronger curvature or change in
bone structure left/right than anterior/posterior. The results also
show that the thickness of the skull at the incident point does
not influence the results as much as other features. Since our
data set only includes four specimens, however, biases in our
data set may influence the apparent bias in the standardized
coefficients. For this reason, more specimens may be required
before these results are generalizable.

The nonsignificant difference between multivariable regres-
sion noise bins, even considering the one 836-kHz exception,
makes the method attractive to use with low SNR signals in
particular, which can be difficult to identify by the human
eye. Notably, it performs with sufficient accuracy and pre-
cision to independently identify OTD in medium and high
SNR 270-kHz signals since it reaches below the 0.5-period
threshold required to properly focus sound waves. Regardless,
we do not yet recommend the complete replacement of manual
identification as there is still room for improvement in other
cases.

One key advantage of multivariable regression over the
correlation methods is its ability to estimate the error in a more
zero-centered fashion. When we observe positive OTD or the
aberrator signal is delayed, this means that shear waves domi-
nate since the signal is slowed [9]. Similarly, when the OTD is
negative, this tells us that longitudinal waves are dominating
because the signal has crossed a path with the same length
in a shorter time. When using a correlation algorithm, if the
delay is consistently underestimated, we may misinterpret this
to mean that longitudinal waves are dominating when, in fact,
shear waves dominate.

An important consideration in our study is the use of
narrowband signals with a large number of pulses. When
narrowband signals cross the skull, the resulting frequency
distortions make it especially challenging to match aberrator
signals with water-only signals. This distortion can contribute
to why methods such as cross correlation demonstrate poor
performance. The proposed method in this study aims to
address this problem. Narrowband signals are highly relevant
for numerical studies as it minimizes memory and process-
ing costs when techniques can be optimized for a central
frequency. The use of broadband pulses, while potentially
simplifying the delay estimation, demands using numerical
conditions capable to handle the highest frequency in the sig-
nal, increasing significantly computational costs, which may

be unnecessary for studies aiming to characterize therapeutic
applications that utilize narrowband conditions.

A. Study Limitations

Cross correlation, when applied to an application such as
this, will be inherently biased toward the more intense part
of the signal. Due to peak-hopping effects and background
noise, cross correlating is further hampered when aligning the
smallest peaks of a signal pair. The two filters employed help
to mitigate the effects of noise, though cross correlation is still
biased toward the bulk of the signal.

More variability in frequency and density, which are limited
because of physical limitations to transducers and the number
of specimens available at any one time, may help to improve
results. Experiments at more frequencies might reveal a more
complex relationship between OTD and frequency. Additional
variability in density would further increase our confidence in
the generality of these results, which we know from previous
studies to be correlated with OTD. We would also like to
explore the addition of new features through new density
analysis techniques such that we can better account for the
effect of internal reflection within the skull.

We also found that the ratios of signal bins in Table I,
although similar to the overall data set, were not exactly the
same. A new random sample or more frequencies from other
experiments could address the 270-kHz signals performing
better in terms of periods than 836 kHz. However, given that
the majority of signals in the subset are 836-kHz signals as
it stands, we expect improvements from implementing these
changes to be marginal.

V. CONCLUSION

Overall, multivariable linear regression was shown to be
80.4% more accurate than cross correlation in estimating OTD.
Machine learning also demonstrated a lack of dependence on
noise and significantly less bias than correlation-based meth-
ods. It was also shown that correlation-based methods tend to
underestimate OTD, which could lead to misinterpretation of
the results. Although multivariable regression has shown large
improvements over its predecessors, it has only met the goal of
0.5 periods error for 270-kHz signals. Therefore, we continue
to recommend small manual adjustments for the identification
of OTD.
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