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High-Resolution Ultrasound Imaging Using
Random Interference

Pavel Ni , Student Member, IEEE, and Heung-No Lee , Senior Member, IEEE

Abstract— Spatial resolution in conventionalsonography
is achieved through focusing and steering of an ultrasound
beam. However, due to acoustic diffraction, the ability to
focus an ultrasound beam is limited which leads to low
spatial and contrast resolutions. We aim to propose a new
method wherein the array elements are simultaneously
excited with signals coded with random sequences, which
yields an unfocused ultrasound wavefront of random inter-
ference. When such a wavefront propagates through the
medium, its energy reflects back from the tissue, causing
individual scatterers to have unique impulse responses.
In such a case, we can reconstruct high-resolution ultra-
sound images using a priori measurements of spatial
impulse responses and the l1-norm minimization algorithm.
In a simulation study, we achieved a spatial resolution of
0.25 mm, which constitutes a four-fold improvement over
conventional methods that use delay-and-sum beamform-
ing. In the experimental study, we demonstrate the accuracy
of the proposed interference-based method using a tissue-
mimicking phantom with 0.1- and 0.08-mm-diameter nylon
wires.

Index Terms— Array signal processing, compressed
sensing, high-resolution imaging, image reconstruction,
ultrasonic imaging.

I. INTRODUCTION

THE ultrasound is widely accepted as the preferred diag-
nostic imaging modality. Sonography works according

to the pulse-echo principle: an incident ultrasound wave is
transmitted into a medium in which waves are partially
reflected back to an array of transducers. Subsequently, the
signals received at the array are processed to create the final
ultrasound image. The resolution in ultrasound imaging varies
spatially and depends on parameters such as frequency of the
transmitted signal, beamwidth, size of the aperture, and trans-
mit focal depth. These parameters restrict the ability to focus
the ultrasound waves, thus imposing a physical limitation on
the final resolution. Similar to optical imaging, ultrasound
resolution is defined by the diffraction limit [1]. The theoretical
spatial resolution in ultrasound imaging, for a single-cycle
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pulse, is equal to half the acoustic wavelength [2]. However,
the best axial and lateral resolution is several times lower than
the diffraction limit due to high ultrasound attenuation and
speckle noise [3]. Achieving a resolution beyond these limits
would significantly improve the accuracy of medical diagnosis.

The components of ultrasound resolution can be classified
into detail, contrast, and temporal. Various methods have been
proposed in the past few decades to improve the image quality
in ultrasound systems. For example, enhanced detail and
contrast resolution were achieved with the introduction of mul-
tielement transducer arrays and phased arrays [4]. These array
types enable advanced beamforming techniques such as plane-
wave imaging [5], synthetic transmit aperture (STA) [6], and
dynamic focusing [7]. Various filtering techniques have been
developed to suppress speckle noise [8], [9]. Coded excitation
has been used to achieve extended imaging depth [10]. Other
excitation sequences have also been investigated; for example,
a delay-encoded transmission scheme was proposed in [11]
to increase the signal-to-noise ratio (SNR). Such methods
can improve image quality; however, the resolution remains
limited by the diffraction.

Several works have used compressive sensing (CS) the-
ory [12]–[14] to prove the effectiveness of some ultrasound
applications. For example, a sub-Nyquist sampling scheme
based on CS was proposed in [15] to speed up data acquisition.
In [16], a beamforming process was integrated directly into
the sub-Nyquist sampling scheme, which yielded an even
higher temporal resolution. Likewise, the schemes proposed
in [17]–[19] reduce the computational cost of using different
subsampling schemes. In [20], CS was applied to STA imaging
to reduce the number of firings, which can potentially increase
the system frame rate. In [21], a CS framework derived from
the ultrasound propagation theory was introduced to recon-
struct the complete ultrasound image from the transmission
of a single plane wave. Such methods can increase temporal
resolution at the cost of computationally complex algorithms.

“Super-resolution” refers to an imaging technique that is
capable of imaging objects smaller than the initial wavelength
of the transmitted ultrasound signal. Multiple studies have
demonstrated the feasibility of super-resolution techniques
in ultrasound imaging. For example, in [22]–[24], different
techniques were proposed to visualize microvessels and blood
flow speed estimation using contrast agents such as microbub-
bles. However, super-resolution techniques that can be used
without contrast agents are limited in acoustic imaging due
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to high attenuation and the distortion of backscattered signals.
A promising super-resolution technique was proposed in [25],
which uses a back-projection approach to visualize objects that
are entirely within the ultrasound beam.

Recently, advanced statistical and signal processing tech-
niques have allowed the development of imaging methods that
are radically different from our traditional understanding of
imaging [26]. Such imaging modalities utilize intentionally
created randomness in the image acquisition process. For
example, an optical imaging setup based on the propagation
of light through a multiply scattering medium was proposed
in [27]. Similarly, an imaging scheme based on a turbid
medium to achieve a high acceptance angle was proposed
in [28] and [29]. In [30], CS 3-D imaging using a single
element was introduced to simplify the hardware design. Such
methods extend the boundaries of imaging beyond the existing
limits. However, improving ultrasound resolution using meth-
ods based on random signal acquisition remains a challenging
task due to high signal attenuation and limited transducer
bandwidth.

In this article, we demonstrate a new interference-based
method that improves the spatial resolution of ultrasound
imaging systems. We propose using a novel unfocused
transmission of excitation signals coded with pseudorandom
sequences that yield an incident wavefront of random inter-
ference. The received echo signals are the result of multiple
reflections of the incident ultrasound wavefront from the
scatterers. High-resolution ultrasound images are reconstructed
using the a priori measurements of spatial impulse responses
of individual point scatterers and an l1-norm minimization
algorithm. An ultrasound research system has been developed
that is capable of generating a wavefront of random interfer-
ence. The feasibility of the proposed method has been tested
using numerical simulations and real phantom experiments.

The remainder of this article is organized as follows.
In Section II, we describe the proposed interference-based
method using a linear acoustic model and present the image
reconstruction scheme based on the l1-norm minimization
algorithm. In Section III, we provide simulation and exper-
imental results. Finally, in Section IV, we compare our results
with recently published literature and summarize the contri-
butions of this work.

II. INTERFERENCE-BASED IMAGING

In conventional ultrasound imaging, beamforming is usually
used to focus ultrasound waves. However, due to acoustic
diffraction, the ability to focus an ultrasound beam is limited,
which leads to low spatial and contrast resolutions. We show
that the resolution of ultrasound systems can be significantly
improved if we transmit the proposed ultrasound wavefront of
random interference instead of a focused ultrasound beam.

Fig. 1 shows a schematic illustration of the proposed imag-
ing method. First, the incident ultrasound wavefront is gen-
erated by exciting elements of the transducer array using
signals coded with random sequences. In these circumstances,
individual array elements emit ultrasound waves corresponding
to the applied excitation signals. All emitted waves collectively
yield a complex ultrasound wavefront of constructive and

destructive interference, which we simply named random
interference. Traditionally, interference in ultrasound imaging
is treated as an undesirable effect that degrades image quality
and creates speckle noise. However, in our proposed work,
we aim to utilize random interference and intentionally cause
spatial impulse responses of individual point scatterers to be
mutually incoherent. Under such an effort, we can recover
high-resolution images using both the a priori measurements
of spatial impulse responses and the l1-norm minimization
algorithm. The effect of random ultrasound fields has been
previously studied [31]–[33].

A. System Description

In this section, we describe the proposed interference-based
ultrasound system using the linear acoustic model [34], which
uses spatial impulse responses as a basis to derive ultrasound
echo signals. Throughout this article, we will denote vectors
using bold lower-case letters and matrices using bold upper-
case letters.

Let us consider the pulse-echo ultrasound system shown
in Fig. 2. We consider a linear transducer array with NTx

identical array elements. During transmission, all NTx elements
of the transducer array are simultaneously excited with random
signals. During the reception, the same transducer array is used
to record the reflected ultrasound signals. We let r j , ri be the
vectors in 3-D space. We use r j for each j ∈ {1, 2, . . . , NTx} to
indicate the position of the j th transmitting element. Likewise,
the vector ri for each i ∈ {1, 2, . . . , NRx} indicates the position
of the i th receiving element. Similarly, we let the vector rk for
each k ∈ {1, 2, . . . , NSc} be the 3-D vector which indicates the
position of the kth scatterer on the virtual grid. Thus, there are
a total of NSc scatterers.

We define an ultrasound echo signal reflected off a single
scatterer and received at the i th array element as follows:

psingle(ri , t) = v(t) ⊗
t

f (rk) ⊗
r

h(rk, ri , t) (1)

where v(t) is the oscillation of transducer array (i.e., the
proposed random excitation signals); f (rk) is the signal of
interest at the location rk ; and h(rk, ri , t) is the pulse-echo
impulse response of the transducer array. We denote the spatial
and temporal convolutions using ⊗

r
and ⊗

t
, respectively.

When the ultrasound wavefront travels through the medium,
it is scattered and reflected off a volumetric object within
which the density and the propagation velocity differ from
those of the surroundings. The signal f (rk) of a single scatter
object at the location rk in (1) is defined as follows:

f (rk) = �ρ(rk)

ρ0
− 2�c(rk)

c0
(2)

where ρ0 is the mean density of the medium, c0 is the speed
of sound in the medium, �ρ is the change in density, and
�c is the change in speed at the location rk . Here, f (rk)
represents the signal that we aim to reconstruct from the echo
signal psingle(ri , t) (1). Equation (1) indicates how the signal
of interest f (rk) is observed at a receiving element such that
it is blurred by the pulse-echo spatial impulse response of the
array h(rk, ri , t) and the transducer oscillation v(t).
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Fig. 1. System description of the proposed method. The elements of the linear transducer are excited with random signals. The transmitted wavefront
has a spatially randomized pressure distribution due to the interference of several ultrasound waves. The columns of the transmission matrix are
derived from the spatial impulse response of individual points on the virtual grid. Owing to the effect of interference of random signals, the spatial
impulse responses have low mutual coherence. The high-resolution ultrasound images can be reconstructed from received ultrasound echo signals
and the transmission matrix.

Fig. 2. Illustration of an acoustic system model.

The oscillation v j (t) of the j th transmit element r j in (1)
is expressed as follows:

v j (t) = ρ

2c2
Em(t) ⊗

t

∂3w j(t)

∂ t3
(3)

where Em(t) is an electro-mechanical response from the
transducer; w j(t) for each j ∈ {1, 2, . . . , NTx} corresponds
to the excitation signal applied to the j th transmit element.
In this article, we propose a new imaging method which
requires echo signals reflected from individual point scatterers
to be mutually incoherent. The incoherency is obtained by
controlling the ultrasound wavefront of random interference.
A wavefront of random interference can be generated by excit-

ing each array element with a transmitting signal coded with
a random sequence (see w j (t) in Section II-C). Once emitted,
all the random excitation signals w j (t),s constructively and
destructively interfere with each other and produce random
interference.

To derive a received ultrasound echo signal, we need to
find the pulse-echo impulse response h(rk, ri , t) of the array.
We define the pulse-echo impulse response of the array as
follows:

h(rk, ri , t) =
n∑

j=1

hTx(rk, r j , t) ⊗
t

hRx(ri , rk, t) (4)

where hTx is the impulse response of the transmitting trans-
ducer array and hRx is the impulse response of the receiving
transducer array. In the proposed method, all NTx elements of
the transducer array are simultaneously excited with random
signals. The impulse responses hTx and hRx are found from

h(r1, r2, t) =
∫

S

δ(t − (|r1 − r2|/c))

2π |r1 − r2| d S (5)

where r1 is the location of observation and r2 is the origin of
the ultrasound wave. The pulse-echo impulse response (4) is
the function of the relative distances from each transmitting
element r j , for each j ∈ {1, 2, . . . , NTx}, to the scatterer at
the spatial point rk , and back to the receiver at ri . The integral
over the transducer surface, S, denotes Huygens’ principle.

B. Image Reconstruction

Let us consider the region of interest (ROI) from 35 to
55 mm in the axial direction and from −10 to 10 mm in the
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lateral direction. We define an ultrasound image as a collection
of scatterers on a virtual grid, as shown in Fig. 2. If we define
scatterers in the ROI at equal distance, d = 0.25 mm, then
we obtain a square region with 81 points in the axial and the
lateral directions and a total of NSc = 6561 point scatterers.
To simplify this, we represent a group of scatterers on the
virtual grid as a vector, f := [ f (r1) f (r2) · · · f (rNSc)].

We use (1) to find the echo signal reflected from a single
scatterer at rk . In our simulation, we assume that the propa-
gation of ultrasound waves is linear; thus, we can find echo
signals reflected from a group of scatterers, f , by measuring
the impulse responses of individual scatterers and summing
them together. Then, the echo signal reflected from a group
of scatterers is given by

pgroup(ri , t) =
NSc∑
k=1

psingle(ri , t)

=
NSc∑
k=1

v(t) ⊗
t

f (rk) ⊗
r

h(rk, ri , t). (6)

Using matrix and vector notation, we can express (6) as
follows:

pi = Gi fi (7)

where pi ∈ R
M is the column vector representation of a

received ultrasound signal, Gi ∈ R
M×NSc is the transmission

matrix, and fi ∈ R
NSc is a vectorized object image. Here, M is

the number of signal samples and NSc is the total number of
point scatterers. The echo signal pi at the i th receiving element
is the summation of spatial impulse responses reflected off the
scatterers in the ROI. The elements of f represent the scattering
strength of the corresponding spatial point.

In the simulation study, the transmission matrix Gi is
generated from a priori measurement of spatial impulse
responses obtained in Field II ultrasound software [35], [36].
The columns of the matrix Gi := [gi,1 gi,2 gi,3 · · · gi,NSc ]
represent the spatial responses of individual scatterers, that is,
gi,k := psingle(ri , t). In the experimental study, we propose
generating transmission matrices from the measurements of
random excitation signals obtained in a water tank experiment.
The detailed procedures used to generate the transmission
matrices for the experimental study are given in Section II-E.

According to the linear property of the proposed imaging
system, any echo signal pi of an object image fi in (7) can
be represented as a combination of columns of the matrix Gi .
In our ultrasound imaging model, we need to reconstruct the
unknown object image fi given the echo signal pi and trans-
mission matrix Gi . The reconstruction quality of object image
fi improves with increasing incoherence of the responses of
the point scatterers. To make the spatial impulse responses
more incoherent, we propose using unfocused transmission of
random excitation signals (see Section II-C). Then, we can
reconstruct the image f̂i from solving the following optimiza-
tion problem:

f̂i := arg min
f

‖fi‖1 subject to ‖Gi fi − pi‖2
2 ≤ ε (8)

where ‖·‖1 denotes the l1-norm and ε ≥ 0 is a regular-
ization value. We use the l1-norm minimization algorithm
which can provide reliably accurate estimation for sparsely
representable signals [37], [38]. In [39]–[41], it is shown that
the regularization parameter ε affects the quality of a solution
to the general l1-norm minimization problem min ‖x‖1 +
1/2ε‖y − Ax‖2

2. The best practice of finding a regularization
value ε that produces a suboptimal solution (8) is to find it
empirically for each specific case. For example, in [39], the
regularization parameter was chosen as ‖2AT x‖∞. Likewise,
in [40], the regularization parameter was chosen as 2σ

√
log n.

Similarly, Park and Lee [41] set the regularization parameter
as 2σ

√
log n or 10−4. We have chosen ε according to [40]

and [41]. Throughout this study, the regularization parameter
ε is set to ε = 3 × 10−3, which is shown to be efficient in
terms of image quality.

In a single pulse-echo transmission, we use NRx = 128
array elements to record raw echo signals. Thus, we solve
128 equations independently, one for each receiving element
in the array, as follows:

p1 = G1f1

p2 = G2f2

...

p128 = G128f128. (9)

Here, the ultrasound echo signals pi and the transmission
matrix Gi depend on the position of the corresponding receiv-
ing element i . The object image fi itself shall remain the same
throughout each receiving element i ∈ {1, 2, . . . , NRx}. Thus,
we can obtain a high-resolution compound image fcompound by
summing together all reconstructed images f̂i and dividing by
a total number of images as follows:

fcompound =
(

NRx∑
i=1

f̂i

)
/NRx (10)

where
∑

is a sum of all reconstructed images for each
receiving element i ∈ {1, 2, . . . , NRx}. In Section III-B, we
further discuss how the number of reconstructed images fi

affects the quality of the final compound image fcompound.
The optimization problem (8) can best recover the object

image fi when the mutual coherence μ among the columns of
matrix Gi is low. For example, we define the mutual coherence
μ of the spatial responses of two points separated by the
distance d as follows:

μ(d) := max
k 	= l
k, l ∈ {1, . . . , NSc}

|〈gk, gl〉|
‖gk‖2‖gl‖2

(11)

where gk is the spatial response of the respective point scatterer
at rk position, gl is the spatial response of point scatterer at
rl position, and 〈·, ·〉 denotes the inner product. Note that
the spatial responses are the result of interference between
transmitted excitation signals. If we define the distance d
between virtual points as a very small value, then the dif-
ference in the path traveled by the transmitted signals would
be insignificant; this will yield spatial points with highly
coherent spatial responses. In Section II-C, we explain how the
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proposed random excitation signals w j (t) affect the coherence
of the matrix Gi . In Section II-D, we explain the relationship
between the proposed excitation signals, the level of coherence
of matrix Gi , and the best achievable resolution.

C. Random Excitation Signals

We propose using excitation signals coded with random
sequences to make spatial responses of individual point scat-
terers to be mutually incoherent. In such a case, the proposed
method can reconstruct high-resolution ultrasound images as
described in Section II-B. The following steps are used to
generate the j th excitation signal for each j ∈ {1, 2, . . . , NTx}:

1) Generate a binary pseudorandom sequence w j =
[w j,1 w j,2 · · · w j,Nw

] of length Nw where each element
w j,n, i.e., n ∈ {1, 2, . . . , Nw}, is drawn from the binary
set {−1, 1} following the uniform distribution.

2) Convolve every element of the sequence w j with the
base signal of a half-cycle sine wave at the nominal
frequency of fc.

3) Repeat steps 1) and 2) for each j th element in the array.

We can now define the proposed excitation signals w j (t),
coded with random sequences w j , in (3) as follows:

w j (t) =
Nw∑

n=1

w j,nu(t − T (2n − 1)/2) (12)

where u(t) := A cos(2π fct)	(t/T ) is the half-cycle base
signal; 	(t/T ) is the rectangular signal which is equal to
1 inside the interval [−T/2, T/2] and 0 otherwise; 2T = 1/ fc

is the period of the base signal; A is the amplitude. Ideally,
we want excitation signals to be completely random which
would make spatial responses even more incoherent; however,
a rapid oscillation of excitation signals can potentially be dam-
aging to the piezo-electric crystals. Therefore, we smoothed
the sequences w j using a sine wave as given in (12). The
duration of excitation signals can be controlled by either
changing the frequency fc of the sine wave or the length Nw

of the binary random sequences w j .
In this study, we produce excitation signals with binary

sequences of the length Nw = 13 and the nominal frequency
fc = 3 MHz. This gives excitation signals with 4.5-μs
duration. For example, we set the random sequences w j for
j = 1, 2 as follows:

w1 = (−1,−1,−1,−1, 1, 1,−1, 1,−1,−1, 1,−1, 1) and
w2 = (−1,−1,−1,−1, 1,−1, 1, 1, 1,−1, 1, 1, 1).
Then, the corresponding random excitation signals are

shown in Fig. 3(a) and (b). Let us consider two spatial
points described by a vector rk = (x, y, z) for k = 1, 2
with the coordinates rk=1 = (0.25, 0, 50) mm and rk=2 =
(−0.25, 0, 50) mm. When we transmit random excitation
signals w j (t) from two array elements, the spatial response of
the scatterer at rk=1 is shown in blue in Fig. 3(c). The spatial
response of the scatterer at rk=2 is shown in red in Fig. 3(c).
The shapes of the spatial responses are a direct result of the
constructive and destructive interference that occurs between
the transmitted random excitation signals.

Fig. 3. Examples of random excitation signals. (a) Random excitation
signal w1(t). (b) Random excitation signal w2(t). Simulated ultrasound
signals of point scatterers with lateral separation of 0.5 mm, (c) when
only two array elements transmitted random signals and (d) when all
128 array elements transmitted random signals.

By increasing the number of transmitted random signals
w j(t) for j ∈ {1, 2, . . . , NTx}, we can further reduce the corre-
lation between two different adjacent spatial points. With (11),
the coherence μ between any two column vectors gk and gl

can be measured. Similarly, we measure the coherence of
a random excitation signal w1(t) and w2(t − τ ), a delayed
random excitation signal w2(t), that is

〈w1(t),w2(t − τ )〉 =
∫ Nw T +τ

0 w1(t)w2(t − τ )dt∫
w1(t)2dt

∫
w2(t)2dt

(13)

where NwT is the duration of each excitation signal w j (t),
and τ is the difference between the arrival time of signal
w1(t) and that of w2(t) at the observation point rk . The
arrival time-delay τ shall depend upon the difference of
total distance the wave has traveled. Thus, delay τ depends
on the spacing ‖r1 − r2‖ between the transducer elements.
When the more number of array elements are used to
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transmit the proposed random signals, the more random the
interference pattern becomes, and the more incoherent the
spatial responses of the relevant point scatterers become. For
example, we let NTx = 128, and use all 128 elements to emit
random signals w j (t) for all j ∈ {1, 2, . . . , NTx}. Then, the
spatial response of the scatterer at rk=1 is shown in Fig. 3(d)
in blue. The spatial response of the scatterer at rk=2 is shown
in red. In this particular case, the mutual coherence (11) of
the two impulse responses equals 0.04.

D. Theoretical Resolution Limit

Conventional ultrasound systems which use delay-and-sum
beamforming are diffraction-limited systems. The diffraction
resolution limit is λ/2 [2]. According to [3], the best lateral
resolution of conventional ultrasound systems is one wave-
length λ of the transmit pulse. For typical frequencies in
the range of 3–15 MHz, the lateral resolution corresponds
to 0.5–0.1 mm. The best axial resolution is two wavelengths
2λ [3]. For typical frequencies in the range of 3–15 MHz, the
axial resolution corresponds to 1.0 to 0.2 mm.

In our approach, the resolution limit is the grid size d , a
real-valued scalar. We aim to minimize d while having the
maximum correlation μ remain to be small. If the grid size d
is set too small, the coherence μ of a transmission matrix will
be high, thus making it difficult to reconstruct the image f̂i .
Given a set of excitation signals {w j(t) : j = 1, 2, . . . , NTx}
and a receiver element i ∈ {1, 2, . . . , NRx}, we can obtain
the transmission matrix Gi and find the smallest distance d
subject to sufficiently small mutual coherence μ of Gi , that
is, μ < δ. Thus, the resolution limit of the proposed method is
closely related to the optimization problem (8). The maximum
achievable resolution d̂ is then formally given in terms of the
mutual coherence (11) of the matrix Gi as follows:

d̂ := mind μ(d) s.t. μ < δ (14)

where δ > 0 is a utility parameter of a positive real
number. For example, when the distance d between two
point scatterers decreases, the value of the coherence μ will
naturally increase (11) because the phase shift between the
transmitted random signals at two spatial points will become
less and less noticeable. The theoretical resolution of the
proposed method is not limited by the diffraction, but rather
by the coherence of the matrix Gi . The coherence of the
transmission matrix describes the correlation between spatial
responses of point scatterers. Therefore, we identify the
tradeoffs that exist between the achievable image resolution
(the distance d separating the scatterers on the virtual grid)
and the coherence of the matrix Gi .

In Section II-C, we have discussed that a more complex
wavefront of random interference can be used to reduce
the coherence of a transmission matrix and thus improve
image resolution. Likewise, the coherence of the matrix Gi

depends on the nominal frequency and length of pseudo-
random sequences. It would be too difficult to obtain the
optimal solution based on all possible combinatorial variations
of these parameters. We now want to discuss how we have
found the excitation signal set {w j(t) : j = 1, 2, . . . , NTx} and

maximum resolution d̂ . To diminish the complexity, we have
devised a reduced complexity setting. Under this setting, cal-
culation of the mutual coherence is done only for a reference
set of the lateral point scatterers. Over this reference set, the
optimization in (14) is performed for a certain selected δ.
We refer to this as μL the local coherence. There are several
reference sets we have tried. We let δ = 0.35 and aim to find
the minimum grid size. The optimal reference set is the lateral
point scatterers which are separated by 0.25 mm and located at
a depth of 50 mm. On this set of lateral points, the proposed set
of excitation signals, the proposed nominal frequency, and the
length of the pseudorandom sequence have been found. They
are the nominal frequency of fc = 3 MHz and the length of the
pseudorandom sequence of Nw = 13. We further discuss how
these parameters are related with each other. We let the speed
of sound c0 = 1540 m/s and the sampling frequency fs = 40
Msamples/s. The grid size of d = 0.25 mm is obtained from
μL for δ = 0.35. The local mutual coherence is μL = 0.3
and the mutual coherence is μ = 0.79. Any excitation signals
generated with the same parameters would produce the desired
effect of random interference and can be used to reconstruct
high-resolution images.

E. Transmission Matrices for Experimental Study

In this section, we provide a description of procedures to
generate transmission matrices Gi used in the real phantom
experiments. The direct method obtaining spatial responses for
experimental study would be using a hydrophone with a trans-
lation stage. However, it is a time-consuming and error-prone
method because a hydrophone has to be perfectly aligned
with a large number of different spatial points. Therefore, we
propose an alternative method of obtaining spatial responses.
We first measure the echo signals of the random excitation
signals reflected from a plastic plane in a simple water tank
experiment setup. Then, we generate approximations of spatial
responses as the sum of delayed versions of measured random
signals. Next, we describe a step by step procedures used to
obtain transmission matrices G,

i s for i ∈ {1, 2, . . . , NRx}.
First, the linear transducer array was aligned perpendicular

to the plastic plane, which was placed at 4 cm depth in a
water tank. We assigned random excitation signals (12) to all
array elements. Next, in a series of pulse-echo transmissions,
we activated one by one each transmitting element and mea-
sured the ultrasound wavefront reflected from the plastic plane.
We used the same transducer array to record the reflection of
the plastic plane echo signals. Let A be an M × NTx × NRx

3-D real-valued matrix where M is the total number of signal
samples, NTx is the number of transmitting elements, and NRx

is the number of receiving elements. A[s, j, i ] denotes the
(s, j, i) component of an array A for each s ∈ {1, 2, . . . , M},
j ∈ {1, 2, . . . , NTx}, and i ∈ {1, 2, . . . , NRx}. Fixing one
variable, i.e., A[M, j = 1, NRx] notation, is to mean a 2-D
matrix of the matrix A.

In Fig. 4, we show the echo signals acquired when only
j = 1 element emitted a random signal w1(t). The echo
signals were normalized and aligned by applying time-delays.
We arranged the measured echo signals into a 3-D matrix A.



NI AND LEE: HIGH-RESOLUTION ULTRASOUND IMAGING USING RANDOM INTERFERENCE 1791

Fig. 4. Echo signals of the proposed excitation signals measured in the
water tank experiment for the corresponding pair of transducer elements
(j,i ). Only the first j = 1 transmitting element were activated; all NRx
receiving elements were used to receive the echo signals. The first ten
echo signals are shown.

Then, A[M, j = 1, NRx] corresponds to a 2-D matrix M
by NRx with each column representing an echo signal as
shown in Fig. 4. These echo signals exhibited a very small
variation and that the shape of the reflected echo signals was
identical. We measured echo signals individually for every pair
of transmitting and receiving elements. The echo signals of
the matrix A[M, j = 1, NRx] are shown in Fig. 4. Similarly,
A[M, j = 2, NRx] would represent echo signals acquired using
all NRx = 128 receiving elements when only the second
j = 2 element transmits the random excitation signal w2(t).
Likewise, Fig. 5 shows the matrix A[M, NTx, i = 1] that
corresponds to the echo signals acquired using the receiving
element i = 1 when all j ∈ {1, 2, . . . , NTx} elements
individually transmit a corresponding random signal w j(t).

Let B be an NTx × NSc 2-D real-valued matrix. B[ j, k]
denotes the ( j, k) component of B for each j ∈ {1, 2, . . . , NTx}
and k ∈ {1, 2, . . . , NSc}. Next, we define ROI as a 2-D virtual
grid, shown in Fig. 2. We use

∥∥r j − rk

∥∥ to find the distance
information from every array element to every spatial point
on the virtual grid. We arrange distance information into the
matrix B. Using the matrix B, we can calculate the time
required for a transmitted random signal to travel to the spatial
point and return to the receiving element. Then, we can find the
spatial impulse response of the spatial point at rk by applying
corresponding time-delay from the matrix B to the measured
echo signals in the matrix A; the delayed echo signals of
corresponding random excitation signals are shown in Fig. 6.
Then, the spatial impulse response gk is found by summing
and normalizing the delayed versions of measured random

Fig. 5. Echo signals of the proposed excitation signals measured in the
water tank experiment for the corresponding pair of transducer elements
(j,i ). Each transmitting element j was assigned with a unique random
excitation signal. The transmitting elements were activated one by one.
The receiving element i = 1 is used to record echo signals. The first ten
echo signals are shown.

excitation signals. We repeat this procedure for every spatial
point k in the ROI. We use the procedure described above to
generate the matrix Gi for our real phantom experiment.

One may wonder if the delay-and-sum concept used to gen-
erate the proposed transmission matrices were affected by the
diffraction. However, we used the delay-and-sum concept only
to generate spatial responses from measurements of random
excitation signals. The excitation signals are measured in the
water tank experiment; thus, the impact of secondary reflec-
tions caused by the acoustic diffraction effect is negligible.

In summary, we share different approaches used to gener-
ate transmission matrices for our experimental study. In the
beginning, we have attempted to reconstruct an image of the
real phantom using transmission matrices from the simulation
study. However, the limited bandwidth of the transducer means
that the simulated spatial responses do not accurately represent
the actual spatial responses in the real experiment [42]. Thus,
the resulting reconstructed images have suffered from low
resolution. Also, we considered using a wire and a point target
instead of a plastic plane. However, it was difficult to measure
the responses of the excitation signals throughout the whole
experiment. Since the target object is small, it reflected a weak
noisy signal. To obtain consistent measurements, in addition,
a smaller target has to be much more precisely aligned with
the transmitting array element. A high precision alignment
was difficult to be achieved in our experimental setup because
transducer elements are separated by a very small distance of
0.03 mm and embedded in a closed housing.
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Fig. 6. The delayed echo signals of the proposed excitation signals
measured in the water tank experiment for the corresponding pair of
transducer elements (j,i ) and the spatial point at rk.

III. RESULTS
In this section, we present simulation and experimental

results; we use several phantoms to verify the proposed
method. The proposed method shows much better image
resolution when compared with the conventional methods that
use delay-and-sum beamforming techniques. In the simulation,
we have achieved a 0.25-mm resolution on nonsparse objects.
In the experiment, we demonstrate successfully reconstructed
images of a tissue-mimicking phantom.

A. Simulation Study
The simulation was performed using Field II ultrasound

software [35], [36]. A linear transducer with 128 elements
was simulated where each array element was excited with
a random signal as described in Section II. In the simula-
tion, we defined a transducer array similar to the transducer
array that was available for the experimental study. The
elements of the transducer array were 4.5 mm high and
0.3 mm wide, and they were separated by 0.03-mm gaps.
The central frequency and sampling frequency were set to
3 and 40 MHz, respectively. The ROI was set from 35 to
55 mm in the axial direction and from −10 to 10 mm in
the lateral direction. Synthetic phantoms were defined on a
virtual grid with a resolution of d = 0.25 mm. This gave us a
square image with 81 points in the axial/lateral directions and
NSc = 6561 point scatterers. The speed of sound is again
set to c0 = 1540 m/s. The density of the phantom is set
to D = 1000 kg/m3. The acoustic impedance is equal to
Z = 1.54 × 106kg/(m2 · s). The frequency-dependent attenu-
ation around 3 MHz is 0.5 dB/(MHz · cm). The simulation
study was performed using a small ROI due to the extensive
time required to generate transmission matrices.

First, we simulate a synthetic phantom with two closely
placed point targets as shown in Fig. 7. Two-point scatterers
are placed at a depth of 45 mm with 0.25-mm separation
in the lateral direction. The scatterer map is as shown in
Fig. 7(a). We show a side-by-side comparison of the images
obtained using the conventional focused B-mode method and
the proposed interference-based method. Fig. 7(b) shows the
image obtained using the focused method. The image was
reconstructed using 128 scanlines with the focal point set to
45 mm in the axial direction. With the B-mode method, two-
point targets appear with sidelobes and cannot be resolved
from each other. However, with the proposed method, we can
reconstruct the image of the two points as shown in Fig. 7(c).
The location and intensity of reconstructed scatterers precisely
match the scatterer map. Moreover, the radio frequency (RF)
signal acquired at a single channel (in blue) and a signal
reconstructed using the proposed method (in red) perfectly
match as shown in Fig. 7(d). The RF signal is a superpo-
sition of the impulse responses of the two point scatterers.
Therefore, a correct combination of impulse responses, which
corresponds to our targets, has been found. In Fig. 7(e),
we plot the intensity profiles taken at the 45-mm position
of the scatterer map (blue), its B-mode image (yellow), and
the image reconstructed using the proposed method (red).
Fig. 7(e) shows that the proposed method can recover the exact
position and amplitude of the point scatterers, whereas the
scatterers are not distinguishable in the conventional B-mode
method.

In Fig. 8, a Shepp–Logan phantom is used to evaluate
the reconstruction performance of the proposed method on
nonsparse objects. The phantom consists of a large number
of scatterers of varying intensities, as shown in Fig. 8(a). The
image obtained with the conventional focused B-mode method
is shown in Fig. 8(b). The image is blurred; in particular,
the details inside the circle are not visible. In the proposed
interference-based method, the image contains accurate details
of the phantom structures where the phantom boundaries and
inner circles are clearly identifiable, as shown in Fig. 8(c).
Moreover, the contrast in the image is much closer to that
of the original phantom image. To demonstrate the proposed
method’s accuracy, we plotted the intensity profiles of the
Shepp–Logan phantom at 45 mm depth, as shown in Fig. 9.
The intensity profiles for the scatterer map, the focused B-
mode method, and the interference-based method are shown
in blue, yellow, and red, respectively. In Fig. 9, we can
observe that the focused B-mode fails to provide details for
the phantom’s boundaries. Due to the sidelobes, the intensity
profile of the scatterers inside the phantom does not match
that of the scatterer map. In Fig. 9, the proposed method can
reconstruct the phantom image with high accuracy. The image
of the proposed method in Fig. 8(c) shows that the overall
details and contrast are much better than the image obtained
using the conventional beamforming-based methods.

B. Configuration of the Receiving Array

Using a single transmission of the proposed wavefront of
random interference, we can reconstruct up to 128 images f̂i ,
one for each receiving element i ∈ {1, 2, . . . , NRx}. To achieve
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Fig. 7. Simulation study using a two-point phantom. The phantom features two point targets that are 45 mm from the transducer array with a
0.25-mm separation in the lateral direction between the targets. (a) Image of the scatterer map. (b) Image of the focused B-mode method. (c) Image
of the proposed method. (d) Ultrasound signal acquired at the single receiving channel is plotted in blue; this signal consists of the superposition
of impulse responses that correspond to two point targets. The red plot is the reconstructed signal using the interference-based method. (e) Plot of
the intensity profiles of the original image, focused B-mode image, and the image obtained using the proposed method. Images are shown with a
60-dB dynamic range.

Fig. 8. Simulation study using the Shepp–Logan phantom. (a) Original phantom image. (b) Reconstruction using the focused B-mode method.
(c) Reconstruction using the interference-based method. Images are shown with a 60-dB dynamic range.

high spatial resolution, we compound together all 128 images
f̂i as given in (10). In addition to the resolution improvements,
we are interested in evaluating the dependence of the image
quality given a different number of compounding images.
The results are shown in Fig. 10. We consider seven different
configurations for the receiving array; Table I summarizes the
details of proposed array configurations including information
about the total number of active elements in the receiving

array, mean squared error (MSE), peak signal-to-noise ratio
(PSNR), and SNR. The results of MSE, PSNR, and SNR
are given with respect to the original Shepp–Logan phan-
tom shown in Fig. 10(a). For example, the image shown in
Fig. 10(b) was compounded using 128 images. The image
provides clear details of the synthetic phantom. The image
shown in Fig. 10(g) was reconstructed using only 15 receiving
array elements. Table I shows that MSE becomes smaller
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Fig. 9. Intensity profiles from the Shepp–Logan phantom study. Image
intensity profiles are taken at 45 mm in the axial direction. Blue color
indicates intensity profile of the original scatterer map. Orange indicates
intensity profile of focused B-mode, and red indicates intensity profile of
interference-based method.

TABLE I
DEPENDENCY OF IMAGE QUALITY ON THE NUMBER OF ARRAY

ELEMENTS

when a subset of elements in the middle of the array is used.
According to the MSE, we conclude that fewer receiving
elements are sufficient to achieve image resolution similar
to Fig. 10(b). This phenomenon can be explained by the
acceptance angle of the array elements. The effect of random
interference depends on the number of interfering waves. Thus,
the random interference is stronger in the center of the ROI.
As a result, we observe fewer errors when reconstructing
images using RF-data from elements in the middle of the array.
Similarly, the PSNR and SNR improve as we increased the
number of reconstructed images used to obtain a compound
image (10) (see Table I). In addition, we would like to

Fig. 10. Simulation study on dependence of image quality on the number
of receiving elements. (a) Original image of the Shepp–Logan phantom.
(b)–(h) Corresponding ultrasound images when different numbers of
receiving elements are used. The details of different array configurations
are given in Table I. Images are shown with 60-dB dynamic range.

emphasize that in the simulation study, the proposed method
can reconstruct a 2-D image from a single receiving element,
and the image is shown in Fig. 10(h). The image is corrupted
by noise artifacts; however, strong reflecting points such
as the boundaries of the phantom have been reconstructed
correctly.

C. Experimental Setup
To verify our proposed method, we developed a research

ultrasound system capable of generating the proposed
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Fig. 11. Image of the experimental setup. Ultrasound research equip-
ment with 128-element linear transducer, synthetic phantom, and second
monitor to display the reconstructed image using the proposed method.

ultrasound wavefront of random interference. A photograph
of the experimental setup is shown in Fig. 11. The ultrasound
system is a COSMOS research unit developed in collaboration
with Alpinion medical systems. The system features a linear
transducer array with 128 piezo-electric elements and a central
frequency of 3–12 MHz. The array elements are 4.5 mm high
and 0.3 mm wide, and the elements are evenly separated from
each other with a 0.03-mm gap. The sampling frequency is set
to 40 MHz and the frequency of the transmitted ultrasound
wave is 3 MHz. All parameters in the experimental study
were set to reproduce our simulation protocol. The system is
equipped with an arbitrary wave generator (AWG) to enable
the transmission of random signals. The AWG has a dedicated
memory that is used to store random excitation signals for
every transmitting channel. The memory can store an array of
size 128 × 2048 of eight-bit data where each row is assigned
to the corresponding transmitting element of the transducer
array.

In this experiment, we use a commercially available phan-
tom CIRS Model 040GSE. The phantom is made of a solid
elastic hydrogel that mimics the properties of human tis-
sue. To demonstrate differences between the conventional
beamforming-based method and the proposed interference-
based method, we first provide a side-by-side comparison
of RF-data (see Fig. 12). The transducer array was aligned
such that the 64th element of the array was perpendicular
to the vertical distance group consisting of nylon wires. All
elements of the transducer array are simultaneously excited
with the proposed random excitation signals which yield an
incident wavefront of random interference. The echo signals
are shown in Fig. 12(a). In Fig. 12(b), we provided a side-by-
side comparison of echo signals acquired at 64th array element
using the conventional beamforming-based method and the
proposed interference-based method. Fig. 12 shows the funda-
mental differences between the two methods. The echo signal
acquired using beamforming-based method is shown in black
in Fig. 12(b). The signal features strong echoes reflected from
the nylon wires at corresponding depths of 1, 2, 3, and 4 cm,
respectively. The echo signal acquired using the proposed
interference-based method is shown in blue in Fig. 12(b). Due
to the use of the unfocused transmission of random excitation
signals, the signal shown in blue in Fig. 12(b) features multiple

reflections from different spatial directions. Note that in the
case of the proposed method, the strength of the echo signals
is comparable to the level of the strength of echo signals in
the conventional beamforming-based method.

D. Experimental Study

To demonstrate that the proposed interference-based method
improves spatial resolution, we have selected two regions of
the phantom. The ROI spans 55 mm in the axial direction
and 40 mm in the lateral direction. The resolution of the
virtual grid was d = 0.25 mm. This gave us an image with
NSc = 38801 point scatterers. In the simulation study, the
images are reconstructed using RF-data from one pulse-echo
transmission of random signals. In the experimental study,
the images are reconstructed using RF-data acquired using
ten pulse-echo transmissions due to strong acoustic noise and
attenuation. In each pulse-echo transmission, we use a different
set of randomly generated signals. In total, we reconstruct
and compound together 1280 images. On a standard computer
with Intel Core i7-6800K CPU and NVIDIA GTX 1060 GPU
using a single thread, one image is reconstructed in approx-
imately 4 s. The final compounded image is reconstructed
in approximately 2 h. The RF-data were preprocessed using
direct current (DC) cancelation and time gain compensation
(TGC). The elements of the transducer array have acceptance
angles, and not all spatial points contribute to the echo signal
received by the i th transducer element. Therefore, in (7),
we use a submatrix of Gi and subset of fi that represent only
point scatterers within the acceptance angle of the receiving
element. For example, in Fig. 13, we show the acceptance
angles for channel numbers 1, 64, and 96. The rest of the
image reconstruction steps are the same as described in
Section II-B.

The first region includes vertical/horizontal groups. The
images of the first region are shown in Fig. 14. The ROI
includes eight 0.1-mm-diameter nylon wires and a cyst. The
nylon wires were separated by 10-mm gaps, with the first wire
located at 10 mm depth from the transducer. In Fig. 14(a),
we show an image reconstructed using the conventional
focused B-mode method with 128 scanlines. In Fig. 14(b), we
show an image reconstructed using the proposed interference-
based method. The nylon wires in the case of the proposed
method can be clearly observed without sidelobes. In addition,
the level of speckle noise is significantly reduced in the
proposed method. The image region with cyst target was
also accurately reconstructed. The proposed interference-based
method is a clear improvement over the conventional B-mode
method.

The second region includes axial/lateral resolution groups
(see Fig. 15). The group includes 12 0.08-mm-diameter nylon
wires. The wires separated by 4, 3, 2, 1, 0.5, and 0.25 mm in
the axial and the lateral directions. The image obtained using
the conventional focused B-mode method with 128 scanlines
is shown in Fig. 15(a). The ultrasound image reconstructed
using the proposed interference-based method is shown in
Fig. 15(b). A two time magnified images of axial/lateral
resolution groups are shown in Fig. 15(c) and (d). Fig. 15
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Fig. 12. Raw RF data acquired during a real phantom experiment. (a) Each line corresponds to a single RF signal acquired using one of the
128 array elements when all of the array’s elements were simultaneously excited with the proposed random excitation signals. (b) Comparison of the
RF signals acquired using 64th element of the array. The RF signal acquired using the conventional focused B-mode method is plotted in black; the
sampled RF signal features strong reflections from nylon wires at 1, 2, 3, and 4 cm depths, respectively. The RF signal acquired at the 64th element
of the array using the proposed interference-based method is plotted in blue; the sampled RF signal features strong echo reflections across all time
samples.

Fig. 13. Illustration of how a subset of spatial points is selected using acceptance angle of the array element.

Fig. 14. Experimental study using synthetic silicon phantom CIRS 040GSE. A side-by-side comparison of the region with vertical/horizontal groups.
(a) Image reconstructed using the conventional focused B-mode (delay-and-sum-beamforming) method. (b) Image reconstructed using the proposed
interference-based method. Images are shown with 60-dB dynamic range.

shows that the proposed method provides much better details
of nylon wires compared with the conventional method.

In the proposed interference-based method, the ultra-
sound images are reconstructed using a priori measurements
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Fig. 15. Side-by-side comparison of the region with axial/lateral resolution groups. (a) Image reconstructed using the conventional focused B-mode
method (delay-and-sum-beamforming). (b) Image reconstructed using the proposed interference-based method. (c) and (d) Two time magnified
images of the conventional and proposed methods. All images are shown with 60-dB dynamic range.

TABLE II
COMPARISON OF DIFFERENT SONOGRAPHY METHODS

of incoherent spatial impulse responses. We demonstrated
the successful reconstruction of high-resolution ultrasound
images, both in simulation and experimental studies. In the
simulation study, the proposed method can achieve a resolution
of 0.25 mm, which represents a four-fold improvement over
conventional beamforming-based methods. In the experimen-
tal study, the proposed method can reconstruct ultrasound
images of 0.08-mm-diameter nylon wires. Thus, we have
demonstrated that the proposed interference-based method can
improve spatial and contrast resolutions.

IV. DISCUSSION

In this section, we compare the results of the proposed
method with a few recently published articles. Table II
summarizes the differences in terms of the transmit/receive
strategy, computational complexity, and resolution. Conven-
tional ultrasound methods require multiple transmissions
of the focused ultrasound pulse. For example, a focused
B-mode imaging scheme based on delay-and-sum beamform-
ing requires approximately 120 pulse-echo transmissions to
reconstruct a single 2-D image. Each pulse-echo transmission
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uses up to 128 receiving channels to acquire the RF signals.
This results in a large amount of data being processed in real-
time. Therefore, Wagner et al. [16] proposed a sub-Nyquist
sampling scheme based on CS to reduce the amount of data
required to reconstruct an ultrasound image. They achieved
an eight-fold reduction in the sampling rate by integrating
the beamforming process directly with the low-rate sampling
process. Likewise, a CS theory was applied to STA imaging
in [20] to increase the system’s frame rate by reducing the
total number of required pulse-echo firings. STA imaging
requires 128 firings, one for each element in the transducer
array. During the reception, all array elements are used to
acquire the reflected ultrasound signals. The full STA data
set consists of 16384 RF signals. Liu et al. [20] proposed a
CS-STA algorithm that could reduce the number of firings
from 128 to 32 by combining multiple firings where only
4096 RF signals were acquired. The CS scheme was used
to reconstruct the full STA data set with the given 4096 RF
signals. This method achieved four-fold data reduction at the
cost required to solve 16384 CS problems. High-frame-rate
STA imaging can be achieved if all CS problems are solved
in real-time. Unlike conventional methods that use delay-and-
sum beamforming [16], [20], the proposed interference-based
ultrasound does not use any beamforming techniques. Instead,
we can directly reconstruct the final ultrasound image’s pixel
values by finding the correct combination of impulse responses
that are present in the measurement signal. Moreover, the 2-D
image can be reconstructed using only ten pulse-echo firings.
A CS framework derived from the ultrasound propagation
theory was described in [21], where a complete ultrasound
image can be reconstructed from the transmission of only a
single plane wave. This is by far the most relevant work to
our proposed interference-based ultrasound method. However,
it was reported that the method in [21] could only be used
to reconstruct images of sparse objects in the water tank (that
consist of few point scatterers) owing to the high coherence
in the transmission matrix. In this article, we describe the
use of random interference that solves the issue of high
coherence in the transmission matrix. Our results show that
the proposed method can be used with a tissue-mimicking
phantom. Compressed 3-D ultrasound imaging using a single
transducer element that features a coded aperture mask was
recently proposed in [30]. The acoustic mask is placed in front
of the transducer and used to disturb the outgoing ultrasound
pulse. Ultrasound signals are acquired at 72 different positions
when the coded mask rotates around its axes. The transmission
matrix is designed by measuring the spatial impulse responses
using a hydrophone and translation stage. The experimental
study demonstrates a 3-D ultrasound image of two letters
placed in a water tank. Pieter Kruizinga et al. [30] achieved a
very simple imaging modality by replacing the multielement
arrays with a single element transducer. Such an imaging
setup can be used to create a portable ultrasound system.
However, in this study, we intentionally used an array of
transducers to generate random interference because arrays are
essential in many other applications such as Doppler imaging,
contrast-agent imaging, and high-intensity focused ultrasound
ablation. In addition, generating random interference by means

of random excitation signals provides greater flexibility for
achieving different interference patterns. Furthermore, the
mechanical rotation of a physical acoustic lens requires extra
time, but the random interference in the proposed method
can be changed quickly by using different excitation signals.
Clement et al. [25] proposed a super-resolution ultrasound
imaging technique that utilizes a priori measurements of the
focused ultrasound pulse in water. Then, the image is recon-
structed by finding the best spectral candidate. The results
in [25] are impressive which have shown practical applications
in transmission-mode imaging such as ultrasound microscopy.
Our method is, on the contrary, a reflection-mode imaging and
hence is more practical for noninvasive diagnostic applications
such as traditional B-mode imaging.

In this work, we have proposed replacing the conventional
focused ultrasound pulse with an unfocused ultrasound wave-
front of random interference. The proposed method eliminates
the need to focus and steer the ultrasound pulse, thereby
removing the imposed resolution limit. High-resolution images
are reconstructed by identifying spatial impulse responses in
the echo signals rather than using the conventional approach
of visualizing the strength of echo signals. Simulation and
experimental results suggest that ultrasound images can be
successfully reconstructed by using an ultrasound wavefront
of random interference. In the simulation study, the proposed
method achieved a resolution of 0.25 mm, representing a
fourfold improvement over conventional beamforming-based
methods. In the real phantom experiment, we demonstrated
that the proposed method can successfully reconstruct ultra-
sound images of nylon wires as small as 0.08 mm in diameter
using a tissue-mimicking phantom. The proposed interference-
based method can be used as general B-mode imaging. In par-
ticular, the proposed interference-based method can improve
the detection of the boundaries of organs, and the location
of lesions in clinical applications such as abdominal and
musculoskeletal imaging. In the future, we would like to use
a joint reconstruction of the image by taking into account
common information across the channels. This will improve
reconstruction time and further enhance image resolution.
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