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Fast Flow-Line-Based Analysis of Ultrasound
Spectral and Vector Velocity Estimators

Jørgen Avdal , Member, IEEE, and Ingvild Kinn Ekroll , and Hans Torp, Member, IEEE

Abstract— A new technique, termed FLUST (FlowLine Ultra-
sound Simulation Tool), is proposed as a computationally cheap
alternative to simulations based on randomly positioned scat-
terers for the simulation of stationary blood velocity fields.
In FLUST, the flow field is represented as a collection of flow
lines. Point spread functions are first calculated at regularly
spaced positions along the flow lines before realizations of single
scatterers traversing the flow lines are generated using temporal
interpolation. Several flow-line realizations are then generated
by convolution with temporal noise filters, and finally, flow-field
realizations are obtained by the summation of the individual flow-
line realizations. Flow-field realizations produced by FLUST are
shown to correspond well with conventional Field II simulations
both quantitatively and qualitatively. The added value of FLUST
is demonstrated by using the proposed simulation technique
to obtain multiple realizations of realistic 3-D flow fields at
a significantly reduced computational cost. This information is
utilized for a performance assessment of different spectral and
vector velocity estimators for carotid and coronary imaging
applications. The computational load of FLUST does not increase
substantially with the number of realizations or simulated frames,
and for the examples shown, it is the fastest alternative when the
total number of simulated frames exceeds 48. In the examples,
the standard deviation and bias of the velocity estimators are
calculated using 100 FLUST realizations, in which case the pro-
posed method is two orders of magnitude faster than simulations
based on random scatterer positions.

Index Terms— Blood flow measurement, medical imaging,
simulation.

I. INTRODUCTION

DOPPLER ultrasound is an important diagnostic tool used
both for the detection and visualization of blood flow

and the quantification of velocities. Color flow imaging (CFI)
techniques provide the estimates of mean blood velocities in a
large region of interest, which is useful for the navigation and
detection of areas with high-velocity flow. Complementary to
CFI is pulsed-wave (PW) and continuous-wave Doppler, spec-
tral Doppler techniques that provide the distribution of blood
velocities over time, currently used to estimate maximum
velocities in stenotic regions or insufficiencies in the heart [1].
In recent years, increasing memory capacity and computational
power of ultrasound systems has enabled blood flow imaging
in 2-D or 3-D at high temporal resolution, using estimators
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based on, e.g., triangulation of Doppler measurements [2]–[6],
transverse oscillations [7], [8], or cross correlation of
RF or baseband signals [9]–[13].

Both conventional Doppler and vector velocity techniques
are prone to estimation errors. As an example, conventional
CFI uses the autocorrelation estimator, which produces biased
estimates when applied to clutter filtered data [14]. The
autocorrelation estimate is also prone to variance depending
on the bandwidth of the Doppler signal and variation in the
center frequency of the backscattered signal.

Because of such challenges, new velocity estimation tech-
niques need to be validated extensively before they can be
used for diagnostic purposes, especially if they are to be
used for quantitative measurements. Ideally, a method should
have a strong theoretical foundation, be validated through
simulations, and show consistent and promising results in flow
phantoms and in vivo.

A common method for validating the velocity estimators
in simulations is to generate synthetic data sets using ultra-
sound simulation software. By applying velocity estimators
to simulated data, it is possible to quantify the statistical
properties of the estimators, for example, the bias. However,
both mean velocity estimators and spectral estimators used in
ultrasound typically have high variance, meaning that several
realizations of the flow field are necessary to reliably quantify
the estimator properties. Field II [15], [16] is widely used to
generate synthetic data sets, as it is known to be accurate in
the linear domain. However, in order to obtain valid speckle
statistics of the received signal, approximately 10 scatterers per
resolution cell are needed [17]. As the simulation time scales
with the number of scatterers, running a sufficiently large
number of realizations for large and complex flow fields can
be time-demanding. To avoid unreasonably long simulation
times, evaluation of an estimator’s performance is often based
on single realizations of the flow field, using spatial averaging
to reduce variance [3], [18], [19]. As a result, bias and variance
of the applied estimator cannot be truly evaluated.

Reduced computational cost can be obtained by using
different methods for calculating the spatial impulse response.
The software Fast Ultrasound Simulation in K-Space (FUSK)
[20] operates in the frequency domain and has been shown
to reduce the simulation time by three orders of magnitude
compared with Field II. However, as the PSF in FUSK
is estimated based on the Fraunhofer approximation, real-
istic speckle statistics is only obtained in the focal region.
COnvolution LEuven (COLE) [21] operates in the spatio–
temporal domain, and is faster than FUSK when simulating
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Fig. 1. Stepwise illustration of FLUST: For a given flow line, PSFs are calculated for each scatterer position (using Field II or alternative tools). The signal
from a single scatterer over the observation window is obtained by interpolation to a temporal grid. In the next step, a temporal noise filter is applied to obtain
the signal from multiple scatterers moving along the flow line, yielding a single flow-line realization. To produce a full flow-field realization, the signal from
all flow lines are summed. By repeating the two last steps, the desired number of ensemble realizations can be obtained at a low computational cost.

image sequences [22]. Measured beam profiles can be used
to obtain more realistic image properties using lookup tables,
but the PSF is still assumed separable. A graphical processing
unit (GPU) version of COLE has also been implemented,
reporting a speedup of 27 000 compared with multithreaded
Field II simulations [23]. A different approach is taken in
Fast And Mechanical Ultrasound Simulation (FAMUS) [24],
where it is assumed that the field due to a sufficient number
of point sources/receivers on the transducer surface is a good
approximation to that produced by a real transducer. The
method is inherently parallelizable, and a recently proposed
modification of the method was shown to be two orders of
magnitude faster than Field II [25].

In this paper, we propose an alternative simulation method
for calculating the statistical expectation value and the variance
of a velocity estimator when applied to in silico flow fields.
The proposed method, which we term FLUST (FlowLine
Ultrasound Simulation Tool), decomposes the flow field into
flow lines rather than individual point scatterers. We will
demonstrate that this allows us to estimate, with good accu-
racy, the expectation value and variance of velocity estimators
faster than what would be possible with simulations based on
randomly placed scatterers. Because the true velocities in the
flow field are known in simulations, this produces an accurate
quantitative assessment of the performance of the estimator.
Such a tool is useful for the quantitative evaluation and
optimization of estimators and comparison between different
estimators.

This paper is organized as follows. Sections II-A and II-B
explain the FLUST simulation technique. Section III describes
the investigated velocity estimators, whereas Section IV
describes the different simulation scenarios. To motivate the
use of FLUST and validate its output, 3-D parabolic blood
flow in a straight vessel is used. Models with more complex
3-D flow, a carotid artery bifurcation, and stenotic coronary

arteries were used to demonstrate how FLUST enables the
performance comparison of different vector and spectral esti-
mators in realistic flow fields at a low computational cost.
Results are found in Section V, discussion in Section VI, and
conclusion in Section VII.

II. FLUST SIMULATION METHOD

The FLUST method produces multiple realizations of the
received ultrasound signal from a stationary flow field. The
method may be described as consisting of four main steps:
1) representing the flow field as a collection of flow lines;
2) calculating the received signals from single scatterers mov-
ing along each of the flow lines; 3) generating the received
signal from a collection of scatterers moving along each flow
line; and 4) summing the received signals from all flow lines.
The steps of the FLUST method are summarized in Fig. 1 and
Table I and are further detailed in the following.

A. Flow-Line Generation

The original velocity fields were described using an analytic
expression, for fluid in a straight tube, or numerically as veloc-
ities on a selection of spatial points, for CFD simulations of
more complex geometries. Flow lines were generated from the
velocity field using two steps. First, a collection of seed points
was selected, forming a rectangular grid with a resolution
0.5 mm on a cross section of the flow phantom. Then, one
flow line was generated from each seed point by forward and
backward propagation in time, using the velocity field and
finite difference methods. Propagation was terminated when
the lines crossed exit planes surrounding the phantom or left
the region with valid velocities. The resulting flow lines are
represented in the following mathematical form as rF (t),
denoting the position of a scatterer along the flow line F
at time t . To minimize the number of flow lines leaving the
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TABLE I

OVERVIEW OF THE FLUST ALGORITHM

region containing valid velocities, the cross section containing
seed points was placed downstream from the main bifurcations
in the more complex geometries shown in this paper.

B. Generating Single Scatterer Realizations

Using the simulation software Field II, point spread func-
tions (PSFs) were calculated for scatterer positions along F ,
as shown in the second column of Fig. 1. In this paper,
the PSFs were calculated for positions evenly distributed along
the flow line with a distance 0.05 mm, corresponding to one-
sixth of a wavelength for the highest frequencies used. This
density was selected such that the PSFs at all points along
the flow line could subsequently be obtained by interpolation
without a significant interpolation error. The calculated PSFs
are dependent on the transducer geometry, pulse excitation,
beamforming setup, and parameters that are specific to each
application and specified in Section IV.

Using these PSFs and the flow-line function rF , we defined
a function hF of time and space describing the received signal
from a single scatterer moving along F , by using the relation

hF (r, t) = PSF(r, rF (t)). (1)

Here, t is the time and r and rF (t) are 3-D vectors denoting
image position and the position of the scatterer, respectively.
The function hF was then interpolated to a regular temporal
grid using spline interpolation. The temporal resolution was
chosen high enough to avoid aliasing of the signal for the
highest velocities present while simultaneously being a multi-
ple of the desired pulse repetition frequency (PRF).

C. Generating Multiple Scatterer Simulations

In this section, we describe how realizations with multiple
scatterers were generated from a single scatterer realization.
One simple way of achieving this is to regard the multiple
scatterer realizations as a summation of several single scatterer
signals with different amplitudes and time lags. In this case,
the result may be written as a temporal convolution between
hF and a noise function n

sF = n ∗t hF . (2)

Each value n(t) is a real-valued random variable with Gaussian
distribution and represents the amplitude of scatterers with a
time lag t . In the Fourier domain, this translates to

SF (k, f ) = N( f )HF(k, f ). (3)

Note that it is important that the signal hF does not contain
aliasing before the noise filter, as this will lead to numerical
errors.

In a flow-line realization, scatterers should be randomly and
uniformly distributed within the entire spatial region associated
with each flow line, as opposed to restricting their position to
the central trajectory. To achieve this, scatterers were given a
small random displacement parallel to the plane containing the
seed points, with displacement magnitude less than or equal
to the seed point grid size. In the Fourier domain, a spatial
displacement d corresponds to multiplication by a phase factor
with a frequency k·d, where k is the wavenumber. In addition,
if the displacement d is assumed to be small, the PSF can
be assumed to be spatially invariant except for a phase shift
proportional to d · b, where b is a unit vector along the beam
direction. A displacement of λ/2 along the beam should yield
a phase shift of 2π radians. Incorporating these changes into
(3) gives

SF (k, f )= N( f ) exp

(
2π i

(
k+ 2

λ
b
)

· d( f )

)
HF (k, f ). (4)

Applying the inverse Fourier transform of SF (k, f ) pro-
duces the signal from a collection of point scatterers following
the flow line F , as shown in the third column of Fig. 1.
Then, the signal is downsampled to the desired PRF. One
signal is generated for each flow line, and the resulting signals
are added to produce a full realization, as shown in Fig. 1
(right). The process is repeated several times to produce
multiple realizations, with functions n and d varying between
flow lines and realizations. When generating realizations using
multibeam acquisitions, the PSFs are calculated at the same
positions and the functions n and d are the same for all
transmitted beams.

III. METHODS

A. Investigated Velocity Estimators

1) Autocorrelation: To estimate mean velocity in the exam-
ples in this paper, the autocorrelation method [26] is used.
If the complex beamformed in-phase/quadrature (IQ) signal
from position r at transmission k is denoted s(r, k), the mean
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phase shift between consecutive frames is calculated as

�φ(r) = �
(

1

N − 1

N−1∑
k=1

s(r, k)∗s(r, k + 1)

)
(5)

and converted to velocities using the relation

v(r) = c PRF�φ(r)
4π fc

. (6)

Here, c is the speed of sound and fc is the center frequency
of the received signal.

2) PW Doppler: Estimates of the velocity distribution in
each resolution cell are obtained using the modified peri-
odogram [27]

S(r, f ) = 1

N

N∑
k=1

w(k)s(r, k) exp(2π i fck/PRF) (7)

where w is a window function used to suppress sidelobes in the
frequency spectrum. Frequencies are converted to velocities
using the relation

v = c f

2 fc
. (8)

3) 2-D Vector Doppler: The autocorrelation method only
provides estimates of the velocity components in the beam
direction. To produce vector velocity estimates, it is possible
to combine the information from two or more beam directions
using triangulation, or more generally, by solving a least
squares problem [5], [6]. If vm are the measured mean velocity
components along the individual beam directions and v is
the 2-D vector velocity, the least squares problem can be
written as

Av = vm (9)

where A is a matrix projecting the velocities onto the beam
directions with rows

an = [− sin αn − sin βn, cos αn + cos βn] (10)

where αn and βn are the transmit and receive directions of the
beam n. The problem posed in (9) has the solution

v = A�
W vm = (AT WA)−1AT Wvm (11)

where A�
W denotes the weighted Moore–Penrose pseudoin-

verse of A. The matrix W contains weights that typically
compensates for differences in variances between estimates
from different angles.

4) 3-D Tracking Doppler: Tracking Doppler is a spectral
velocity estimation technique in which the sample volume
changes between different acquisitions, following scatterers
with velocity v along a straight line [28], [29]. The signals
from consecutive images are then summed, adding coherently
for scatterers moving with the tracking velocity v

p̂(v) =
∣∣∣∣∣
∑

n

w(n)s(r+nv�teT , n0+n)e−4π i fcnvz�t/c

∣∣∣∣∣
2

. (12)

Note that compared with conventional PW Doppler, tracking
Doppler allows trading off spatial resolution for increased
spectral resolution.

TABLE II

ACQUISITION AND PROCESSING SPECIFICATIONS

B. Beamforming

Conventional delay-and-sum beamforming was performed
after IQ demodulation, using the UltraSound ToolBox
(USTB) [30] with specifications found in Table II. In the
particular case of the carotid bifurcation phantom, Fourier
beamforming was applied. First, the channel data were beam-
formed using a full aperture. Then, the complex image data
were filtered in 2-D Fourier space to produce data with the
desired receive angle, F-number, and apodization. If S(k, t)
is the 2-D spatial Fourier transform of the signal s(r, t),
the filtering process can be written as

SF (k, t) = S(k, t) w

(
θ − θ0

arctan(1/(2F#))

)
(13)

where k = [kx , ky, kz], θ = arctan(kz/kx ), θ0 is the receive
angle, F# is the F-number, and w is the window function,
defined to be 0 outside the interval [−1, 1]. The filtered signal
sF is obtained by inverse spatial Fourier transform of SF . This
approach is similar to [31], but using only one aperture instead
of two. The motivation for using Fourier beamforming, in this
case, was to avoid recalculating the PSFs in the cases where
one transmit event has multiple receive events.

IV. SIMULATION SCENARIOS

The added value of FLUST compared with simulations
based on randomly placed scatterers is demonstrated using
three examples. As a first validation of the simulation tech-
nique, a straight vessel phantom and conventional Doppler
velocity estimators are investigated. Then, the technique is
applied to a patient-specific carotid bifurcation phantom to
demonstrate how it can aid in the optimization of imag-
ing setups for vector velocity estimation. Finally, we apply
FLUST to 3-D Doppler imaging of a patient-specific model
of a stenosed coronary artery, which facilitates a performance
comparison of two spectral estimators for maximum velocity
estimation.

A. Conventional Doppler Imaging in a Straight Vessel

A straight tube phantom with fully developed parabolic
flow was simulated using both random scatterer (reference)



376 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 66, NO. 2, FEBRUARY 2019

Fig. 2. Velocity profiles in the straight vessel phantom. (a) Single realization using Field II. (b) Statistically expected velocity profile and standard deviation
using 100 FLUST realizations shown in gray line (no clutter filter) and red line (with clutter filter), respectively. No spatial averaging is applied. The SNR is
30 dB and black thick lines show the true velocity profile in both figures.

and flow-line-based (FLUST) simulations. The tube had a
diameter of 1 cm. A rectangular grid with a resolution 0.5 mm
was positioned through a cross section, and all grid points
inside the tube were selected as seed points. Flow lines were
generated by forward and backward propagation as shown in
Section II-A. The selected grid size resulted in 317 flow lines.
The flow velocity in the middle of the tube was 0.56 m/s, and
the beam-to-flow angle was 60◦. This yielded a maximum
velocity corresponding to 36% of the Nyquist velocity. An
ensemble of plane-wave transmissions without steering from
a linear array probe was simulated, with acquisition parameters
described in Table II. After beamforming, random noise was
added to the data with an SNR of 30 dB, to account for the
thermal noise. The phantom contained no stationary clutter
signal, but results were generated both with and without the
application of a clutter filter, to assess the impact of filtering
on accuracy and variance.

B. 2-D Vector Doppler Imaging in a Carotid
Artery Bifurcation

As described in [32], a scatterer phantom was created based
on fluid-structure interaction simulations of a patient-specific
model of a stenosed carotid bifurcation. The phantom was
positioned with the common carotid at a depth of 13 mm and
with flow angles varying between 70◦ and 120◦ relative to the
central beam direction. Field II simulations with random scat-
terer positions (reference) were performed as described in [33],
whereas FLUST simulations were performed as described in
Section III. The acquisition scheme consisted of plane-wave
transmissions with steering angles −15◦ and 15◦ from a linear
probe, transmitted with a firing rate of 12 kHz, but interleaved
such that the Doppler PRF is 6 kHz for each angle. Two
different receive setups were used to form two vector Doppler
estimators (see Table II) which could be used in a perfor-
mance comparison. For the reference simulation, the number
of scatterers was about 80 000 per frame, corresponding to
10 scatterers per resolution cell. For each of the 64 frames,
scatterers outside the imaging region were disregarded before
performing calculations. When using FLUST, the PSF was
calculated for about 160 000 scatterer positions distributed
over 164 flow lines, evenly distributed through both branches.

For both simulation approaches, random noise was added to
the data after beamforming, yielding an SNR of 30 dB.

C. 3-D Tracking Doppler in the Coronary Arteries

A coronary tree phantom was generated by first segmenting
a computed tomography-scan from a patient with a stenotic
left anterior descending coronary artery, using the Vascular
Modeling Toolkit [34]. A steady-state solution was found for
this geometry using the computational fluid dynamics software
Fenics [35], with constant pressure at the inlet and constant
resistance at the outlets. Flow lines were extracted from the
solution, and translated and rotated so that the stenotic region
was positioned at a depth 3.5 cm with a beam-to-flow angle
of approximately 62◦. Multiple realizations were generated as
described in Section III. The acquisition was an ensemble of
plane waves with a firing rate of 10 kHz without steering, from
a 2-D matrix array. A PW Doppler sample volume was placed
in the region containing the highest velocities. A tracking
Doppler line was centered in the same sample volume, with
orientation parallel to the flow lines going through the sample
volume.

V. RESULTS

A. Motivational Example: The Straight Vessel Phantom

Using the previously described simulation and acquisition
settings, a Field II simulation of a 64 frame Doppler ensemble
takes 20 h in case of the straight vessel phantom. As shown
in Fig. 2(a), autocorrelation over the ensemble may be used
to obtain an estimate of the velocity profile normal to the
vessel axis from a single realization. As seen from the dashed
lines in Fig. 2(a), the velocity estimates have relatively high
variance, motivating the use of spatial averaging. Spatial
averaging would, in this case, cause a significant negative
bias for the highest velocities and positive bias for the lowest
velocities. Such spatial averaging effects can be avoided by
simulating multiple realizations. In this case, 100 realizations
of the flow field would require 2000 simulation hours using
Field II.

In Fig. 2(b), 100 FLUST ensemble realizations have been
used to obtain the expected autocorrelation velocity pro-
file without the confounding effects of spatial averaging.
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Fig. 3. Histograms of the real part of the simulated signal from one realization
of the straight tube phantom. The black curve show a Gaussian distribution
centered around 0 with standard deviation 1.

The total simulation time is 19 h, where 16 h are spent on
creating the PSFs and 3 h are spent on generating multiple
realizations. For this example, mean velocity and standard
deviation are shown using gray lines (no clutter filter) and red
lines (with clutter filter). The black thick line shows the true
velocity. The impact of the spatial extent of the PSF can now
be observed, yielding a small negative bias for the maximum
velocities and a small positive bias for the low velocities close
to the wall. If a clutter filter is applied, both the bias and
variance close to the wall increase significantly.

B. Single Ensemble Validation

Fig. 3 shows the distribution of the real part of the IQ
signal from one realization of the straight tube phantom. The
values have been normalized to have a standard deviation of 1.
As is seen, the signal distributions from Field II and FLUST
both show good correspondence to the Gaussian distribution,
indicating that the speckle is fully developed. The imaginary
part of the signal shows the same good correspondence (data
not shown).

Fig. 4 shows B-mode images (top) and spectral profiles
(bottom) from the straight vessel phantom, using both the
reference (Field II) and one ensemble realization of FLUST.
The speckled appearance is similar, and they also show the
same frequency spread for all depths.

Fig. 5 shows single B-mode images from FLUST and
Field II simulations of the carotid bifurcation phantom, again
demonstrating that the two simulation approaches yield similar
speckle images. Fig.5 (bottom) shows the estimated vector
velocities in the image plane, based on single realizations of
the velocity field. The two approaches yield similar velocity
magnitudes and directions. No spatial averaging is applied.

C. Application Example 1: Performance Evaluation
of Two Alternative Vector Velocity Estimators

The FLUST method was used to obtain 100 ensemble real-
izations of the carotid bifurcation velocity field, which were

Fig. 4. Top: B-mode images from single realizations of the straight
vessel phantom using the proposed technique (FLUST) and Field II. Bottom:
corresponding spectral profiles based on single realizations (ensemble length
= 64). Dynamic range is 50 dB.

Fig. 5. Top: B-mode images from single realizations using the proposed
technique (FLUST) and Field II. Dynamic range is 40 dB. Bottom: estimated
vector velocity field based on single realizations of the velocity field (ensemble
length = 64).

further used to compare the performance of two vector velocity
estimators. The results are shown in Figs. 6 and 7. The total
simulation time was 15 h, where 12 h were spent on creating
the PSFs and 3 h on generating multiple realizations. As dis-
cussed further in Section V-E, 100 realizations of this velocity
field would require 1700 simulation hours using Field II.

The vector velocity estimators are based on the same
two-angle transmit sequence (see Table II) but have different
receive settings; one yielding four unique Doppler measure-
ments (top) and one yielding two Doppler measurements
(bottom). Averaging the velocity field over all realizations
enables direct comparison of the bias and variance of
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Fig. 6. Velocity bias in each pixel using least squares vector Doppler with
four angles and weighting (top) and dual-beam vector Doppler (bottom).

Fig. 7. Standard deviation of the velocity estimates in each pixel using least
squares vector Doppler with four angles and weighting (top) and dual-beam
vector Doppler (bottom).

the two estimators in each image pixel. As can be seen
in Figs. 6 and 7, the biases in vx and vz are similar for the
two estimators, whereas the standard deviations are reduced
in the four-angle case.

D. Application Example 2: Performance Evaluation of Two
Maximum Velocity Estimators Used in 3-D Blood Flow
Imaging of the Coronary Arteries

In Fig. 8(a), 100 flow-field realizations have been used to
make a power Doppler isosurface (after clutter filtering) of
the coronary artery phantom. The total simulation time using
FLUST was 14 h (11 h for creating the PSFs and 3 h for
generating multiple realizations). A corresponding simulation
was not performed using the Field II software. The black
ellipse indicates the location of the sample volume for PW
Doppler and the central point of the tracking Doppler line.

The PW and tracking Doppler velocity spectra
in Fig. 8(b) and (c) again demonstrate the added value of

having multiple realizations of complex flow fields available.
Fig. 8(b) and (c) shows that using PW Doppler leads
to increased spectral broadening compared with tracking
Doppler, but the high variance in the velocity spectra in
Fig. 8(b) hampers the quantification of spectral broadening and
the determination of maximum velocities. Such measurements
are, however, possible using the velocity spectra in Fig. 8(c),
where 100 realizations are averaged. The velocity for which
the power is −6 dB compared with the peak intensity
measured at the descending slope at the highest velocities is
termed the −6 dB velocity. The resulting −6 dB velocities
were 2.88 and 2.56 m/s for PW Doppler and tracking Doppler,
respectively. The true maximum velocity in the simulated
coronary artery phantom was 2.47 m/s.

E. Computational Cost

Fig. 9 shows the calculation time for the carotid flow phan-
tom as a function of the number of frames and realizations,
using random scatterer-based and flow-line-based simulations.
Field calculations were performed on a Quad Core 2.7-GHz
Intel i7-6820HQ Processor using Field II pro version, whereas
beamforming was performed on a NVIDIA Quadro M2000M
GPU. The sampling frequency for the Field II calculations
was 120 MHz. When using simulations based on randomly
positioned scatterers, the computational load scales linearly
with the number of frames and realizations simulated. For
the example case with 64 frames, a flow-line resolution of
0.5 mm and a scatterer resolution of 0.05 mm along each
flow line, the backscattered signal is calculated from a total
of about 5 120 000 scatterers and the beamforming operation
is performed 64 times. The total simulation time for one
flow-field realization is about 17 h. On the other hand,
the flow-line-based method first calculates the PSF for a total
of 160 000 scatterer positions and performs the beamforming
operation 160 000 times, using about 12 h. After this, 100 real-
izations of 64 frames each are generated using interpolation
and application of noise filters, using about 3 h. The results
show that using FLUST is faster than using scatterer-based
simulations if the number of frames is larger than 48.

VI. DISCUSSION

A flow-line-based simulation method, termed FLUST, was
proposed, and results using the new method were compared
with simulations based on randomly positioned scatterers.
The main advantage of FLUST is that, after some initial
calculations, a large number of realizations of the same flow
field may be generated at a low computational cost. The results
indicated that realizations using FLUST are equivalent to
those generated using conventional Field II simulations. Exam-
ples were shown from three different applications, in each
case showing statistics from 100 realizations generated using
FLUST, with total simulation time comparable to that of one
single realization using conventional methods.

The two main parameters that determine the accuracy of
FLUST are the density of calculated PSFs along each flow line
and the density of flow lines. These parameters also determine
the computational load because they implicitly determine the
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Fig. 8. (a) 3-D Power Doppler image of the coronary phantom, based on 100 realizations. Axes are in mm. The ellipse indicates the sample volume region
for the spectral Doppler estimators. (b) PW and tracking Doppler spectra from a single realization of the flow field in the coronary phantom. (c) Expectation
value/expected PW and Tracking Doppler spectra based on 100 realizations. The dotted line indicates the true peak velocity. The tracking direction corresponded
to a beam-to-flow angle of 63.3◦, and an angle of 20.4◦ relative to the azimuth plane.

Fig. 9. Illustration of how simulation time scales with the number of
realizations for the carotid flow phantom. Using the proposed FLUST method,
it enables multiple realizations of complex flow fields with only a small
increase in simulation time, whereas simulation time scales linearly with the
number of frames and realizations for the random scatterer-based simulations.
FLUST is the faster alternative when the total number of simulated frames
exceeds 48.

total number of flow lines and calculated PSFs. The density
of PSFs along each flow line influences the mismatch between
scatterer-based simulations and FLUST due to the interpo-
lation step when converting the PSFs to a temporal signal,
as described in Section II-B. To minimize the interpolation
error, spline interpolation is used and the PSFs are spaced with
a distance of 0.05 mm along the flow line. In comparison,
the examples in this paper use spatial wavelengths ranging
from 0.3–0.5 mm. The spatial discretization of flow lines
used in this paper was 0.5 mm. The underlying assumptions
when selecting this discretization are that the observed velocity
gradients are small and that the PSF is approximately spatially
invariant for such displacements except for a phase factor.
Figs. 2, 4, and 5 show both a good qualitative and quantitative
correspondence between scatterer-based simulations and flow-
line-based simulations, indicating that the chosen parameters
yield sufficient accuracy for these applications. Note, however,
that applications using higher center frequencies or with
higher spatial velocity gradients might require smaller values
for these parameters.

In order to estimate the statistical properties of velocity
estimators, we need to use estimators that themselves often
have high variance. This variance may in some cases be
reduced by applying spatial averaging. In the presence of
velocity gradients, however, the expectation value of the
estimator will be dependent on the size of the averaging
region. A too large averaging region will lead to a significant
underestimation of maximum velocities and overestimation of
velocities close to the vessel wall. Thus, accurately quantifying
the bias and variance of estimators without spatial averaging
effects necessitates the generation of several realizations of the
same flow field. The results in Fig. 2 indicate that this may
be achieved with low computational cost using the FLUST
technique.

The results from applying autocorrelation-based vector
Doppler to the carotid bifurcation phantom show a significant
underestimation of velocities in the region with the highest
velocities. No spatial averaging of autocorrelation estimates
was performed in this case. The observed underestimation
occurs because the spatial extent of the PSF covers a broad
range of velocities. Similarly, a significant overestimation of
velocities is seen close to the vessel walls. Notably, increasing
the number of observation angles from 2 to 4 and using a
weighted least-squares method did not lead to a reduction in
these biases. It did, however, lead to a reduction in the variance
of the estimator. One approach that might reduce the observed
bias would be to reduce the pulselength or, in other ways
reduce the spatial extent of the PSF. This, however, might yield
increased variance. Again note that when using conventional
Field II simulations, information about variance would not be
available without producing several realizations, which would
be more time-consuming.

The results from applying spectral estimators to the sim-
ulated coronary artery phantom illustrate the usefulness of
having multiple realizations when comparing different spec-
tral estimators. Even though the resulting spectra from one
realization indicate that PW Doppler exhibit more spectral
broadening than tracking Doppler, quantifying this property
is difficult because of the high variance of both estimators.
Averaging the spectra over several realizations reduces the
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variance and makes the quantitative measures of broadening
more reliable.

In the results presented in this paper, no clutter signal from
surrounding tissues was present during simulations. Simulating
tissue signal is not a straightforward using FLUST because
when using this method it is implicitly assumed that the
endpoints of flow lines are outside the insonation region.
If FLUST had been used to simulate tissue lines with endpoints
within the insonation region, scatterers would appear abruptly
and discontinuously during simulations. Note that even with-
out the presence of tissue signal, the results from FLUST may
be used to compare the effect of clutter filters on the blood
signal. The underlying assumption is that the clutter signal is
negligible after filtering.

Another limitation of FLUST is that simulations are limited
to stationary flow fields. As a consequence, any effects of
acceleration will not be accounted for. It should be noted,
however, that typical observation window lengths for ultra-
sound blood velocity estimators are smaller than 15 ms, for
which it may be assumed that the effects of acceleration
are negligible. But for applications with highly accelerated
flow or longer temporal observation windows, this might be a
source of inaccuracy.

The rapid generation of multiple realizations made available
using flow-line-based simulations is useful in the development
of velocity estimators. The ability to obtain reliable measures
of the bias and variance of estimators is very useful for
tuning setup parameters for a given estimator or for the
comparison of different estimators. In this paper, examples
were shown using Doppler-based mean estimators and spec-
tral estimators, but further work includes using this tool
to compare Doppler- and correlation-based estimators, e.g.,
speckle tracking [9], [36]. Also, in this paper, Field II was
used to calculate PSFs, but depending on the application
and required accuracy, FLUST could be combined with other
simulation tools to further decrease simulation times. Finally,
the FLUST method is inherently parallelizable, as both PSFs
and different realizations are generated independently. Further
parallelization of the method is, therefore, also a topic for
further work.

VII. CONCLUSION

The FLUST method for simulation of stationary flow fields
was proposed. Results show that realizations produced using
FLUST correspond well with Field II simulations, both quan-
titatively and qualitatively. The runtime of FLUST is not
significantly dependent on the number of simulated frames
and realizations, and in the examples shown, it was the faster
alternative once the total number of simulated frames exceeds
48. For the examples shown, the new simulation method is
able to produce 100 realizations at the same time used to
produce a single conventional Field II realization. This enables
the estimation of statistical properties of velocity estimators
with an accuracy that would be time-consuming to achieve
using simulations based on random scatterer positions.
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