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Characterization of Defects Using Ultrasonic 
Arrays: A Dynamic Classifier Approach
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Abstract—In the field of nondestructive evaluation, accu-
rate characterization of defects is required for the assessment 
of defect severity. Defect characterization is studied in this 
paper through the use of the ultrasonic scattering matrix, 
which can be extracted from the array measurements. Defects 
that have different shapes are classified into different defect 
classes, and this essentially allows us to distinguish between 
crack-like defects and volumetric voids. Principal component 
analysis (PCA) is used for feature extraction, and several rep-
resentational principal component subsets are found through 
exhaustive searching in which quadratic discriminant analysis 
(QDA) and support vector machine (SVM) are used as the 
pattern classifiers. Instead of choosing a single optimal classi-
fier, the best classifier is dynamically selected for different 
measurements by estimating the local classifier accuracy. The 
proposed approach is validated in simulation and experiments. 
In simulation, the depths (lengths of the minor axes) of 4441 
out of 4636 test samples are measured accurately, and the mea-
surement errors (with respect to the defect size) are below 
10%. Arbitrarily shaped rough volumetric defects are identi-
fied as ellipses, which are reasonably good matches in shape to 
the original defects. Experimentally, six subwavelength scatter-
ers are characterized and sized to within 0.14 .λ

I. Introduction

In the field of nondestructive evaluation, accurate char-
acterization of defects is required because it provides 

us with quantitative information on the integrity of the 
structures being inspected [1]. When characterizing, the 
aim is to determine the key information about the de-
fect, including size, orientation, and shape. The shape of 
a defect is important because different types of defects 
can have completely different effects on the mechanical 
performance of a structure and should be treated differ-
ently during structural integrity assessment. For example, 
cracks have a high severity because they have sharp edges 
which are stress concentrators and this leads to poten-
tially rapid growth in structures [2]. Volumetric voids and 
inclusions do not have such severe stress concentrators 
and hence can often be regarded less hazardous. The cur-
rent lack of quantitative characterization methods means 
that current practice is typically to assume a worst-case 
scenario, which is, for example, a crack oriented in the 
least favorable direction [3].

The use of ultrasonic arrays [4] and advanced high-
resolution imaging algorithms [5], [6] offers one way of 
characterizing defects. In particular, the size and orienta-
tion of crack-like defects were successfully determined by 
applying a certain threshold to the image pixel intensi-
ties [7]. Although such image-based characterization ap-
proaches work well for relatively large cracks, their per-
formance degrades for small cracks (e.g., subwavelength 
cracks). To address this issue, it was shown that small 
crack-like defects could be characterized based on their 
scattering matrices either by measuring the half-width 
at half-maximum (HWHM) from the pulse–echo compo-
nent [7], or by a systematic database searching approach 
[8]. For experimental data measured from a lack-of-fusion 
crack implanted within a stainless steel test sample, the 
sizing performance was improved by averaging the results 
obtained at multiple frequencies [9]. In this paper, we ex-
tend the defect database approach to include both the 
crack-like defects and volumetric voids.

With the development of pattern recognition and ma-
chine learning theory [10], [11], advanced pattern classifi-
cation algorithms have been applied to data obtained from 
ultrasonic measurements [12]–[19]. To date, the measured 
signals were ultrasonic A-scans (time-domain amplitude 
plots), from which features were extracted using discrete 
wavelet transforms [12], [17], [18] and Hilbert and Fourier 
transforms [17]. Artificial neural networks (ANN) and the 
support vector machine (SVM) approach were among the 
popular pattern classifiers, and it was shown that SVM 
outperforms the well-trained ANN in terms of classifica-
tion accuracy and computational efficiency [12]. For the 
SVM classifier, three different kernel functions were com-
pared, and the radial basis function kernel was shown to 
have the best performance for classifying different types of 
defects (delamination-like flaws, porosity, and inclusions) 
which were located at different positions in the test speci-
men [12].

The scattering matrix contains all of the information 
about the defect that can be extracted during ultrasonic 
testing [7], and hence is the logical choice of data to form 
the starting point of any defect classification scheme. Fea-
ture extraction is often used to extract the key informa-
tion from the data and hence allow the measurement to be 
more robust to uncertainties [20]. Here we employ princi-
pal component analysis (PCA) [21] for this task and use it 
to compress the scattering matrix into a smaller number 
of principal components. The goal is to classify defects 
into different defect classes which are related to the defect 
shape. For the classification task, quadratic discriminant 
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analysis (QDA) and SVM [10] are adopted as the pat-
tern classifiers, and several principal component subsets 
are obtained through an exhaustive searching approach. 
Then, the optimal classifier is dynamically selected based 
on the estimation of the local classifier accuracy. We note 
that although here we use a specific combination of PCA 
and the QDA/SVM classifiers, the approach is general to 
other combinations of feature extraction and pattern clas-
sification algorithms.

This paper is organized as follows. The scattering ma-
trix and the studied problem are introduced in Section II. 
Principal component analysis and the statistical pattern 
classification approaches used in this paper are briefly in-
troduced in Section III. Section IV presents a step-by-step 
description of the proposed defect characterization strate-
gy. The simulation and experimental results are discussed 
in Sections V and VI.

II. The Scattering Matrix and the Database

In two dimensions, the far-field scattering matrix is de-
fined as [7]
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where θ1 and θ2 are the incident and scattering angles, 
ain is the amplitude of the plane incident wave at the de-
fect, asc is the amplitude of the scattered wave, dsc is the 
distance from the defect where the amplitude asc is mea-
sured, λ is the wavelength, c is the speed of the ultrasonic 
wave, and ω is the angular frequency. Only the ampli-
tude of the scattering matrix (of the longitudinal waves) is 
considered here, and the phase [i.e., the exponential term 
in (1)] is ignored hereafter. As can be seen, the scatter-
ing matrix describes how waves at any incident angle are 
scattered. For this reason, it encodes all the information 
obtained from a scatterer, assuming linear acoustics apply 
and measurements are made in the far field of the defect.

The primary objective of this paper is to classify de-
fects into different defect classes which are related to the 
defect shape. This is important because it essentially al-
lows us to distinguish between crack-like defects and volu-
metric voids of the same size. Crack-like defects are the 
worst-case scenario of all defects in terms of their effects 
on component life, and their characterization was studied 
previously [7], [8]. However, not all defects in structures 
are crack-like, and the method proposed in [8] failed if the 
defect cannot be a priori identified as crack-like (e.g., for 
some rough cracks).

In this paper, scattering matrices of three types of 2-D 
defects (namely, cracks, ellipses, and holes) are simulated 
and categorized into different defect classes. Scattering 
matrices of cracks and holes are simulated using the fast 
semi-analytical technique proposed in [22] and the ana-
lytic solution in [23], respectively. Scattering matrices of 
ellipses are obtained using a finite element local scatter-

ing (FELS) model [24]. Figs. 1(a)-1(d) show the example 
profiles of a crack, two ellipses, and a hole, respectively, 
with their corresponding scattering matrices. The scat-
tering matrices shown in Fig. 1 are obtained using the 
measurement configuration shown in Fig. 2. The material 
is assumed to be aluminum, with Young’s modulus = 69 
GPa, Poisson’s ratio = 0.334, and density = 2700 kg·m−3. 
θ1 and θ2 are defined with respect to the defect normal 
(positive if measured clockwise), and the maximum am-
plitude in pulse–echo (i.e., where θ1 = θ2) is found at θ1 = 
θ2 = 0° (except for the hole whose pulse–echo amplitude 
is a constant). For the crack and flat ellipse (i.e., b = 
0.2λ) shown in Figs. 1(a) and 1(b), this specular normal-
incidence reflection is also the maximum amplitude of the 
scattering matrix, whereas the tip-diffraction amplitude 
(corresponding to θ1 = θ2 = ±90° and related to the effec-
tive cross-sectional area of a defect) is significantly lower. 
On the other hand, for the more rounded ellipse and hole 
shown in Figs. 1(c) and 1(d), the maximum amplitude is 
found at θ1 = −θ2 = ±90°, which means that the back-
scatter is greater than the specular reflections. The scat-
tering matrix of a hole is only a function of θ2 − θ1, which 
can be used to differentiate the holes from other defects. 
In general, the range of θ1 and θ2 is determined by both 
the positions of the array elements and that of the defect, 
hence the scattering matrix extraction described here is 
conducted after the preceding defect localization step [25]. 
It is reasonable to assume that as the angular range de-

Fig. 1. Profiles of four defects and the corresponding scattering matrices. 
(a) a 1λ crack, (b) an ellipse with a = 1λ, b = 0.2λ, (c) an ellipse with a 
= 1λ, b = 0.6λ, and (d) a hole whose diameter is 1λ.



IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, vol. 62, no. 12, DECEMBER 20152148

creases, the ability to characterize will also decrease. How-
ever, Fig. 1 represents an extreme case where the incident 
and scattering angles range from −90° to 90°. The prob-
lem is first studied in simulation based on this idealized 
configuration, and a more practical situation in which the 
experimentally measured scattering matrices have a much 
smaller angular coverage is studied in Section VI.

It can be seen from Fig. 1 that for a given defect size, 
the scattering matrix is related to the shape (i.e., aspect 
ratio) of a defect. Here, we define the aspect ratio of a 
defect as the ratio of the minor axis (b in Fig. 1) to the 
major axis (a in Fig. 1). Note that the severity of a defect 
is related to its aspect ratio [e.g., the aspect ratio of 0 
(for cracks) and 1 (for holes) represent defects with high-
est and lowest severity, respectively.] Furthermore, defects 
with the same aspect ratio show similar scattering be-
havior (a remarkable example of this is the holes which 
are isotropic scatterers). For these reasons, the defects are 
classified into different classes (see Table I) according to 
their aspect ratios. For each defect class, scattering ma-
trices of defects that have sizes from 0.2λ to 2λ (at 0.1λ 
intervals) are simulated and used as the training samples. 
Note that the range considered focuses on small defects 
because that is where we believe this approach has the 
most benefit. The training set contains 209 samples (19 
samples in each class), and is used to train the pattern 
classifiers which will be introduced in the next section. 
At the same time, a separate test set, which consists of 
the scattering matrices of defects with sizes from 0.16λ to 
2.04λ (at 0.02λ intervals), and aspect ratios from 0 to 1 
(at 0.02 intervals) is prepared. These 4636 test samples are 
not used to train the classifiers, and are prepared to evalu-
ate the classifier performance. The scattering matrices in 
the database (training and test sets) are simulated at the 
frequency f = 2 MHz, and hence the database includes the 
scattering matrices of all possible cracks and volumetric 
voids which have sizes between 0.63 mm and 6.3 mm. Fig. 
3(a) shows the distribution of training and test samples in 
a small region of the two-dimensional problem space. As 
can be seen from Fig. 3(a), the class boundary between 
the defect class i and i + 1 can be formulated as r(aspect 
ratio) = 0.1i − 0.05, i = 1, 2, …, 10, and the test samples 
are assigned the true class label y accordingly. However, 
other choices exist for the definition of the class boundar-
ies. For example, if more conservative classification results 

are preferred, the class boundary between the defect class 
i and i + 1 can be defined as r = 0.1i − 0.01, leading to 
the underestimation of the aspect ratio in some cases. The 
scattering matrices in the database are obtained from the 
same measurement configuration as shown in Fig. 2, which 
implies that all the defects are modeled to be horizontal 
(major axis is parallel to the array), and the incident and 
scattering angles cover the range [−90°, 90°]. However, the 
proposed strategy in this paper also works for 2-D angled 
defects as long as the range of θ1 and θ2 in the database is 
kept the same as that of the measured data. If the defect 
has an orientation angle of α (with respect to the array, 
positive if measured clockwise), then the maximum ampli-
tude in pulse–echo will be at θ1 = θ2 = α, and the scat-
tering matrices in the database should have incident and 
scattering angles limited to [−90° − α, 90° − α] instead of 
[−90°, 90°]. In practice, this could be achieved by moving 
the measurement array to obtain the specular reflection 
(i.e., the maximum response). We note that further work 
is required to characterize 3-D defects such as branched 
cracks.

III. Feature Extraction and Statistical Pattern 
Classification Algorithms

Here we present the detailed description of the feature 
extraction and the classification methods used in this pa-
per. These are reasonably well known by the detection and 
classification research communities. However, we present 
them again for completeness, and our specific implementa-
tion can be found in Section IV.

A. Feature Extraction by Principal Component Analysis

Scattering matrices normally have the size of Q × Q, 
where Q is the number of array elements, and it is desir-
able to reduce the dimensionality of the input pattern 
to classifiers to avoid the “curse of dimensionality” [26]. 
Principal component analysis (PCA) is a widely used ap-
proach for dimensionality reduction of a data set [21], [27]. 
The basic idea is to find a new set of orthogonal directions 
(called the principal components, or PCs) with which 
the original data can be represented more efficiently. As 

Fig. 2. Experimental configuration of the scattering matrix extraction 
measurement. θ1, θ2 represent the incident and scattering angles, and 
are defined with respect to the defect normal (positive if measured clock-
wise).

TABLE I. Defect Class Definitions.

Defect class Defect type Aspect ratio

1 Crack 0
2 Ellipse 0.1
3 Ellipse 0.2
4 Ellipse 0.3
5 Ellipse 0.4
6 Ellipse 0.5
7 Ellipse 0.6
8 Ellipse 0.7
9 Ellipse 0.8
10 Ellipse 0.9
11 Hole 1.0
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a result, projections of the data onto the first few PCs 
turn out to be sufficient to describe the same informa-
tion included in the original high-dimensional data set. 
In addition, because the compressed data are resistant to 
high-dimensional noise, PCA has been successfully used as 
a denoising tool (e.g., for the noisy scattering matrices of 
crack-like defects [8]).

Consider the training set S ∈ R ,Q N2×  whose columns 
are the vectorized scattering matrices, and N is the num-
ber of the training samples. For the simulated scattering 
matrices in the database, Q is set to be 61, and θ1 and θ2 
are sampled at 3° intervals within [−90°, 90°]. Suppose S is 
centered (the mean scattering matrix is subtracted from 
each column of S), then the covariance matrix can be es-
timated by

 C SS=
1

1 .N −
T  (2)

Eigenvalues of C can be calculated from the eigendecom-
position

 C EDE= .T  (3)

Most of the variation of the original training set is now 
captured by the first few PCs, which are the eigenvectors 
(columns of E) corresponding to the largest eigenvalues 
(diagonal elements of D). Let di be the eigenvalues (sorted 
in descending order); then, the variation explained by the 
first k PCs [21] is
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In this paper, the number of PCs retained is selected so 
that v exceeds 99%. According to this criterion, the origi-
nal Q2 (i.e., 612 = 3721) -dimensional training samples 
are typically compressed into 14-dimensional PC space, 
and these 14 PCs are used as features for the individual 
classifiers. We note that the number of PCs required will 
increase with defect size and frequency.

B. Quadratic Discriminant Analysis

After the application of PCA, the training set is cat-
egorized and represented by the training samples {xi, yi}, 
i = 1, 2, …, N. xi ∈ R14 is 14-dimensional representation 
of the training sample i in the PC space, and yi is the cor-
responding class label (1 ≤ yi ≤ 11). In statistical decision 
theory [10], Bayes classifiers work by classifying new data 
into the class which can minimize the expected classifica-
tion cost:

 ŷ L i y P i
y M i

M

= ( , ) ( | ),
=1,2,..., =1

argmin ∑ x  (5)

where L(i, y) is the cost of classifying a sample whose true 
class label is i into class y and is set to be |i − y| in this 
paper (i.e., the cost increases linearly with class error), 
P(i | x) is the posterior probability of class i given x, and 
M is the number of classes (11 in our classification prob-
lem).

Quadratic discriminant analysis (QDA) is based on the 
assumption that data in each class is generated from a 
multivariate Gaussian distribution, which is given as

Fig. 3. Distribution of the training and test samples in the problem space, and the local weighted misclassification rates [WMRs, see (12)] of differ-
ent individual classifiers. (a) Training (circles and triangles) and test (asterisks and crosses) samples of class 4 and 5, the ideal boundary between 
the two classes (solid line), and one example of the local region of a training sample (dashed box). (b) and (c) The local WMRs across the whole 
parameter space of the QDA classifier with 11 PCs and the SVM classifier with 7 PCs. (d) The local WMRs obtained with the proposed dynamic 
classifier selection approach. The overall WMRs in (b)–(d) are 21.48%, 37.90%, and 4.40%, respectively.
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where i is the class label, p = 14 is the dimensionality of 
the input features, μi, Σi are the class mean and covari-
ance matrix, and |Σi| is the determinant of Σi. μi and Σi 
can be estimated from the training samples as

 

µ

µ µ

i
y i

j i

i
y i

j i j i i

j

j

N

N

= ,

= ( )( ) ( 1),

=

=

∑

∑ − − −

x

x x

/

/TΣ
 (7)

where Ni is the number of training samples that belong to 
class i. Then, P(i | x) can be obtained from Bayes theorem 
[10] as

 P i
P i P i

P j P j
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where the class prior probability is set to be equal for all 
the classes [i.e., P(j) = 1/11, j = 1, 2, …, 11].

Although in practice the data distribution does not al-
ways follow the Gaussian distribution, QDA performs very 
well and is one of the most popular classifiers [11], because 
the simple quadratic decision boundaries are often rea-
sonable choices for discriminating different classes in the 
feature space [10], [11].

C. The Support Vector Machine Classifier

The support vector machine (SVM) approach has been 
widely used in defect classification problems [12], [13], 
[28], [29], and was shown to have superior performance 
compared with classifiers based on ANNs [12]. For a bi-
nary classification problem where all the training samples 
belong to two classes (yi = 1 or −1), the optimal separat-
ing hyperplane f(x) = wTx + b = 0 can be calculated from 
the following optimization problem [30]
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In (9), C is the so-called cost parameter which defines the 
weights assigned to the training samples that are “not 
well inside their class boundary” [10]. The solution of this 
optimization problem can be obtained by solving its dual 
problem, and w can be expressed as [11]

 w x= .
=1i

N

i i iy∑α  (10)

In (10), only a small number of the coefficients αi will 
be nonzero, and the corresponding training samples are 
called the support vectors [31]. This means that the deci-

sion boundary is determined by only those support vectors 
(the number can be much smaller than the size N of the 
training set). It is significantly different from the case of 
QDA, where the class mean and covariance matrix are 
estimated from all of the training samples.

For a new input xt, the class label output of the SVM 
classifier is given by sgn (wTxt + b), and from (10), it is 
clear that the result is only related to the inner product of 
the features x xi t

T . Nonlinear decision boundaries can be 
easily formed when the original feature is mapped to some 
higher dimensional space through x � ϕ(x). In this case, 
the decision boundary becomes f(x) = wTϕ(x) + b = 0, 
and the classification result is determined by the inner 
product Ke(xi, xj) = ϕ(xi)Tϕ(xj). Ke is called the kernel 
function, and its introduction has greatly improved the 
computational efficiency, because now the result can be 
obtained without explicitly calculating the mapping x � 
ϕ(x) [32]. The radial basis function kernel was previously 
shown to have a superior performance to linear and poly-
nomial kernels [12], and is used in this paper as the kernel 
function for SVM classification. It has an additional pa-
rameter γ, and is defined as

 Ke i j i j( , ) = ( || || ), > 0.2x x x xexp− −γ γ  (11)

For the multi-class classification problem, the one-
against-one [30] method was used in the SVM implemen-
tation.

IV. The Proposed Approach

After the training and test sets are prepared as de-
scribed in Section II and the data are compressed by 
PCA, the proposed defect characterization approach can 
be conducted in four steps: PC subset selection, dynamic 
classifier selection, sizing of the defect and estimation of 
the class probability, and verification of the characteriza-
tion result.

A. PC Subset Selection

To determine which specific combinations of the PCs 
are desirable for correct classification, feature selection 
(i.e., the wrapper method [33]) is conducted using QDA 
and SVM as predictors. For a given number of PCs, all 
possible PC combinations were evaluated according to a 
certain criterion, and the best PC combination was re-
corded. In this paper, the weighted misclassification rate 
(WMR) [34] is chosen as the criterion to minimize, and is 
defined as

 WMR = 100%,=1
y y
N
i ii

N
−

×
∑ ˆ

 (12)

where yi and ŷ i are the true class label and predicted class 
label of the training sample i. Note that the WMR is cal-
culated under the leave-one-out scheme here, which im-
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plies that when predicting the training sample i, it should 
be temporarily removed from the training set which is 
used to build the classifiers.

In the training phase of the SVM classifier, the pa-
rameters C [see (9)] and γ [see (11)] must be determined, 
and this is done by the grid search approach suggested 
in [30]. The 5-fold cross-validation WMR [see (12)] was 
calculated for different values of C and γ, and the optimal 
parameter values were found as those associated with the 
lowest WMR.

Table II lists the optimal PC combinations for QDA 
and SVM classifiers when the number of PCs is 2, 3, ..., 14, 
and the corresponding WMR is shown in Fig. 4(a). Fig. 
4(b) shows the distribution of the training samples in the 
optimal 2-dimensional PC space (found to be comprised 
of PC 1 and PC 2 for both QDA and SVM classifiers). 
From Fig. 4(a), it can be seen that the size of the best 
PC subset is 11 for the QDA classifier, and the WMR 
remains low when the number of PCs is larger than 9. 
For the SVM classifier, the WMR reaches minimum when 
7 PCs are used but remains small for larger number of 
PCs. It can also be seen that the optimal QDA classifier 
performs better than the optimal SVM classifier, but as 
will be explained in the next subsection, this is mainly 
caused by a small number of the training samples that led 
to large misclassification errors. Note that consideration of 
the WMR values may allow some combinations of PCs to 
be discarded before dynamic classification.

B. Dynamic Classifier Selection

After the PC subset selection step, 26 PC subsets are 
obtained (13 for QDA and 13 for SVM, see Table II). Here, 
instead of selecting one optimal PC subset, all of the PC 
subsets are used as input to a dynamic classifier selection 
system [35]. This is based on the hypothesis that different 
classifiers could have different regions of expertise, and 
even the globally optimal classifier could perform poorly 
in some of the local regions. In this paper, the local region 
of a training sample is defined as the region containing the 
training sample itself and its nearest neighbors in the test 

set [see for example, the region represented by dashed box 
in Fig. 3(a)]. The size of the local region is 5 × 5 for the 
training samples of classes 2 through 10, and for the train-
ing samples of classes 1 and 11, their local regions have 
the size of 3 × 5 (test samples exist on only one side of 
the training sample). Then, the WMR of the local region 
can be calculated using the test samples within the region. 
Figs. 3(b) and 3(c) show the WMRs of such defined local 
regions across the whole parameter space, calculated from 
the best QDA classifier (using 11 PCs as features) and 
the best SVM classifier (using 7 PCs as features), respec-
tively. From Figs. 3(b) and 3(c), it can be seen that the 
SVM classifier has the larger value of the overall WMR 
mainly because of the local regions around the 0.2λ crack 
(note that because of its definition, the WMR can exceed 
100%). The idea of the dynamic classifier selection was 

TABLE II. Optimal PC Combinations for QDA and SVM Classifiers.

Number 
of PCs Index of selected PCs (QDA) Index of selected PCs (SVM)

2 1, 2 1, 2
3 1, 2, 5 1, 2, 12
4 1, 2, 4, 5 1, 2, 3, 12
5 1, 2, 3, 4, 5 1, 2, 3, 5, 12
6 1, 2, 3, 4, 5, 8 1, 2, 3, 4, 5, 12
7 1, 2, 3, 4, 5, 8, 12 1, 2, 3, 4, 6, 9, 12
8 1, 2, 3, 4, 5, 7, 10, 12 1, 2, 3, 4, 6, 10, 12, 14
9 1, 2, 4, 5, 6, 7, 8, 10, 12 1, 2, 3, 4, 5, 6, 10, 12, 14
10 1, 2, 4, 5, 7, 9, 11, 12, 13, 14 1, 2, 3, 4, 5, 6, 7, 8, 11, 12
11 1, 3, 5, 6, 7, 8, 10, 11, 12, 13, 14 1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 14
12 1, 2, 3, 4, 5, 6, 7, 9, 11, 12, 13, 14 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13
13 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14
14 All PCs All PCs

Fig. 4. Result of the PC subset selection: (a) the optimal WMR [see (12)] 
for different numbers of PCs, and (b) the distribution of the training 
samples in the optimal 2-dimensional PC space.
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proposed in [35], and adopted in this paper to deal with 
classifier inconsistency and to choose the best classifier 
whose output is likely to have the highest accuracy.

Unlike the training samples, for which the local region 
can be determined as described earlier, given a measure-
ment St, its local region is not known a priori, and thus 
is defined here to be consist of its K nearest neighbors in 
the test set. The structural similarity (SSIM) index [36] is 
adopted as the similarity metric, and is defined by

SSIM corr( , ) = ( , )
2 2 ( ) ( )

( ) ( )1 2 1 2
1 2

1
2

2
2

1 2

1
2

2
S S S S

S S
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S S
S S+ +
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σ σ 22 ,
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where corr represents the correlation coefficient, S and 
σ(S) are the mean and standard deviation of S. The SSIM 
index takes into account both the amplitude and shape 
information of the scattering matrix, and the nearest 
neighbors are those that have the highest values of the 
SSIM index. The default size, K, of the local region is set 
to be 25 (this means that the size of the local region is the 
same for unknown data and for a training sample, except 
that the local region of a training sample contains the 
training sample itself).

Suppose the measurement St is classified by some clas-
sifier as class i, the local classifier accuracy can be esti-
mated from the K nearest neighbors by [35]

 a
n
n Mi
i

d
=

1
100%,

+
+

×  (14)

where nd is the number of the test samples within the lo-
cal region of St that are classified by the same classifier 
as class i, and ni counts the number of the correct clas-
sifications among the nd test samples. Laplace smoothing 
[37] is adopted in (14), and M is the number of the defect 
classes. Eq. (14) is used to estimate the local accuracy of 
each individual classifier, and the one with the highest 
local accuracy is selected as the optimal classifier for the 
characterization of St.

C. Sizing of the Defect and Estimation  
of the Class Probability

After the optimal classifier is selected for St and it is as-
signed some class label i, the size of the defect is estimated 
by averaging the sizes of the ni samples in the local region 
[see (14)] that have the same class label i and are correctly 
classified by the optimal classifier. Finally, the probability 
of this decision is given by (14), and the probability that 
the defect belongs to class j (j ≠ i) is given by

 a
n
n Mj
j

d
=

1
100%,

+
+

×  (15)

where nj represents the number of the test samples which 
have the true class label of j among the nd samples in the 
local region that are classified as class i by the optimal 
classifier.

D. Verification of the Characterization Result

Because of the generalization ability of the individual 
classifiers, which is one of the desirable properties of a 
good classifier, some defects that are significantly differ-
ent in nature than those included in the database could 
potentially be incorrectly characterized by the proposed 
approach. Here we propose the following two verification 
conditions, and the characterization result can be safely 
accepted if both of them are met.

• Condition 1: The maximum amplitude of the mea-
surement St should fall in the same range as those in 
the database.

• Condition 2: St should be similar (near) enough to the 
scattering matrices in the database. In other words, 
the SSIM index [see (13)] of St and its nearest neigh-
bor should exceed a certain threshold (e.g., 0.8).

According to Condition 1, attempts to characterize de-
fects larger (or smaller) than those in the database can be 
rejected. Condition 2 can be used to determine if the de-
fect belongs to some unknown defect type (e.g., is porosity 
or an inclusion).

E. An Example Case of an Elliptical Defect

The working procedure of the proposed defect charac-
terization approach is summarized here by applying it to 
an example case, where the measurement St [shown in Fig. 
5(a)] is the scattering matrix of an ellipse (simulated using 
the FELS model [24]) whose size and aspect ratio are 1.42 
mm (0.45λ when f = 2 MHz) and 0.67, respectively. The 
desired classification output for St is class 8 (correspond-
ing to an aspect ratio of 0.7).

• Step 1: the first step includes the preparation of the 
training and test sets as introduced in Section II, fea-
ture extraction by PCA, and PC subset selection as 
described in Section IV-A. This learning step can be 
conducted off-line, and the resulting PC subsets which 
are used by QDA and SVM classifiers as input fea-
tures (see Table II) can be used to classify any incom-
ing data that has the same angular coverage as the 
scattering matrices in the database.

• Step 2: for each of the individual classifiers, calculate 
the classification output and estimate its local accura-
cy [see (14)]. Figs. 5(b) and 5(c) show the local region 
of St [using the SSIM index as the similarity metric, 
see (13)]. The test samples in Fig. 5(b) are classified 
by the QDA classifier with 3 PCs, and St is classified 
by the same classifier as class 7. Hence, the accuracy 
of this decision is estimated from the test samples 
that are classified as class 7 [marked as asterisks in 
Fig. 5(b)]. It can be seen that there are 18 such test 
samples, among which only 8 have the true class label 
of 7 (those having the aspect ratios of 0.62 and 0.64). 
According to (14), the local accuracy of this classi-
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fier is given as (8 + 1)/(18 + 11) × 100% = 31.03%. 
On the other hand, the test samples in Fig. 5(c) are 
classified by the SVM classifier with 2 PCs, and St 
is classified by the same classifier as class 8. Because 
there are 14 test samples that are classified as class 8 
[marked as circles in Fig. 5(c)] and all of them are cor-
rectly classified (their true class label is also 8 as they 
have aspect ratios between 0.66 and 0.72), the esti-
mated accuracy of the classifier is (14 + 1)/(14 + 11) 
× 100% = 60%. It is clear that the latter classifier has 
the higher accuracy between the two considered clas-
sifiers, and it turns out that it is indeed the optimal 
classifier for the classification of St. As a result, the 
classification output of the dynamic classifier selection 
system for the measurement St is class 8.

• Step 3: the size of the defect can be obtained from the 
correctly classified (by the optimal classifier) nearest 
neighbors [marked as circles in Fig. 5(c)]—the average 
size of those test samples is 0.4457λ; therefore, this 
is the sizing result of the proposed approach for St. 
Because none of the 14 test samples have a true class 
label other than 8, nj [see (15)] is 0 for any j ≠ 8, and 
the probability that St belongs to class j (≠ 8) is (0 + 
1)/(14 + 11) × 100% = 4%. The distribution of the 
class probabilities is shown in Fig. 5(d).

• Step 4: The peak amplitude of the scattering matri-
ces in the database ranges from 0.22 (for the 0.16λ 
crack) to 2.17 (for the 2.04λ hole). Because the peak 
amplitude of the measurement St is 0.44, condition 1 
is met. The SSIM index of St and its nearest neighbor 
in the database is 0.9932. Because this is above the 
predefined threshold of 0.8, condition 2 is also met, 
and the characterization result is accepted.

V. Other Validation Cases

Fig. 3(d) shows the local WMRs calculated in the same 
manner as in Figs. 3(b) and 3(c), but obtained with the 
proposed dynamic classifier selection approach. It is clear 
that compared with the results shown in Figs. 3(b) and 
3(c), the classification result has been greatly improved 
by the proposed approach. The overall WMR is 4.40%, 
and 4441 out of the 4636 test samples have been correctly 
classified. In this section, defects that were not included 
in the database are studied to further evaluate the perfor-
mance of the proposed approach. The studied defects are 
a rough crack and two volumetric voids which have rough 
profiles, as well as a porosity defect and one realization of 
random noise (as a non-defect case). The Kirchhoff ap-
proximation is often used to model the scattering matrices 
of defects having rough profiles and has a low computa-
tional cost [38]. However, it was shown that the accuracy 
of the Kirchhoff model varies with the surface roughness 
parameters and incident/scattering angles [38], [39]. The 
scattering matrices studied in this section were simulated 
using the FELS model [24] at f = 2 MHz, and as before, 
the material is assumed to be aluminum.

A. Rough Cracks

It was shown in [8] that cracks which have severe rough-
ness could not be identified as a crack-like defect. This 
problem can be considered further using the proposed 
defect characterization approach because now we have 
extended the database to include both crack-like defects 
(class 1) and volumetric voids (classes 2–11). Fig. 6(a) 
shows the profile of a rough crack (solid line), of which the 

Fig. 5. Characterization of an ellipse of size 0.45λ and aspect ratio of 0.67: (a) the simulated scattering matrix of the ellipse, (b) the local region (K 
nearest neighbors in the test set), where the test samples are classified by the QDA classifier with 3 PCs, (c) the local region where the test samples 
are classified by the SVM classifier with 2 PCs, and (d) the distribution of the class probability obtained with (14) and (15).
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scattering matrix is shown in Fig. 6(b). The 26 individual 
classifiers output conflicting classification results as shown 
in Fig. 6(c), and the output class labels range from 3 (cor-
responding to the aspect ratio of 0.2, see Table I for the 
class definition) to 9 (corresponding to the aspect ratio 
of 0.8). However, from Fig. 6(d), it can be seen that two 
classifiers have significantly higher accuracy than the oth-
ers (the QDA classifier with 2 PCs and the SVM classifier 
with 4 PCs), and they have the same output of class label 
3. The SVM classifier with 4 PCs has the higher estimated 
local accuracy than the QDA classifier with 2 PCs, and is 
therefore the optimal classifier for this problem. Based on 
this result, the rough crack shown in Fig. 6(a) (solid line) 
is characterized as an ellipse for which the aspect ratio 
is 0.2. The size of the ellipse is determined by averaging 
the correctly classified test samples in the local region of 
the defect as described in Section IV-C, and the charac-
terization result is plotted by dashed line in Fig. 6(a). It 
can be seen that the rough crack is characterized as an 
ellipse that covers the same spatial extent as the rough 
crack. Although it is not fully satisfactory to character-
ize the rough crack as an ellipse, this result is reasonable 
considering both the specular normal-incidence reflection 
amplitude and the tip diffraction amplitude of the rough 
crack are nearer to the scattering matrix of the ellipse 
[shown in Fig. 1(b)] than that of a smooth crack [shown 
in Fig. 1(a)].

B. Volumetric Voids

Figs. 7(a) and 7(b) show the profiles of two arbitrary 
volumetric defects (solid lines) and their characterization 
results (dashed lines). For the defect shown in Fig. 7(a), 
the class label output is 5 by the optimal classifier (i.e., 1 
QDA classifier and 12 SVM classifiers are found to be the 

optimal classifier for the problem, and their classification 
result and estimated local accuracy is consistent). There 
are 15 test samples in its local region that are classified 
by the optimal classifier as class 5, and all of them are 
correctly classified. Hence, nd in (14) and (15) is 15, ni is 
15 for i = 5 [see (14)], and nj is 0 for j ≠ 5 [see (15)]. As 
a result, the probability of the classification result shown 
in Fig. 7(a) is 61.54%, and the probability that the defect 
belongs to any other class is 3.85%. Similarly, for the de-
fect shown in Fig. 7(b), it is classified as class 8 by the 
optimal classifier (1 QDA classifier and 5 SVM classifiers 
which have the same class output and the local classifier 
accuracy). The probability of the characterization result 
shown in Fig. 7(b) is 71.43% [nd = ni = 24 (i = 8) in (14)], 
and the probability that the defect belongs to any other 
class is 2.86% [nd = 24, nj = 0 (j ≠ 8) in (15)]. Note that 
the absolute values of the probability of the characteriza-
tion results seem to be not “confident” enough, but this is 
purely caused by the add-one smoothing [see (14)] and can 
be adjusted by adopting different values of the smoothing 
parameter. Nevertheless, both of the characterization re-
sults are reasonably good matches in shape to the original 
arbitrary shaped defects, and the sizes and depths of the 
defects are measured accurately.

C. Non-Defect Case (Noise) and Porosity

The SSIM index of the scattering matrices of the rough 
crack [shown in Fig. 6(a)] and volumetric defects [shown 
in Figs. 7(a) and 7(b)] and their nearest neighbors are 
0.9296, 0.9967 and 0.9276, respectively, hence all of the 
characterization results shown above can be accepted ac-
cording to acceptance condition 2. On the other hand, if 
the SSIM index of the measurement St and its nearest 
neighbor is below the suggested threshold of 0.8, this is an 

Fig. 6. Characterization of a rough crack: (a) the profile of the rough crack (solid line) and the characterization result obtained with the proposed 
approach (dashed line), (b) the scattering matrix of the rough crack, (c) the class label output by the individual classifiers, and (d) the estimated 
local accuracy of the individual classifiers.
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indication of unknown defect type. Examples of this are 
given in Fig. 8. Fig. 8(a) shows the amplitude of random 
zero-mean Gaussian noise which has the same standard 
deviation as the scattering matrix of a 1.58-mm (0.5λ) 
crack. In Fig. 8(b), 11 holes (the diameter is 0.32 mm, or 
0.1λ) are randomly distributed in a 3.15 × 2.21 mm (1λ 
× 0.7λ) region. This is to simulate the case of a porosity 
defect, whose scattering matrix is shown in Fig. 8(c). The 
SSIM index of the random noise and the porosity defect 
and their nearest neighbors are 0.3565 and 0.6472, which 
are significantly lower than the suggested threshold of 0.8. 
Hence, for both of the two cases considered here, their 
characterization results should be rejected as not falling 
within the database.

VI. Experimental Results

The proposed defect characterization approach de-
scribed in Section IV was also validated through experi-
ments. The test specimen shown in Fig. 9 includes six 
machined defects that have different shapes. A 2-MHz, 
64-element linear array (element pitch: 1.50 mm) was used 
to perform the measurements, and the scattering matrices 
of each individual defects were extracted using the inverse 
imaging algorithm proposed in [40] to eliminate interfer-
ence from nearby defects. All the defects have the same 
size of 2.5 mm (0.8λ at f = 2 MHz), and detailed size and 
shape information is given in Table III. Note that this size 
was chosen because, first, it was small enough to represent 
a challenging characterization case study and, second, it 

Fig. 7. Characterization of volumetric defects: (a) and (b) the profiles of two arbitrary volumetric defects (solid lines) and their characterization 
results (dashed lines).

Fig. 8. The scattering matrix of a non-defect case and porosity: (a) the amplitude of random zero-mean Gaussian noise which has the same standard 
deviation as the scattering matrix of a 0.5λ crack, (b) the random distribution of eleven 0.1λ holes in a 1λ × 0.7λ region, and (c) the corresponding 
scattering matrix.
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was large enough to allow the manufacture of a range of 
defect shapes.

Figs. 10(a)–10(f) show the experimentally extracted 
scattering matrices of defects 1–6, respectively. To nor-
malize the absolute amplitude of the scattering matrices 
extracted experimentally, the scattering matrices shown 
in Fig. 10 were scaled by a constant gain which makes the 
mean pulse–echo amplitude of defect 6 (hole) be equal to 
the simulated value. The incident and scattering angles of 
defects 1–5 range from −35° to 35°. For defect 6, because 
the pulse–echo amplitude appears to be symmetric about 
θ = −10°, where the maximum amplitude of the scatter-
ing matrix is found, the incident and scattering angles 
extracted cover the range [−45°, 25°]. As explained in Sec-
tion II, for the case of defect 6, it could be regarded having 
an orientation angle of α = −10° (so the actual angular 
coverage which is measured relative to the defect normal 

is still [−35°, 35°]), and this orientation angle will not have 
any significant meaning if the defect could be classified as 
a side-drilled hole by the proposed approach. Note that al-
though the extracted scattering matrices of each of the de-
fects have slightly different angular ranges given the array-
defect configuration shown in Fig. 9, the angular ranges 
are kept the same here so that the scattering matrices of 
defects 1–6 can be characterized from the same database.

Because the incident and scattering angles of the ex-
perimental scattering matrices are limited to [−35°, 35°], 
the scattering matrices in the database should have the 
same angular coverage. Compared with the full angular 
coverage case, now the database contains less informa-
tion, which also implies the discriminative ability of the 
individual classifiers could drop. By performing PCA on 
the new training set, it was found that only the first 4 
PCs are needed to explain 99% of the total variation. Af-
ter the PC subset selection step, 3 QDA classifiers and 3 
SVM classifiers are obtained, which form the input to the 
dynamic classifier selection system for defect characteriza-
tion proposed in this paper. Compared with the result 
shown in Fig. 3(d), both the overall and local accuracy 
are shown to decrease because of the reduced information 
content of the scattering matrices. The overall WMR be-
comes 22.43%, and this is significantly higher than the full 
angular coverage case (4.40%). This can affect the final 
result in two ways. First, the individual classifier accuracy 
decreases so it is more likely that we obtain a misclassified 
result. Second, low values of the local classifier accuracy 
prevent the correctly classified results from being selected. 
Based on these considerations, we reduced the number of 
the defect classes for the experimental data, so that the 
classification accuracy can remain high at the cost of the 
reduced resolution in the defect aspect ratio. The new 
definition of defect classes is given in Table IV. Now, as 
before, the same training and test samples are used for 
training the individual classifiers and the estimation of 
the local classifier accuracy, except that the incident and 
scattering angles are limited to [−35°, 35°]. Based on this 
new setup, an overall WMR of 9.69% is obtained by the 
dynamic classifier selection approach, whereas the glob-
ally best individual classifier (SVM classifier with 4 PCs) 
gives an overall WMR of 15.79%. Because there are fewer 
individual classifiers considered in the dynamic classifier 
selection system compared with the full angular cover-
age case, the performance improvement in terms of the 
overall WMR is less significant than that shown in Fig. 
3. However, as will be discussed later, the globally best 

Fig. 9. (Dimensions are in millimeters.) Test specimen geometry and 
array position for the measurement of defects 1 through 3. The array 
moves to the right-hand edge of the test specimen for the measurement 
of defects 4 through 6. The size a of defects 1 through 6 is 2.5 mm, and 
the minor dimension b of the defects is given in Table III. (*This refers 
to the distance from the center of the first array element to the center of 
the last array element.).

TABLE III. Details of the Defects in the Test Specimen.

Defect a (mm) b (mm) Type

1 2.5 0.4 Slot
2 2.5 0.5 Ellipse
3 2.5 1.0 Ellipse
4 2.5 1.5 Ellipse
5 2.5 2.0 Ellipse
6 2.5 — Hole

TABLE IV. Defect Class Definition for the  
Experimental Data.

Defect class Aspect ratio

1 0
2 0.1–0.2
3 0.3–0.4
4 0.5–0.6
5 0.7–0.8
6 0.9–1.0
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individual classifier could output undesirable classification 
results while correct results can be obtained by dynamic 
classifier selection.

Figs. 11(a)–11(f) show the estimated class probabili-
ties of defects 1 through 6, respectively [calculated from 
(14) and (15)]. It can be seen that defects 2 through 6 
are correctly classified, and there are second probable re-
sults found for defects 3, 5, and 6, which have lower prob-
abilities compared with the correct results. The scattering 
matrices of slots are not modeled in the database, and 
defect 1 is classified as to have an aspect ratio between 
0.1 and 0.2 (Class 2). This is an acceptable result because 
for the scattering matrix shown in Fig. 10(a), its nearest 
neighbor in the database is found to be the ellipse with the 
size 0.94λ and aspect ratio 0.2 (the corresponding SSIM 
index is 0.81). This result can be further verified through 
simulation, in which the scattering matrix of defect 1 (see 
Fig. 9 for the detailed shape) is calculated using the FELS 
model [24]. For the simulated scattering matrix of the slot, 
if θ1 and θ2 are limited to [−35°, 35°] and the class defini-
tion shown in Table IV is used, the characterization result 
of the proposed approach would be 0.83λ (size) and 0.1 to 
0.2 (aspect ratio). Alternatively, if θ1 and θ2 range from 
−90° to 90° and the class definition shown in Table I is 
adopted, we would obtain the result of 0.84λ (size) and 
0.2 (aspect ratio). The sizing results as well as the optimal 
classifiers for each defect are given in Table V. The charac-
terization results are accurate, and the largest error in the 

measured size is 0.14λ (for defect 2). It is interesting to 
note that if the globally best classifier (the SVM classifier 
with 4 PCs) is used to classify the defects, the classifica-
tion results will be incorrect for defects 4, 5, and 6.

The proposed defect characterization approach re-
quires a predetermined parameter K, which defines the 
size (number of the nearest neighbors) of the local re-
gion that is used to estimate the local classifier accuracy. 
If K is small, the characterization result is more likely 
to be affected by noise, especially for the measurements 
that lie near the class boundaries. On the other hand, 
if a large value of K is used, the characterization result 
could potentially be dominated by the test samples which 
are not similar (near) enough to the measurement. Defect 
characterization results shown in Section V and Fig. 11 
were obtained by the default value of K = 25. For the 
experimental measurements, different values of K were 
also explored, and the results obtained when K is 50 are 
included in Table V. It is found that increasing the num-
ber of K affects the characterization results to a relatively 
small extent. The characterization results remain almost 
unchanged for defects 1 through 4. The sizing of defect 5 
changes significantly (from underestimating to overesti-
mating the defect size), but the error (0.09λ) is still small. 
The worst result is found for defect 6—the classification 
result is poor, which also causes the size of the defect to be 
measured inaccurately. For the limited angular coverage 
case where θ1 and θ2 are limited to [−35°, 35°], the optimal 

Fig. 10. The experimentally measured scattering matrices of defects 1 through 6 in the test specimen shown in Fig. 9. The amplitude of the scatter-
ing matrix of defect 6 (hole) is multiplied by a constant so that the measured mean pulse–echo amplitude becomes equal to the simulated value. The 
other scattering matrices are scaled by the same constant.
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value of K was found to be 14 by leave-one-out cross-val-
idation of the training set, and the corresponding WMR 
was 11.48%. When K ranged between 6 and 25, the WMR 
remained below 13%, which is still near the optimal value. 
The characterization results obtained when K was set to 
be the optimal value of 14 were almost identical to those 
when the default value of K is adopted, with the largest 
error in the measured size being 0.14λ (for defect 1).

VII. Conclusions

A defect characterization approach based on the scat-
tering matrix is proposed in this paper. The studied prob-
lem is a pattern classification problem, where the defect 
classes are defined according to the aspect ratio of a de-
fect. PCA is used to reduce the dimensionality of the data 
contained within the scattering matrices. For a given num-
ber of PCs, the best PC combination is sought through 
exhaustive searching, and the resulting PC subsets are 
used as input features of QDA and SVM classifiers. For a 
given measurement, the optimal classifier is dynamically 
selected based on the estimation of the local classifier ac-
curacy, which is calculated from the local region (K near-
est neighbors) of the measurement. In simulation, it is 
shown that 95.79% of the 4636 test samples are correctly 

classified (aspect ratio determined to within 0.1 relative 
to the size). Experimentally, the sizes and aspect ratios 
of six subwavelength defects (including one slot and five 
volumetric voids) are measured to within 0.14λ and 0.2, 
respectively.

The proposed defect characterization approach is suit-
able for real-time computation, because the most time-
consuming learning part (the preparation of the individual 
classifiers using the training samples, i.e., Step 1 in Sec-
tion IV-E) can be conducted off-line. In addition, because 
each of the individual classifiers is input to the dynamic 
classifier selection system in parallel, the approach can be 
easily extended to include different classification as well 
as feature extraction algorithms. Porosity/inclusions are 
not modeled in the database and attempts to characterize 
such defects can be rejected because the SSIM index of 
such scattering matrices and their nearest neighbors in the 
database is below the threshold (0.8). All of the defects 
considered in this paper are assumed to have a 2-D geom-
etry, but a more comprehensive 3-D analysis is desirable 
when the defect geometry also shows variation in the third 
dimension. The aim of the future research is to extend the 
current database to include even more defect types, and to 
develop techniques that could characterize defects whose 
orientation angles are unknown.

Fig. 11. Probability that experimentally measured defects belong to each of the classes (see Table IV for the class definition), (a)–(f) are the results 
of defects 1 through 6, respectively.

TABLE V. Defect Characterization Results (Size a and Aspect Ratio r) and Optimal Classifiers 
of the Experimental Measurements.

Defect
Characterization result 

(K = 25, default)
Optimal classifier 
(K = 25, default)

Characterization result 
(K = 50)

Optimal classifier 
(K = 50)

1 a = 0.93λ, r = 0.1–0.2 SVM (PCs: 1–4) a = 0.94λ, r = 0.1–0.2 SVM (PCs: 1–4)
2 a = 0.94λ, r = 0.1–0.2 SVM (PCs: 1–4) a = 0.94λ, r = 0.1–0.2 SVM (PCs: 1–3)
3 a = 0.81λ, r = 0.3–0.4 QDA (PCs: 2–3) a = 0.81λ, r = 0.3–0.4 SVM (PCs: 1–4)
4 a = 0.73λ, r = 0.5–0.6 QDA (PCs: 1–3) a = 0.71λ, r = 0.5–0.6 QDA (PCs: 1– 3)
5 a = 0.76λ, r = 0.7–0.8 QDA (PCs: 1–3) a = 0.89λ, r = 0.7–0.8 QDA (PCs: 1–3)
6 a = 0.92λ, r = 0.9–1.0 SVM (PCs: 1–2) a = 1.01λ, r = 0.7–0.8 QDA (PCs: 1–4)
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