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In Vivo Demonstration of a Real-Time Temporal
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Abstract—This work proposes a novel method of tem-
poral signal-to-noise ratio (SNR)-guided adaptive acoustic
output adjustment and demonstrates this approach dur-
ing in vivo fetal imaging. Acoustic output adjustment is
currently the responsibility of sonographers, but ultra-
sound safety studies show recommended as low as
reasonably achievable (ALARA) practices are inconsis-
tently followed. This study explores an automated ALARA
method that adjusts the mechanical index (MI) output,
targeting imaging conditions matching the temporal noise
perception threshold. A 28-dB threshold SNR is used
as the target SNR, following prior work showing rele-
vant noise quantities are imperceptible once this image
data quality level is reached. After implementing adaptive
output adjustment on a clinical system, the average MI
required to achieve 28-dB SNR in an 11-volunteer fetal
abdomen imaging test ranged from 0.17 to 0.26. The
higher MI levels were required when imaging at higher
frequencies. During tests with 20-s MI adjustment imaging
periods, the degree of motion impacted the adaptive per-
formance. For stationary imaging views, target SNR levels
were maintained in 90% of SNR evaluations. When scan-
ning between targets the imaging conditions were more
variable, but the target SNR was still maintained in 71% of
the evaluations. Given the relatively low MI recommended
when performing MI adjustment and the successful
adjustment of MI in response to changing imaging con-
ditions, these results encourage adoption of adaptive
acoustic output approaches guided by temporal SNR.

Index Terms— Acoustic exposure, adaptive imaging, fetal ultrasound, image quality, noise sensitivity, temporal signal-
to-noise ratio (SNR).
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I. INTRODUCTION

TREMENDOUS advances in ultrasound system hardware
and imaging methods have dramatically improved image

quality over the past several decades [1], [2]. With the steady
decrease in noise floor levels and improvements in signal
isolation methods, it follows that the current generation of
ultrasound scanners likely requires less acoustic output to
produce high-quality images than systems from earlier gen-
erations. Previously, a sonographer might elect to use all the
acoustic output power available on a system to minimize
noise. Guided by empirical evaluation of the visual charac-
teristics of images produced with acoustic output significantly
reduced from default levels, the authors hypothesize that in
many common ultrasound applications, such as abdominal
and fetal imaging, high image quality is retained even at
relatively low acoustic output. To ensure this potential acoustic
output reduction is realized, this work explores an autonomous
acoustic output selection method, balancing image quality
considerations with bioeffect risk mitigation.

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
For more information, see https://creativecommons.org/licenses/by/4.0/
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Highlights
• A clinical ultrasound system running a custom sequence measured temporal SNR during in vivo imaging and

adjusted mechanical index (MI) acoustic output to achieve the noise perception threshold SNR.

• Recommended MI output levels were substantially below typical default levels on many ultrasound systems, and
the recommended MI could adapt in real time to changing imaging conditions.

• This operator-independent output adjustment approach achieves high-quality images at low output. Further
development and use of this method could ensure the continued safety of ultrasound imaging.

Regulatory and advisory bodies recommend acoustic output
be set based on the as low as reasonably achievable (ALARA)
principle [4], [5]. This guideline calls for output to be low as
possible while still maintaining sufficient quality to guide a
potential diagnosis from the scan results. While ultrasound is
considered generally safe when these guidelines are followed,
using excessive output has the potential to cause tissue damage
from inertial cavitation or heating effects [6], [7]. Display
of mechanical index (MI) and thermal index (TI) metrics is
required on scanners to convey the potential risk for each of
these bioeffects given the current imaging configuration [4].
For this study, which uses focused imaging beams, only the MI
is considered for analysis, as this instantaneous pressure-based
method is typically more relevant for this imaging scenario.
However, as both MI and TI are directly related to the acoustic
output, observing the ALARA principle for MI by decreasing
output power also results in the other metric, TI, being reduced
as well.

The formula calculating MI combines two factors that affect
the likelihood of inertial cavitation, the instantaneous pressure,
and imaging frequency, into one expression

MI =
pr ·3

(
zsp

)
√

fc
. (1)

The numerator of this expression considers the position,
zsp, along an insonified beam axis where the pulse intensity
magnitude is greatest and the peak rarefractional pressure in
megapascals, p, at that point derated by 0.3 dB/cm/MHz.
This peak negative pressure is divided by the square root of
the center frequency of the imaging pulse, fc. MI must not
exceed 1.9 during diagnostic imaging [4]. While scanning at
MI levels relevant for diagnostic imaging has not been linked
to detrimental outcomes in human studies, levels of acoustic
exposure consistent with such scans have been shown to alter
gene expression, reduce learning rates, and impair memory in
small animals [8], [9], [10]. While it is unclear to the extent
these effects would extend to humans, the ALARA principle is
relevant and important to observe during ultrasound imaging
to ensure any potential for harm is mitigated.

Despite recommendations to follow this principle, sonogra-
phers are minimally aware of acoustic output during scanning
given the numerous other tasks they are responsible for.
An eye tracking study determined that acoustic output metrics
displayed on the scanner were examined during just 4.2% of

obstetric scans in the study [11], and sonographers self-report
that output is largely not considered during scanning [12].
As a result, it is likely that a default acoustic output setting,
rather than an output set based on the ALARA principle,
is used for an overwhelming majority of scans. While the
authors are not aware of reports documenting clinically used
MI levels, for the modern clinical ultrasound systems we
have access to, such default MI levels typically range from
0.7 to 1.4. Because this is not a task that is performed reg-
ularly in clinical practice, adaptive acoustic output selection
has been a recent topic of research, with new methods intro-
duced that automatically enforce the ALARA principle during
scanning.

Existing efforts in adaptive acoustic output adjustment have
used a spatial coherence image quality metric, lag-one coher-
ence (LOC), to evaluate image quality [13], [14]. The general
approach entails sweeping acoustic output, monitoring LOC,
then choosing to scan the output that achieves 98% of the
LOC maximum. A shortcoming of this approach is that LOC
is impacted by two types of noise, clutter noise, and electronic
noise, but these noise sources are separately affected by chang-
ing acoustic output levels. As such, trying to achieve a fixed
threshold percent of the LOC maximum will result in varied
image quality conditions as relative levels of noise and clutter
change. Clutter noise arises from acoustic propagation phe-
nomena, such as reverberation or phase aberration [15], [16],
[17]. Increasing acoustic output maintains these propagation-
related effects, so signal-to-clutter levels do not directly
increase with additional transmit power. Electronic noise,
however, arises from electromagnetic effects and interference
in the system circuitry unrelated to the acoustic output [18].
Increasing the echo signal strength improves image quality
by causing this electronic noise floor to be increasingly
exceeded. Without decoupling the separate response of clut-
ter and electronic noise, adaptive output adjustment based
on LOC will yield inconsistent visual image quality as
the degree to which electronic noise presents itself will be
varied.

A more direct approach, explored in this article, is to use
temporal signal-to-noise ratio (SNR) as the image quality
metric for adaptive output adjustment. As temporal SNR is
dependent on the electronic noise level, this metric captures
the relevant noise quantity for acoustic output adjustment.
Furthermore, recent work has identified a target temporal
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SNR that can be used for ALARA output adjustment [19].
This work found the temporal noise perception threshold to
be 28 dB, meaning that for SNR above this level, noise
is low enough relative to the signal that human observers
cannot perceive its presence. Therefore, a temporal SNR target
of 28 dB is used for acoustic output adjustment as visual
quality will be maximized at this SNR while acoustic output
is minimized. In this work, a clinical ultrasound system with
a temporal SNR-based adaptive acoustic output adjustment
tool is evaluated during in vivo fetal imaging in 11 pregnant
volunteers. The clinical ultrasound system used for these
analyses, along with most other current-generation systems,
can operate in B-mode with low enough electronic noise levels
that achieving the 28-dB targeted noise perception threshold
is a feasible goal, even in the harmonic imaging case explored
here.

II. THEORY

The signals received by an ultrasound system and used to
form B-mode images are the superposition of electronic noise,
tissue echoes, and clutter noise. Mathematically, following the
terminology of Vienneau et al. [20], the received signal (Y)
can be represented as the sum of these tissue signals, (S),
noise signals (N ), and clutter signals (C)

Y = S +N + C. (2)

The observed temporal SNR is the ratio of the sum of the
power of the signal components that are temporally correlated,
S and C, over the power of the temporally incoherent compo-
nent, N

Temporal SNR =
PS + PC

PN
. (3)

Assuming acquisition-to-acquisition differences arise from
the temporally incoherent noise, the temporal coherence of the
received signal, ρY , is related to the temporal SNR by [21]

Temporal SNR =
ρY

1 − ρY
. (4)

While this coherence calculation approach works well in
completely stationary environments, in typical in vivo ultra-
sound acquisitions, involuntary transducer or target motion
occurs between acquisitions. As a result, ρY is suppressed,
overestimating the effect of electronic noise and thus under-
estimating the true SNR.

An alternative approach to calculating temporal SNR
involves separately obtaining the noise power through the
acquisition of noise frames. This can be done by acquir-
ing frames of data in the absence of an acoustic transmit.
By receiving and beamforming the signal as usual despite the
lack of transmit, a representation of the background electronic
noise is obtained [22]. Because the variance of a zero-mean
signal is equal to that signal’s power, the pixel-wise variance
across multiple noise frame acquisitions results in a mapping
of noise power across the imaging field of view. Given the
power of the signal from the image acquisition (PY ) and

TABLE I
VOLUNTEER STUDY DEMOGRAPHICS

the noise power calculated from the null-transmit acquisitions
(PN ), the temporal SNR can be calculated by

Temporal SNR =
PY − PN

PN
. (5)

While a potential concern associated with using
null-transmit acquisitions is that they may fail to capture
all of the noise present during live acquisitions, testing in a
stationary phantom environment shows the noise mapping
approach produces similar SNR results to the temporal
coherence method, especially around the relevant SNR range
associated with the 28-dB noise perception target [22].

III. METHODS

This study evaluated temporal SNR-based adaptive inten-
sity adjustment methods during in vivo fetal imaging with
11 pregnant volunteers. All in vivo imaging was performed
with written informed consent from the volunteers follow-
ing an approved Duke Health Institutional Review Board
(IRB) protocol. Table I provides subject demographics, includ-
ing trimester, ethnicity, race, and body mass index (BMI).
An expert sonographer with more than 25 years of imaging
experience performed the scanning using a Siemens ACUSON
Sequoia scanner and a 5C1 transducer (Siemens Medical
Solutions USA, Inc.). The default imaging setting on this
system employs a proprietary synthetic focusing scheme called
InFocus, combining information from multiple deeply focused
transmits (9.7–10.5 cm depth in the study configuration) to
create a fully focused field of view [23]. Rather than using
the synthetically combined data, only the SNR along the
center line of each transmit was used for SNR calculation,
making these results relevant for conventional focused imag-
ing scenarios without synthetic focusing. Acquisitions were
performed with pulse-inversion harmonic imaging at four
different receive frequencies: 2.8, 3.2, 3.8, and 4.4 MHz. The
system’s time-gain compensation was fixed in all acquisitions
to the default setting, where all the slide adjustment controls
are centered. A default gain offset of 0 dB was also main-
tained in all cases. Two acquisitions were performed at each
frequency, resulting in eight total acquisitions per volunteer.
Each acquisition took consisted of two unique pulse sequences
that immediately followed one another.
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A. Initial MI Recommendation

The first portion of each acquisition swept acoustic out-
put while SNR was monitored. Following the sweep, the
MI matching the temporal noise perceptibility threshold was
determined. Prior to each acquisition, a view of the fetal
abdomen containing the fetal liver was found in each volunteer.
A region-of-interest (ROI) box of 1.5 cm axial length and
five lateral degrees was placed down the center of the field of
view at a depth overlapping the abdominal target. The acoustic
output sweep collected image data at nine acoustic output
levels from the highest to lowest available transmit power
settings (100% power to 0.2% power). Nine power levels were
chosen based on laboratory testing showing this degree of
sampling balanced sweep time considerations with the goal of
well-sampling the acoustic power spectrum. With nine transmit
powers, the sweep time was 13 s. The nine transmit powers
were evenly distributed across the 32 output powers available
on the system. For each transmit power setting, the squared
magnitude of the envelope-detected image frame was used as
the overall signal power, PY (i.e., tissue echo + clutter + noise
power). The isolated noise power, PN , was calculated from ten
frames collected in a null-transmit configuration with settings
matched to the imaging configuration. The variance across
these ten frames equals the noise power, which was plugged
into (5) with the overall signal power to yield the temporal
SNR. Noise frames were reacquired with each volunteer and
immediately prior to the two acquisitions at each frequency to
ensure the calculated noise level matched the current imaging
settings. The noise level was stable during the approximately
3 min of experiments at each frequency, meaning the noise
frames did not need to be reacquired during the course of the
experiments in a given configuration.

The temporal SNR levels reported throughout this text
are in decibels, calculated from (5) result by taking 10 ∗

log10(Temporal SNR). This temporal SNR in decibels was
compared to the MI output level and fit to a logarithmic func-
tion. A logarithmic fit was selected given that the computed
SNR values have been logarithmically compressed, following
their conversion to decibels. The MI corresponding to an
estimated temporal SNR of 28 dB on the fit curve was used
to recommend the MI output setting. With 32 unique transmit
power levels accessible on the scanner, the lowest available MI
exceeding that recommended level was automatically selected
for imaging as the adaptive imaging portion started.

B. Adaptive MI Adjustment

Following the initial output adjustment, the second
acquisition section immediately followed. During this section,
automatic adjustment of the output level occurred during live
imaging. Rather than sweeping acoustic output to find the
level at 28 dB, the average temporal SNR in the ROI box
was continuously monitored for a 20-s period. At any point,
if the SNR fell below 28 dB, the transmit power increased
to the next highest setting of the 32 available. Alternatively,
if the SNR rose more than 10% higher than the 28-dB target,
more than 30.8 dB, the transmit power decreased one step.
This band of acceptable SNR levels was used to ensure

the system did not change MI continuously in response
to expected minor frame-to-frame SNR variability. When
MI adjustments were not needed, SNR was measured at a
10.7-Hz rate. When MI adjustments occurred, that switch took
on average 1.1 s, but live imaging continued throughout that
period. This adjustment of acoustic output during live-imaging
demonstrates an adaptive ALARA output configuration.

Each of the two acquisitions at a given frequency followed a
slightly different protocol to explore adaptive adjustment under
different scenarios. For the first acquisition, the sonographer
held the probe fixed above the fetal liver target for the 20-s
imaging period to evaluate the system stability in a stationary
imaging case. In the second acquisition, the imaging view
was swept back and forth between the fetal liver and fetal
kidney for the duration of the 20-s adaptive update period.
This procedure simulated a scanning scenario with the probe
and imaging targets in near-constant motion. The ability of the
adjustment scheme to maintain the target 28–30.8 dB quality
level was assessed and compared between these two scenarios.

IV. RESULTS

A. Initial MI Recommendation

A representative example of the data available from the
acoustic power sweeps is shown in Fig. 1. The leftmost
frame of this figure shows the B-mode image data for a
1.0 MI acquisition at 3.8-MHz frequency during the output
sweep. At shallow depths, the bright layers correspond to the
maternal abdominal wall. Beneath the abdominal wall lies the
placenta, a region of relatively uniform echogenicity ranging
from approximately 4- to 6-cm depth. Starting at around 7-cm
depth, the circular cross section of the fetal abdomen is seen,
surrounded by darker regions of amniotic fluid. The red sector
overlaid on the fetal abdomen corresponds to the ROI, which
was placed at 8-cm axial depth for this acquisition. The center
frame of Fig. 1 shows the corresponding noise frame for the
1.0 MI level. The noise level increases axially, as gain is
increasingly applied with depth to amplify attenuating signals.
In the rightmost frame of Fig. 1, the full-field temporal SNR
of the image can been seen, obtained by dividing the signal
power calculated for each pixel of the B-mode image by the
corresponding noise power in the noise frame. As expected,
brighter regions of the B-mode with higher echo (signal)
strength correspond to higher SNR.

Fig. 1 provides information on the SNR at only a single
acoustic output. Fig. 2 shows the median SNR measured
in the ROI at each acoustic output in this sample 3.8-MHz
acquisition. There is a clear trend of increased SNR with
higher MI output. A logarithmic fit to the SNR versus MI
curve is used to predict the MI at the 28-dB SNR threshold
criteria, which was at 0.27 MI for this case. The adherence
between the measured SNR values and the fit curve supports
the selection of this fitting function. Following determination
of this recommended output, the scanner switched to the
acoustic power setting closest to that MI. For the 9 MI in
the acoustic output sweep, the lowest MI meeting the 28-dB
SNR threshold was 0.35. The B-mode, noise frame, and SNR
map corresponding to the 0.35 MI acquisition are shown in
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Fig. 1. Representative example of data obtained during an acoustic output sweep. This data corresponds to the 1.0 MI output level in a 3.8-MHz
sweep. On the left, the B-mode view is seen. In the center is the noise frame. The SNR map on the far right is obtained by dividing the B-mode
signal by the noise frame power. MI recommendations for imaging the fetal abdomen are based on the sector overlapping the target, shown here in
red.

Fig. 2. Median SNR in the ROI at each acoustic output for the sweep
associated with Fig. 1. SNR increases monotonically with higher MI
output. A logarithmic curve is fit to the data to aid in predicting MI
required to reach a given MI. The purple diamond point highlights the
0.26 MI needed to reach the 28-dB SNR target.

Fig. 3. Five consecutive image frames were acquired at each
power setting during the sweep. The average percent difference
in SNR between each frame was 1.2%, while the average
recommended MI variation from using the different sets of
image frames was 1.1%.

Fig. 4 displays the MI recommended after following the
demonstrated procedure for all acquisitions. Represented in
the figure are the two measurements at each of the four
different imaging frequencies in all 11 volunteers. The vol-
unteer numbering was assigned after sorting by their average
recommended MI. The solid line in the background shows the
average recommended MI at each frequency, while the shaded
region represents the standard deviation of the recommended
MIs at each frequency level. A general trend of increasing rec-
ommended MI is observed with increasing imaging frequency.
On average, the difference in MI between the two repeats in
each volunteer at a given frequency is 14%. Across volunteers,
the maximum recommended MI at each frequency is always
more than 100% the minimum recommended MI, showing
considerable inter-volunteer variability.

The target structure remained at the same depth for each
repeat acquisition in a given volunteer. In two volunteers, the
fetal abdomen target was at 6 cm, for two others the depth
was 8 cm, and in the remaining seven volunteers the fetal
abdomen was at 7-cm depth. In Fig. 5, the recommended MIs
are separately displayed for each target depth. For these and all
following box plots, the lower and upper tail extents represent
the range of the results, excluding outliers. The central box
extends from the 25th to 75th percentile recommended MI,
while the horizontal line marks the median recommended MI
for each configuration. Increasing target depth is generally
associated with higher MI recommendations, with the excep-
tion of the distributions for 3.8 MHz where the outlier example
in the 7-cm depth set shifts the median of that distribution
higher than that of the 8-cm depth acquisitions.

During the live imaging portion of this study, the aim was
to achieve the previously reported noise perception target of
28 dB. Retrospectively, the saved data were used to determine
the MI required to achieve other SNR thresholds. In Fig. 6,
the distribution of recommended MI is shown at 20, 25, 30,
and 35 dB levels, with the original 28-dB level displayed
for comparison. Use of a higher SNR threshold shifts recom-
mended MI higher, but these MI levels are still attainable in
many standard imaging scenarios and below often-used default
output on clinical systems. Using lower SNR thresholds than
28 dB results in potential further reduction of acoustic output.

As the median SNR in the ROI was considered for initial MI
recommendation, noise would be largely imperceptible across
the ROI. However, by definition of the median, 50% of the
region would be below the target 28-dB SNR level, even if
only slightly. In Fig. 7, the percent of the ROI needing to
reach or exceed the SNR criteria of 28 dB is increased from
the 50% (median) level to 75%, 90%, or 95%. Requiring more
of the ROI to reach the perception threshold SNR necessitates
higher MI, but increased confidence the image quality is at a
level where noise is imperceptible.

B. Adaptive MI Adjustment

With the recommended MI chosen based on the median MI
in the ROI, the adaptive adjustment of that MI proceeded for
20 s, switching to higher or lower MI as needed to maintain
image quality in the 28–30.8-dB temporal SNR range. The
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Fig. 3. Data obtained from sweep acquisition minimally exceeding 28-dB SNR threshold. The recommended ALARA MI was 0.27, while this data
corresponds to the 0.35 MI level. From left to right, the three plots correspond to the B-mode, noise frame, and SNR map.

Fig. 4. Recommended MI from the acoustic output sweeps in each
volunteer. Two sweeps were done at each frequency with colored dots
corresponding to each volunteer, after ordering by averaged recom-
mended MI. The solid line across the plot represents the average MI
recommended at each frequency, while the shaded region represents
the standard deviation around that average.

sonographer was successfully able to locate targets, keep in
them view, or switch between imaging targets as these adaptive
adjustments were occurring. Fig. 8 shows examples of the
SNR and MI from the 20-s period in one volunteer’s 4.4-MHz
acquisitions. In the stationary probe case shown in the left
column, the plots show only a limited number of MI updates
were required. For much of the acquisition period, the SNR is
within the target region and the MI does not need to update
to maintain that SNR. For the moving probe example in the
right column, SNR is more variable as the target in the ROI
changes. As a result, more MI updates occur, but these updates
again stabilize the SNR, helping maintain the desired image
quality level.

While Fig. 8 shows cases of successful adaptive perfor-
mance, a noteworthy deviation from this pattern can be seen in
Fig. 9. These 2.8-MHz acquisitions exhibit oscillating MI and
erratic SNR profiles. To varying degrees, this behavior was
seen throughout the study. The mechanism behind the oscil-
lating MI is the constraint in this initial study of having only
32 acoustic output levels available in the clinical system. The
change in data quality as MI settings switched to neighboring

Fig. 5. Boxplots of recommended MI values at the different target
depths. The red bar at the left of each group corresponds to the 6-cm
acquisition depth, the green bar in the center is for 7-cm acquisitions,
and the blue bar at the right is for the 8-cm acquisitions. Acquisitions with
deeper targets are generally associated with increased recommended
MI.

MI levels was on average 3.6 dB. With an SNR step size this
large, MI adjustments could completely overshoot the target
SNR range, immediately triggering a secondary adjustment
back to the original condition, which may lead to a repeat of
this adjustment procedure.

A supplementary video file has been included to show
the live B-mode imaging view for the four example imaging
cases represented in Figs. 7 and 8. For these video examples,
the ROI box is shown, along with the SNR and MI plots
associated with imaging in that region. From the videos, it is
evident that the MI changes are minimally noticeable, both in
terms of brightness variation and in the delay imposed to live
imaging. Especially in the deepest areas of the field of view
there is some visible electronic noise, but this is a result of
those regions not being included in the ROI box. If low-noise
imaging in those regions were the goal, the ROI should be
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Fig. 6. Boxplots of recommended MI values for different SNR threshold
levels. The 28-dB SNR threshold of the previous examples is compared
against the recommended MI if the target data quality level was 20,
25, 30, or 35 dB. Higher SNR requirements demand increased acoustic
output, while lower SNR thresholds provide opportunity for even further
acoustic output decreases.

Fig. 7. Distribution of MI required to reach varying levels of percent
compliance with the SNR threshold in the ROI. The MI resulting from
using the default 50% (median) SNR in the ROI is compared with
using the 75%, 90%, and 95% coverage values. Requiring that more
of the ROI exceeds the noise perception threshold leads to increased
confidence high image quality is achieved, but it results in an increasing
majority of the ROI being exposed more than necessary for noise-
mitigation purposes.

placed to overlap those structures to incorporate their image
quality characteristics into the MI selection process.

Fig. 10 quantifies the performance of the adaptive adjust-
ment scheme, comparing the conditions of the stationary probe
with the moving transducer. In the left frame, the outcomes

Fig. 8. Example of adaptive adjustment during fetal imaging. In the
SNR plots, the shaded gray region denotes the target SNR range. The
left column displays the SNR and selected MI while the probe was held
stationary, and the right column shows SNR during a period when the
probe was in motion. Increased SNR variability occurs during periods of
motion, but in all cases target SNR levels are observed, or MI adjusts to
achieve them.

Fig. 9. Adaptive output demonstration featuring oscillating SNR (top
row) in both stationary and moving probe examples. These SNR
changes result from the frequent MI updates (bottom row), occurring
due to an overly coarse MI adjustment. Allowing for a smaller step size
would improve the system’s ability to maintain target SNR levels.

of the SNR evaluations are shown. The bar plots show the
proportion of the times SNR was checked where the SNR
was under, over, or in the target range. For the stationary case,
the SNR was measured in the target range 90% of the time,
whereas in the moving transducer case that number dropped
to 71%. It was approximately equally likely in both cases that
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Fig. 10. Bar plots of adaptive acoustic output adjustment perfor-
mance, averaged across all volunteers and acquisitions. On the left, the
instances where target SNR levels are observed compared to non-target
SNR are shown in the stationary and moving cases. On the right, the
proportion of possible outcomes associated with performing MI updates
is shown for each of the two motion levels.

SNR measurements outside the target range were higher or
lower than those levels.

In the plot on the right of Fig. 10, the bars show the result
of performing an MI update. These updates were triggered
whenever an SNR evaluation outside the target range was
observed. For the stationary case, 48% of MI updates resulted
in the previously undesired SNR returning to target levels.
In the moving condition, fewer MI updates (35%) brought the
SNR back within the target range. For both the stationary and
moving acquisition cases, the primary reason for not returning
to the target SNR was because the adjustment overshot that
target range. This is the same over-adjustment effect shown in
Fig. 9, resulting from the large power adjustment step size in
the ultrasound system.

V. DISCUSSION

A. Initial MI Recommendation
As Fig. 1 shows, the structures present in a given imaging

view have significant echogenicity differences. Additionally,
the background noise power varies with depth as a result of the
default time-gain compensation setting used here that amplifies
signals at depth to accommodate expected attenuation. As a
result of the varied signal and noise power, SNR varies
throughout the field of view. Given a fixed temporal noise
perceptibly level, regions with SNR below the perception level
are expected to have visible noise, while regions above that
level still have noise, but at a level small enough that it is
likely not perceived. The SNR is generally high throughout the
field of view, even in the amniotic fluid surrounding the fetus
where the tissue echo magnitude is expected to be small or
nonexistent and clutter is the major source of temporally stable
signal. The 20-30-dB SNR in the amniotic region suggests
that relative even to the clutter echo magnitude, electronic
noise is very low. This supports the claim that modern clinical
systems have excellent noise mitigation measures, including
shielding from electronic noise. While the analysis here was
done with harmonic data, as that mode is now standard in
clinical settings, an incidental observation is that the increased

echo strength in fundamental imaging modes leads to even
higher SNR levels.

If a target region being considered for adaptive MI selection
is in a relatively low SNR region, a higher MI is required
to achieve the perception threshold. The frequency used for
imaging affects the SNR and the resulting MI, as shown in
Fig. 4. One mechanism contributing to this behavior is that
transducers are less sensitive to frequencies at the extremes
of their bandwidth. While all of the transmit and receive
frequencies were within the probe’s 1–5-MHz nominal fre-
quency bandwidth, some dropoff in receive sensitivity would
be expected at the higher end of this bandwidth. This could
contribute to higher MIs being needed, especially at the
4.4-MHz frequency. However, we hypothesize that the leading
mechanism driving higher frequencies to require increased
recommended MI in Fig. 4 is the greater signal attenuation
at those higher frequencies. With higher frequency being
associated with more attenuation, more acoustic output would
likely be required to achieve equivalent SNR conditions to
the SNR reached at lower power with lower frequencies. This
same factor could explain why deeper targets are associated
with higher recommended MI levels, as demonstrated in Fig. 5.
At greater depths, the echo signal will be subject to more
attenuation and higher noise power, so lower SNR is expected
in those deeper regions. For these scans, with focal depths
deeper than the target depths, the deeper targets benefit from
the increased focal gain, likely suppressing the SNR losses
typically seen at those depths. In a typical configuration with
the focus set closer to the target depth, the depth dependence
would likely be even more pronounced.

To test the hypothesis that frequency-dependent attenuation
is responsible for increasing the recommended MI at higher
frequencies, the pressures associated with these MI were
calculated. The expression in (1) was used to calculate the
peak rarefactional pressure for the recommended MI based
on the transmit center frequency. In Fig. 11, the leftmost
plot shows this peak pressure plotted against the harmonic
receive frequency. Higher pressures are needed at the imaging
depth with higher frequencies to achieve the 28-dB target
SNR. What this does not account for is the loss of signal
due to attenuation as echoes return to the transducer. In the
center plot of Fig. 11, the peak rarefractional pressure has
been converted to the estimated pressure of the echoes on
receive at the transducer face, assuming an attenuation factor
of 0.6 dB/cm/MHz [24]. The scale of the y-axis has been
decreased by a factor of 10 to account for the lower pressures
after attenuation, but the overall result is a much more even
distribution of pressures, regardless of the frequency. This
indicates that the different attenuation at each frequency is
responsible for the pressure and MI differences. Because the
noise at each frequency is slightly different, the last subplot
of Fig. 11 shows the peak rarefactional pressure and the
receive pressures divided by their respective noise magnitude,
normalized by the value at the lowest frequency. To reach
28-dB SNR, the pressure received at the transducer face
relative to the noise magnitude is approximately equivalent in
all cases, again showing consistent signal characteristics after
adjusting for differences due to attenuation.
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Fig. 11. Analysis of pressures at the recommended MI, showing the average (solid line) and standard deviation (shaded region) across the two
repeats in all 11 volunteers. On the left, the peak rarefactional pressure is calculated based on the equation for MI. In the center, the rarefractional
pressure is shown after propagation back to the transducer, assuming an attenuation factor of 0.6 dB/cm/MHz. On the right, the result of dividing the
pressures by the noise magnitude at each frequency is shown. Accounting for differences in attenuation when calculating receive pressure almost
entirely eliminates and explains the frequency dependence associated with the recommended MI.

Given the spatially varying MI required to reach the noise
perception threshold SNR, properly delineating the target
region is necessary to achieve the expected level of imaging
performance. For the study demonstrated here, the ROI was
laterally centered and positioned at the abdomen target depth.
This left the sonographer responsible for positioning the probe
so this box overlaid the target. This method is unrealistic
for a clinical setting, as this manual intervention and the
constraints it places on target locations would likely impair
sonographers. An additional drawback of having the fixed
ROI size and location is that the acoustic output is only
optimized for the particular areas lying within the ROI box.
For the particular example in Fig. 1, similar SNR are seen
throughout the fetal tissue region, so generally good imaging
can be expected across the fetus, but this is not necessarily
true for all imaging targets or views. A more practical method
for choosing an ROI would employ automatic selection of
a complete tissue or target region, so the MI update would
incorporate information from the entire region. An added
benefit of this approach would be a tool more robust in
the presence of motion, likely leading to less SNR variation
and fewer required MI updates. Target ROI regions could be
automatically selected by recognizing tissue regions, as in [25]
using the speckle SNR and signal brightness. Alternatively,
automated computer vision and segmentation approaches are
becoming increasingly advanced and could possibly be used
for structure identification and ROI selection [26].

With a relatively simple target and an experienced sonogra-
pher, measurements of SNR and recommended MI levels were
largely consistent. If either of these factors changed, increased
variability could occur. The average 1.1% variation in recom-
mended MI when using different sets of consecutively col-
lected frames translates to an average absolute MI shift of just
0.0021. The 14% average shift in recommended MI between
repeat acquisitions done approximately 2 min apart is equiv-
alent to an MI difference of 0.029. These minor changes in
the recommended MI result from varying SNR levels between

measurements. The random nature of noise and unavoidable
target or transducer motion likely is the source of these SNR
variations. A much larger variation is observed when compar-
ing recommended MI levels across the volunteer sample set.
With a difference of at least a factor of two between the lowest
and highest MIs at each frequency, these data show failing to
update the acoustic output between individuals would lead to
cases with either sub-par imaging conditions or excess acoustic
output that does contribute to observable noise reduction.

A significant advantage of this adaptive output selection
approach is that it is highly customizable. While the default
here was achieving median SNR in the ROI of 28-dB SNR,
Figs. 6 and 7 show that different SNR thresholds and different
degrees of adherence to those thresholds can be used, with
the only difference being a shift in the recommended MI
distribution. Both these factors could be saved as global system
variables that a sonographer or clinic can modify on their
systems until they are satisfied and confident in the results
produced. As the figures show, even if a high SNR threshold
were desired or near-complete adherence to that threshold in
the ROI, the recommended MI levels are still much lower than
levels typically encountered in clinical environments using
typical default MI settings.

B. Adaptive MI Adjustment

During the 20-s adaptive imaging period, SNR varied con-
siderably at various points. However, as the stationary imaging
case shows in Fig. 8, periods of relatively stable SNR do occur.
These stable SNR levels are associated with minimal variation
in the recommended MI. However, as the stationary imaging
environment is replaced with a moving condition, SNR varies
considerably more. This would be expected, as movement
results in different regions overlapping the SNR calculation
box. As these different regions will vary in their echogenicity,
the SNR measurement varies accordingly. However, even in
the presence of such motion, Fig. 10 shows that most SNR
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evaluations were still within targeted imaging conditions.
While this proportion of evaluation outcomes might not change
with a system that performs MI updates more quickly, such a
system would spend less time outside the target range. As indi-
cated earlier, an automatic ROI selection scheme could also
address in-plane motion, repositioning the SNR calculation
box to overlap the same image target. Elevation motion could
not be addressed in this way, but MI updates in the presence
of elevation motion would allow the system to adjust to the
new imaging view.

Improving the MI selection method on the system could
significantly improve the operational performance. When MI
was changing during the adaptive process, slight brightness
variation was observed as the power level switched to new
levels. These brightness variations did not noticeably impair
the sonographer or detract from their scanning and target-
locating task. In a commercial tool, automatic brightness level
adjustment to maintain consistent displayed echo magnitude
or image histogram matching could reduce the visual impact
of the MI adjustments. Further, a more targeted and flexible
acoustic output adjustment approach could lead to fewer
necessary MI adjustments. With finer steps of acoustic output,
the system would be able to better target the desired SNR
level without having the issue of overshooting. Given that in
the target SNR region, each step in MI varies the SNR by
3.6 dB, taking acoustic power steps three times smaller would
result in SNR adjustments on the order of 1 dB. With smaller
steps, many of the “Overshoot Target” cases of Fig. 10 could
be avoided, leading to fewer secondary adjustments and more
time at the target SNR.

A downside of decreasing the MI adjustment step size
would be an increase in undershooting of the target, where the
adjustment is not large enough to reach the desired SNR. This
could be fixed by switching to an adjustment scheme that uses
prior information from a phantom sweep or previous updates
to determine the expected SNR change for each step, and then
takes multiple MI steps at once to reach the target. The proven
proportional-integral-derivative (PID) control approach could
be used to increase the system stability as the MI adjusts to
the changing SNR conditions. Additional improvement in the
MI adjustment process could come from incorporating the
temporal history of the calculated SNR into the adjustment
algorithm. Being less sensitive to minor fluctuations in SNR
could ensure updates occur only when a new imaging view has
been settled on. As a related consideration, during periods of
highly variable SNR, likely associated with changing imaging
views or scanning for new targets, the MI could be frozen
to ensure it is not unnecessarily reacting to what are likely
extremely temporary views.

The SNR calculated here followed a conventional focus-
ing scheme, but alternative beamforming approaches are
becoming increasingly common. The noise mapping temporal
SNR method and noise perception adaptive output adjustment
methods demonstrated here can still be applied in these alter-
native beamforming environments. As previously mentioned,
typically the ACUSON Sequoia system employs synthetic
focusing, combining information from multiple transmits to
create a more fully focused image. If the same steps for

forming synthetically focused image frame are followed to
create the null-transmit noise frame, the same (5) could be
used to calculate the SNR. Alternative beamforming strategies
based on plane wave or diverging wave transmissions could
again use the noise frame approach to calculate SNR. For
these unfocused imaging modes, MI is a less relevant output
metric, as lower pressures are encountered. Instead, the TI met-
ric could be recommended following the adaptive approach,
as consideration of the temperature rise associated with the
many transmissions needed for these approaches is likely more
applicable. Despite TI not being the primary metric considered
in this work due to the focused beam configuration, the lower
recommended outputs seen in this study would also result in
reduced TI for these imaging cases. Any beamforming method
that is used will still result in speckle across the field of view.
Therefore, regardless of the imaging configuration, the 28-dB
SNR target is likely still relevant, as this threshold was based
on the perceptibility of noise in an ultrasound field with a
speckle background.

While the same imaging settings were used throughout
the adaptive adjustment experiment, the SNR calculation and
MI adjustment process could be modified to account for
any mid-scan changes to the system settings. For example,
if the time-gain compensation or gain offset were adjusted,
these settings would affect the SNR. Triggering automatic
acquisition of new noise frames with each parameter change
would ensure relevant electronic noise levels are captured and
used for the SNR calculation, resolving this potential concern.

Regardless of the beamforming method or acquisition set-
tings, post-processing of the displayed image can also impact
the SNR. For example, employing spatial smoothing or tempo-
ral averaging (often termed “Persistence”) would increase the
SNR above the pre-processed level calculated here. The same
processing could be applied to the noise map, for example,
by averaging the same number of noise frames, and the SNR
could still be calculated. With regards to the adaptive output
selection process, the level of noise reduction associated with
the processing steps could be determined so a lower SNR than
the 28-dB perception threshold could be targeted in the pre-
processed data. Later in the data pipeline, the processing steps
would elevate the displayed image data to the threshold level.
Following the result in Fig. 6, this approach would effectively
lower the MI recommended for imaging as less acoustic power
would be needed to reach the lower SNR targets.

Many implementation choices related to the ROI selection
scheme, update frequency, and the targeted noise parameters
could be made. Given that the MI recommended by the
adaptive process is always relatively low, 0.4 MI or less, one
hypothetical takeaway is that ultrasound system manufacturers
should simply decrease default output levels to that mark,
and avoid the adaptive process altogether. While this is a
reasonable consideration, it neglects to take into account the
still-sizable MI decreases that can be further realized with
adaptive adjustment, especially at low frequency. In addition,
it assumes noise conditions would never get worse than those
seen in this study. Environmental noise levels can vary, and
more challenging imaging targets at greater depths or located
behind highly echogenic structures would likely need higher
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MI than the test cases examined here. Having a system that
can automatically recognize high noise levels and compensate
by switching to higher MI, while still using low MI in less
noisy cases hopefully encourages the implementation and use
of these adaptive acoustic output strategies.

VI. CONCLUSION

Acoustic output adjustment and ALARA observance have
become increasingly possible in modern ultrasound systems
as noise levels improve. In this work, high-temporal SNR
imaging was demonstrated on a clinical system during fetal
scanning. Furthermore, it was shown that relatively low MI
output levels, often between 0.1 and 0.3 MI, reach the
noise perceptibility threshold, the SNR where noise is low
enough that it cannot be observed. By calculating the temporal
SNR during live scanning and adjusting MI to reach the
noise perception SNR, real-time acoustic output selection
was performed, automatically enforcing the ALARA princi-
ple. By incorporating the minor discussed modifications to
the method, this promising technique could see even fur-
ther increased clinical and commercial viability. Altogether,
this real-time acoustic output adjustment method is relatively
straightforward to implement, results in improved ultrasound
safety through lower MI, and adjusts those MI to maintain
stable image quality levels while following ALARA guidance.
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