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Cascaded Plane Wave Ultrasound for Blood
Velocity Vector Imaging in the Carotid Artery
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and Anne E. C. M. Saris , Member, IEEE

Abstract—Cascaded dual-polarity waves (CDWs) imag-
ing increases the signal-to-noise ratio (SNR) by transmit-
ting trains of pulses with different polarity order, which
are combined via decoding afterward. This potentially
enables velocity vector imaging (VVI) in more challeng-
ing SNR conditions. However, the motion of blood in
between the trains will influence the decoding process.
In this work, the use of CDW for blood VVI is eval-
uated for the first time. Dual-angle, plane wave (PW)
ultrasound, CDW-coded, and noncoded conventional PW
(cPW), was acquired using a 7.8 MHz linear array at a
pulse repetition frequency (PRF) of 8 kHz. CDW-channel
data were decoded prior to beamforming and cross
correlation-based compound speckle tracking for VVI.
Simulations of single scatterer motion show a high depen-
dence of amplitude gain on the velocity magnitude and
direction for CDW-coded transmissions. Both simulations
and experiments of parabolic flow show increased SNRs
for CDW imaging. As a result, CDW outperforms cPW VVI
in low SNR conditions, based on both bias and standard
deviation (SD). Quantitative linear regression and quali-
tative analyses of simulated realistic carotid artery blood
flow show a similar performance of CDW and cPW for high
SNR (14 dB) conditions. However, reducing the SNR to
6 dB, results in a root-mean-squared error 2.7× larger for cPW versus CDW, and an R2 of 0.4 versus 0.9. Initial in vivo
evaluation of a healthy carotid artery shows increased SNR and more reliable velocity estimates for CDW versus cPW.
In conclusion, this work demonstrates that CDW imaging facilitates improved VVI of deeper located carotid arteries.

Index Terms— Blood flow measurement, blood speckle tracking, carotid artery, cascaded dual-polarity waves (CDWs),
coded excitation, plane wave (PW) imaging, velocity vector imaging (VVI).

I. INTRODUCTION

STROKE is a leading cause of death and major disability in
the Western society [1]. Atherosclerosis, i.e., the buildup
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of plaques in the inner lining of an artery, is one of the primary
causes of stroke. The rupture of such a plaque, creates a blood
clot which might block an artery supplying the brain with
oxygen and nutrients, resulting in a stroke. Complex blood
flow patterns in the carotid arteries and the resulting wall
shear stresses acting on the vessel wall seem to play a crucial
role in the atherosclerotic disease process; from initiation, via
progression to the final stage of rupture of plaques [2], [3],
[4]. Measuring these complex blood flows could aid in better
disease staging, risk assessment, and treatment planning.

Ultrasound is a commonly used technique to examine the
vascular tree. However, conventional Doppler-based ultra-
sound systems cannot measure the complex flow patterns that
are considered crucial in the atherosclerotic process, since
only the axial velocity component can be measured, i.e.,
the velocity component along the ultrasound beam direc-
tion. As a result, an angle correction is needed to estimate
the true velocity vector, which makes the technique highly
operator dependent and prone to errors. Besides, when the
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Highlights
• This study demonstrates the application of cascaded-wave ultrasound imaging for blood velocity vector imaging in

the carotid artery.

• Cascaded plane wave transmissions improve signal-to-noise ratio (SNR) and thereby blood velocity vector imaging,
especially in low SNR conditions.

• Cascaded plane wave ultrasound might be a promising technique for blood velocity vector imaging of deeper
located vessels.

true flow velocity direction is unknown due to complex flow
patterns, it becomes difficult, if not impossible, to get an
accurate velocity estimate. Two-dimensional velocity vector
imaging (VVI), often combined with ultrafast data acquisi-
tions, enables the visualization of complex blood flow patterns
within a 2-D imaging plane. Multiple strategies for 2-D angle-
independent velocity imaging have been described, such as,
speckle tracking [5], [6], vector Doppler [5], [7], directional
beamforming [8], [9], and transverse oscillation [8]. All these
velocity estimators face similar challenges when it comes
to accurately measuring under challenging flow conditions,
such as low flows close to the wall, high velocities, high
gradients, and out-of-plane motion. The performance of all
ultrasound-based VVI techniques, independent of chosen strat-
egy, depends on the (blood) signal-to-noise ratio (SNR) and the
ability to remove or suppress the signal from the surrounding
tissue (clutter). Compared to conventional imaging, the use
of ultrafast ultrasound provides a high continuous temporal
resolution. This allows for improved clutter suppression and
thereby facilitates the measurement of short-lived events and
complex flow patterns [10]. However, the use of plane waves
(PWs) or diverging waves, i.e., transmission without focusing,
results in a lower contrast and SNR compared to conventional
focused line-by-line imaging [11], [12]. Increasing the (blood-
)SNR, while using ultrafast ultrasound, is therefore likely to
improve the accuracy of the velocity estimates.

In order to increase the blood-SNR, the energy transmitted
into the tissue should be increased. Increasing the energy
of the transmitted pulse can be done by increasing the
length or amplitude of the pulse. However, the design of
the transmitted pulse is limited by resolution requirements
and safety and/or device restrictions. Coded excitation tech-
niques are used to increase the SNR, without changing the
amplitude of the transmitted pulse [13]. Conventional coded
excitation techniques make use of the transmission of long
modulated signals. The received signals are decoded by a
correspondingly designed pulse compression filter [14], [15],
[16]. More recently, other coding techniques were described,
based on multiple transmit–receive events, with each trans-
mission a different coded excitation. Decoding is performed
offline, summing the different transmit–receive events, which
overcomes the need of a pulse compression filter [15], [17],
[18], [19]. Zhang et al. [15], [20] introduced a cascaded
dual-polarity waves (CDWs) imaging scheme, where two
trains of pulses are transmitted both with a different polarity
order. After transmitting and receiving both trains, they can
be decoded by rather simple summation, subtraction, and

delaying operations. As a result, the theoretical SNR increase
is equal to 10 log10(N ), with N the number of pulses in a
train [15]. The spatiotemporal resolution is not compromised
by the use of CDW. The application of CDW has already
been shown for tissue motion imaging and power Doppler
imaging [20]. However, its application in VVI, where high
blood velocities, strong gradients, and complex patterns can
result in fast moving and changing (i.e., decorrelating) blood
speckle in between two transmitted pulse trains, has not been
shown yet.

This article proposes to use CDW for VVI in the carotid
artery. A slightly adjusted CDW acquisition and decod-
ing scheme are presented and combined with a previously
described VVI method founded on multistep cross correlation
based compound speckle tracking [21]. The performance of
VVI using CDW acquisitions is compared to the performance
using noncoded conventional single pulse plane wave (cPW)
acquisitions to study the added value of CDW imaging. First,
the effect of blood motion on the CDW-decoding process
is evaluated using single scatterer simulations. Second, VVI
based on CDW and cPW are evaluated based on simulations
and experiments of stationary parabolic flow in a straight tube.
Third, simulations of a carotid bifurcation are used to evalu-
ate the technique for more realistic, complex, and clinically
relevant flow patterns. Finally, initial in vivo evaluation of
VVI using CDW is performed based on the measurement of
a healthy carotid artery.

II. METHODS

A. Cascaded Waves Imaging Setup

A L12-5 50 mm transducer (Philips (ATL), Bothell, WA,
USA) with a center frequency of 7.8 MHz, attached to a Vera-
sonics Vantage 256 ultrasound system (Verasonics, Kirkland,
WA, USA) was used for the measurements. cPW acquisitions
consisted of repeated −20◦ and +20◦ steered PWs at a pulse
repetition frequency (PRF) of 8 kHz. The active aperture (128
out of the 256 elements) between the −20◦ and +20◦ PW
differed to obtain maximal overlap of both PW beams at the
region of interest. For the CDW imaging setup, a train of
pulses was transmitted consisting of four cascaded PWs (4-
CDW). A train consisted of a combination of positive pulses
(+), i.e., normal PWs where the polarity of the initial transition
of the transmit waveform is positive, and negative (or inverted)
pulses (−) that had a 180◦ phase shift with respect to the
positive pulse. Within a single train, steering angle and thus
active aperture were constant. For the subsequent train, only
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Fig. 1. Dual-angle, conventional PW (top) and 4-CDW (bottom) trans-
mission scheme. Blue rectangles represent a steered PW with a positive
polarity and yellow rectangles represent a steered PW with negative
polarity. TxRx# stands for the different transmission and receive events.
The direction of the rectangles represent their steering angle (−20◦ or
+20◦).

TABLE I
RELEVANT ACOUSTIC OUTPUT PARAMETERS USING CPW AND 4-CDW

the steering angle changed. The polarity order of the pulses
within a train changed after two transmitted trains, i.e., after
a −20◦ transmission followed by a +20◦ transmission. The
polarity order was repeatedly [+ + + −] and [+ + − +].
The time in between the start of the different pulses in a single
train was 1.088 µs and the trains were transmitted at a train
repetition frequency (TRF) of 8 kHz. Fig. 1 shows an overview
of the transmission scheme for both cPW and 4-CDW; this
sequence is repeated for the total duration of the acquisition.

The acoustic output of both imaging sequences are within
the guideline from the U.S. Food and Drug Administration
(FDA) [22]. The relevant acoustic output safety limits are
given in Table I. The maximum allowed acquisition duration,
limited by probe heating in still air and simulated use accord-
ing to the International Electrotechnical Commission [23], was
30 s for cPW and 7 s for 4-CDW. Given the peripheral vessel
external use application of the setup and the intention to use
ultrafast ultrasound imaging for a maximum duration of 3 s,
all safety limits are complied.

To obtain a single pulse PW with an increased SNR, the
received RF channel data were decoded prior to beamform-
ing [15], [20]. For the decoding procedure, a combination
of two trains (two transmit-receive events) with different
polarity order but the same aperture and steering angle were
used (i.e., TxRx1 and TxRx3, TxRx2 and TxRx4, in Fig. 1).
This decoding process, consisting of repeated summation,
subtraction, and delay operations, is visualized schematically
for a steering angle of 20◦ in Fig. 2. The same decoding
process was used for the −20◦ steering angle. Unlike the
original implementation of Zhang et al. [15], the summation
process was applied one more time to obtain an eightfold
increased amplitude, instead of a fourfold when using four
pulses in a train. However, at the costs of a reduced PRF.
This adopted acquisition scheme is a result of the use of a
multiplexed transducer requiring different apertures to create
the appropriate overlap of both steering angles at the right
imaging depth. Consequently, the theoretical gain in SNR is
10 log10(2N ), with N the number of pulses in a train. For the

Fig. 2. Schematic illustration of the decoding process for the cascaded
PW channel data. Decoding requires two transmit–receive events,
or two trains, with different polarity order but same steering angle and
aperture. Different summation (+), subtraction (−), and delay operations
are executed to obtain an eightfold increased signal amplitude. Note that
for combining TxRx3 with TxRx5, the second delay operation is applied
to the first (TxRx3) train of that combination, whereas when combining
TxRx1 with TxRx3, it is applied to the second train (TxRx3) of that
specific combination of TxRx# events.

TABLE II
OVERVIEW OF DIFFERENT TRANSMIT SETTINGS AND BEAMFORMING

PARAMETERS

example in Fig. 1, where N = 4, the theoretical SNR gain
will be 9 dB.

B. Postprocessing RF Channel Data

After decoding the RF channel data for the CDW image
sequence, the data were beamformed using a delay-and-sum
technique. Data were beamformed at angulated grids corre-
sponding to the direction of the steered PWs [24]. The same
beamforming procedure was applied to reconstruct the cPW
data. An overview of the different transmit and beamforming
settings is given in Table II.
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Fig. 3. Schematic illustration of the displacement estimation process.
The decoding process, highlighted in light blue, is only applied to the
CDW acquisitions. Further processing is equal for CDW and cPW.

C. Blood Velocity Estimation

For velocity estimation, a dual-angle displacement com-
pounding approach based on (RF-based) speckle tracking was
used as described by Saris et al. [21]. Blood velocity vectors
were estimated using a normalized cross correlation-based
displacement estimation algorithm. Displacements of blood
speckles were estimated at an effective PRF of 8000/4 Hz, for
data obtained at similar angles (see Fig. 3). The algorithm con-
sisted of two iterations. First, envelope (demodulated RF) data
were used to find the coarse speckle displacement. Second, dis-
placement estimates were refined based on RF data. Subsample
accuracy was obtained by 2-D cubic interpolation of the cross
correlation function [25]. The displacements obtained at −20◦

and +20◦ were either projected or compounded to obtain
horizontal and vertical displacement estimates. Spatial median
filtering of the estimates was performed to remove false
estimates and smoothen the velocity fields. Compounding,
or triangularization, of solely the axial displacement estimates
of both angles was performed when both estimates are of
sufficient quality, i.e., when the cross correlation value was
larger than 0.6. When this was not the case for one of the
angles, the displacement estimate for the remaining angle
was projected. When both steering angles were considered
of insufficient quality, compounding was performed. Velocity
estimation was performed at an effective PRF of 2 kHz, which
has two causes. First, inter frame displacements are estimated
for data obtained at similar angles, reducing the effective PRF
by a factor 2. Second, due to the presence of tissue motion
during the transmit–receive events of two pulse-trains, the
decoding procedure will be suboptimal, meaning the echoes
of those trains will not be perfectly summed and canceled
during the decoding process (see Fig. 2). Hereby, the presence
of tissue motion effects the appearance of the resulting speckle
patterns after beamforming. Consider the received echoes of a
single pulse in a train to be represented by a sinusoidal signal
sin (α). In case of no tissue motion, the summation operation
for a positive and negative pulse in two subsequent 20◦ trains

can then be described by

sin (α) + − sin (α) (1)

which will be equal to zero, resulting in a cancellation of the
echoes, as intended. However, in case of tissue motion, causing
the second pulse to be shifted by t , the summation is described
by

sin (α) + − sin (α + t). (2)

Equation (2) describes the suboptimal cancellation of the
pulses as a result of tissue motion. In other words, the
summation procedure will result in a residual pulse or echo.
In case of changing the polarity order, meaning the summation
will consist of a first negative pulse and a second positive pulse
which is shifted due to tissue motion, the summation can be
described by

− sin (α) + sin (α + t). (3)

The residual, noncanceled, pulse of (3) is exactly the opposite
of (2). In other words, in the presence of tissue motion, the
resulting echo after this summation operation will be inverted
depending on the polarity order of the transmitted PWs. As a
result, the speckle pattern differs depending on the transmit-
ting order, and the filtering and displacement estimation can
only be performed based on decoded data obtained from the
same transmit–receive polarity order. Consequently, TxRx1 +

TxRx3 and TxRx5 + TxRx7 were handled separately from
TxRx3 + TxRx5 and TxRx7 + TxRx9. This reduces the
effective PRF with another factor of two, resulting is a final
effective PRF for velocity estimation of 2 kHz.

D. Simulations

For all simulations, Field II pro [26], [27] was used to define
an L12-5 transducer, according to the properties described in
Table II. The elements of the transducers were subdivided in
10 by 10 mathematical elements, to increase the accuracy
of the simulation. A sampling frequency of 250 MHz was
used, the simulated channel data were down sampled to 4×

the center frequency before further processing. The speed of
sound in tissue was assumed to be 1540 m/s and the density
998 kg/m3. For the simulations of parabolic (II-D2) and
carotid (II-F) flow a total of 300 scatterers per cubic millimeter
were placed inside the lumen to obtain a fully developed
speckle pattern. The scatterers had a random amplitude con-
figuration (mean of 0, SD of 1). Band limited white noise
(−10 dB at 1.4 and 13.0 MHz) was added to scaled simulated
channel data, prior to CDW-decoding, to generate the specified
effective blood-SNR, i.e., SNR after beamforming for the cPW
data. To reduce the computational time, only scatterers inside
the −6 dB borders of the transmitted PWs were included in
the simulation. No vessel wall or surrounding tissues were
included in the simulations, so no clutter filtering was applied.

1) Single Scatterer: To study the effect of tissue motion or
nonzero blood velocities, on the amplitude gain of 4-CDW,
first, simple single scatterer simulations were performed.
Ultrasound RF channel data was simulated for a single



370 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 71, NO. 3, MARCH 2024

scatterer (amplitude of one) moving parallel, i.e., beam-to-
flow angle (BTFA) of 90◦, and perpendicular, i.e., BTFA of
0◦, to the transducer footprint. Two −20◦ pulse trains were
simulated at a PRF of 4 kHz, thus 0.25 ms apart and with
alternating polarity order of [+ + + −] and [+ + − +]. The
starting position of the scatterer was depending on the velocity,
such that it will be right in the middle of the transducer at
a depth of 18 mm below the surface, in between the two
trains. The scatterer was displaced after the first pulse-train,
according to its velocity. These simulations were repeated for
a range of velocities of 0–5 m/s, with steps of 0.05 m/s.
Simulated RF channel data were decoded using the procedure
described in Section II-A. As a reference value, cPW data
were simulated for the specific situation of a velocity of 0 m/s.
The resulting amplitude gain after the decoding process was
defined according to

Amplitude gain = |ACDW|xcPW,max
/
∣∣AcPW,max

∣∣ (4)

with |ACDW|xcPW,max the amplitude of the decoded CDW channel
data at the position x of the peak amplitude in the cPW
channel data, |AcPW,max|. The amplitude gain was calculated
for channel data from the center element of the transducer.

2) Parabolic Flow: To study the effect of (suboptimal)
decoding on SNR gain and the velocity estimation perfor-
mance, stationary parabolic flow through a rigid, straight
tube was simulated at BTFAs of 90◦ and 75◦ for a range
of peak velocities (V max): 0.25–3 m/s). The parabolic flow
velocity field followed Poiseuille flow and was described by
u = uc(1 − (r/R)2). Here, u is the velocity at any position
r from the centerline, uc is the maximal velocity, and R
is the radius of the tube. The straight tube had a diameter
of 10 mm and was centered at 18 mm depth. Channel data
were simulated for both noncoded cPW and 4-CDW imaging
at a firing PRF of 8 kHz to obtain 100 interframe velocity
estimates. Effective blood-SNRs of 5–14 dB were generated
by adding noise to the channel data. After decoding the CDW
channel data, all data were beamformed (see Section II-B). The
SNR of the beamformed CDW data for every peak velocity
was compared to the SNR of the cPW data, to determine the
SNR gain as a function of peak velocity. The SNR was defined
according to SNR = 20 log10 (rmsblood/rmsnoise). With rmsblood
the root mean square (rms) of the signal inside the blood vessel
and rmsnoise the rms of the signal outside the blood vessel.
An averaged SNR is calculated by averaging the SNR of all
individual frames for a certain acquisition protocol and peak
velocity.

Velocity estimates were obtained according to the procedure
described in Section II-C, using the settings as given in
Table III. The performance was evaluated based on the mean
horizontal and vertical velocity bias and standard deviation
(SD) of 300 estimated velocity profiles. One hundred of
these velocity profiles were estimated along the center of the
transducer footprint and one hundred 5 mm to the left and
right of the center, respectively. The mean velocity bias was
calculated according to mbias = mean(mmest,i − GTi ). Here,
GTi stands for the ground truth at position i across the vessel
diameter. mmest,i is the mean velocity estimate at position i of
the diameter, based on the 300 velocity profiles. The mean

TABLE III
OVERVIEW OF DISPLACEMENT ESTIMATION SETTINGS FOR THE

PARABOLIC FLOW SIMULATIONS

magnitude SD was calculated as the mean of the SD per
position across the vessel diameter. The SD per position was
calculated based on the 300 velocity profiles. The vertical
velocity was separately evaluated from the horizontal velocity
component.

E. Experimental Setup
Experimental performance comparison of 4-CDW and cPW

imaging is performed using a straight tube flow setup that
ensured parabolic flow [28]. The inner diameter of the tube
was 10 mm, and the center was positioned at a depth of
18 mm, similar to the parabolic flow simulations. Blood
mimicking fluid (BMF-USA, Shelley Medical Imaging Tech-
nologies, London, ON, Canada) was circulated through the
setup using a flow-driven gear pump (LifeTec Group, Eind-
hoven, The Netherlands). Circular symmetric parabolic flow
profiles with peak velocities of 0.25, 0.5, and 1 m/s were gen-
erated by using a constant flowrate of 0.577 L/min and scaling
the peak-velocity-to-PRF ratio accordingly. This constant flow
rate was used to avoid generation of air in the BMF at higher
flow rates. Two levels of attenuation were created by adding
slabs of PDMS with different thickness (Sylgard 184, mixing
ratio 10:1, cured at 100 ◦C for 40 min, speed of sound =

1065 m/s, attenuation = 4.1 dB/cm/MHz) in between the
transducer and the tube resulting in an additional attenuation
of 8.5 and 11.5 dB. Measurements were performed for both
a beam-to-flow angle of 71◦ and 90◦. Further processing
and performance evaluation was equal to the parabolic flow
simulations as described above. Unlike the simulated data, the
experimental beamformed data were clutter filtered using a
60th-order finite impulse response (FIR) clutter filter with a
−48 dB cut-off velocity of 0.3 cm/s, with transition region of
1 cm/s (−80 till 0 dB). Clutter filtering was performed at an
effective PRF of one fourth of the acquisition PRF, which is
equal to the pace of displacement estimation, see Fig. 3. The
SNR was determined based on clutter filtered B-mode images.
Different from the simulations, only the middle 95% of the
vessel diameter was included in bias and SD calculations to
avoid boundary effects.

F. Carotid Bifurcation CFD Model
To further evaluate the performance of 4-CDW imaging,

the carotid bifurcation computational fluid dynamics (CFD)
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model of Swillens et al. [29] was coupled to Field II pro [26],
[27] to simulate RF channel data for more complex, pulsatile,
and clinically relevant flow fields. This allows for a detailed
assessment of the estimator’s performance as estimated veloc-
ities can be compared to the actual (ground truth) velocity
from CFD. The bifurcation geometry is based on an MRI of
a healthy volunteer where an eccentric plaque was artificially
added to the internal carotid artery. Scatterers were placed
inside the lumen of the carotid artery model and displaced
according to the CFD velocity data. To maintain sufficient
scatterers inside the vessel, an inlet region was defined just
outside the field-of-view. The scatterers in this inlet region
where refreshed every 5 ms (every 40 frames) and the scatter
configuration in the full lumen was refreshed every 10 ms
(every 80 frames) to ensure a constant scatter density through-
out the vessel during the entire cardiac cycle. RF channel
data were simulated for both the cPW and 4-CDW imaging
sequences for a full cardiac cycle of 1 s at a firing PRF of
8 kHz. Noise was added to the simulated channel data to obtain
a blood-SNR of 14 to 6 dB, in steps of 2 dB, in the beam-
formed cPW data, as also explained in Section II-D. Channel
data were decoded (for 4-CDW) and beamformed whereafter
displacement were estimated at an effective PRF of 2 kHz
(see also Section II-C). Ensemble median displacements were
calculated using 37 interframe displacements for CDW and
38 interframe displacements for cPW (corresponding to 10 ms)
to obtain 100 ensemble averaged velocity estimates throughout
the cardiac cycle. An additional threshold was applied to these
results. A minimum of 25 interframe displacement estimates
within the ensemble, for a specific spatial location, should be
obtained with a cross correlation value of 0.6 or higher. In case
this condition is met, compounded or projected results will be
averaged for the full ensemble. Instead of filtering the second
iteration of the interframe displacement estimates, the resulting
ensemble averages were filtered using a 0.5 × 0.5 mm (axial ×

lateral) median filter. This prevents strong transitions between
compounded and projected regions.

Performance evaluation of VVI based on 4-CDW and cPW
imaging was determined through linear regression between
ensemble averaged ground truth and estimated velocities in
horizontal and vertical direction. Velocities over the full car-
diac cycle and within the overlapping area of the steered
PWs (−20◦ and 20◦) where taken into account for evaluation.
Furthermore, a qualitative comparison based on the visual
comparison of estimated and ground truth velocity fields is
performed for three phases of the heart cycle: peak-systole,
end-systole (consisting of a prominent vortex), and diastole.

G. In Vivo Evaluation
An initial in vivo evaluation has been performed by mea-

suring a healthy, nonstenosed, carotid artery of a 58 year’s
old volunteer using both cPW and 4-CDW imaging. The local
ethics committee (Committee on Research Involving Human
Subjects Radboud University Medical Center) waived the need
for approval for the collection of this data. Written informed
consent was obtained and the data was acquired in accordance
with the World Medical Association Declaration of Helsinki.
Postprocessing of the acquired data, including beamforming,

displacement estimation, and ensemble averaging, was equal
to the processing described in Section II-F, for the carotid
CFD model. Additionally, clutter filtering was applied using
the FIR filter as described in Section II-E, with an adaptive
cut-off velocity per ensemble based on the vessel wall motion
[21]. To select the reliable velocity estimates, the threshold
cross correlation value was reduced to 0.4 for a minimum of
15 interframe estimates within a single ensemble. In case this
condition was not met in both steering angles, the final velocity
estimate was considered unreliable.

Quantitative comparison of both techniques was based
on median [5th–95th percentile] SNR, of clutter filtered
data throughout the cardiac cycle. Additionally, the median
[5th–95th percentile] normalized cross correlation value, i.e.,
maximal obtained similarity, for all displacement points and
interframe estimates throughout the cardiac cycle was deter-
mined. The obtained velocity vector fields where qualitatively
compared during two phases in the cardiac cycle, peak systole
and late diastole.

III. RESULTS

A. Single Scatterer Simulations
The effect of blood velocity on the amplitude gain for 4-

CDW-imaging was studied using single scatterer simulations.
Fig. 4 shows the amplitude gain in the channel data as a
function of the horizontal (BTFA of 90◦) and vertical (BTFA
of 0◦) velocity of a single scatterer. The maximal theoretical
amplitude gain of eight is only obtained for a velocity of 0 m/s.
For velocities larger than 0 m/s, a repetitive pattern is observed,
with an overall gain reduction for larger velocities. Further-
more, almost no gain or even a reduction is observed for
certain specific horizontal and vertical velocities. As a result
of motion of the scatterer, the path length of the transmitted
PW to the scatterer and its travel path back to a single element
on the transducer differs between two transmit-receive events.
Consequently, the echo from the scatterer ends up at a slightly
shifted position in the channel data, leading to a summation
process that is only optimal for a velocity of 0 m/s, i.e.,
no difference in path length. The local minima in the repetitive
pattern correspond to a difference in path length equal to 0.5λ ,
1.5λ , 2.5λ , etc., causing a 180◦ phase shift between the trains.
This causes cancellation instead of summation of the pulses
during the decoding process. The repetitive pattern, and its
local minima, is therefore depending on the position of the
receiving element, the transmitted center frequency, TRF, the
velocity magnitude, the direction of motion, and the position
of the scatterer.

B. Parabolic Flow
The performance of 4-CDW in comparison to cPW imaging

in estimating the blood velocity was evaluated using both
simulations and experimental measurements of parabolic flow
for different SNR conditions. Please note that the noise
added to the simulations is scaled according to the cPW
data, meaning the effective blood-SNR for CDW imaging is
expected to be higher due to the coding/decoding of the pulse
trains (see Section II-A). The straight tube experiments were
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Fig. 4. Amplitude gain as a function of the horizontal (blue) and vertical
(orange) velocity of a single scatterer obtained using two trains of 4-
CDW with −20◦ steering angle and a TRF of 4 kHz. The additional x-
axes show the difference in path length between the first pulses in the
two trains. The pulses on the right show the cPW (black) and decoded
4-CDW pulses (red) for a horizontal velocity of 0 and 0.6 m/s.

Fig. 5. Simulated B-mode image (V max = 0.25 m/s) of cPW (top) and
4-CDW (bottom) with an SNR of 14 (left) and 6 dB (right). The blue
region indicated the blood region and orange the noise region used for
determining the SNR.

executed without and with two different slabs of PDMS to
induce additional attenuation. The resulting blood-SNRs for
cPW were, respectively, 16.9, 8.4, and 5.4 dB. Fig. 5 shows the
simulated B-mode images of the straight tube vessel phantom
for cPW and 4-CDW at an SNR of 14 and 6 dB. The blood
and noise regions that are used for the SNR calculation are
indicated in the figure. A clear SNR increase is visible for
4-CDW in both SNR conditions. At an SNR of 6 dB, the
signal from the blood is not distinguishable from the noise
when using cPW, but it still is for 4-CDW. Fig. 6 shows an
overview of the blood-SNRs for both cPW and 4-CDW as a
function of the peak-velocity of the underlying tissue for both
the simulations and experiments. It can be seen that the SNR of
4-CDW is slightly depending on the velocity of the underlying

Fig. 6. Blood-SNR as a function of (a) simulated and (b) experimental
peak velocity for both cPW (blue) and 4-CDW (orange) for different input
SNRs.

tissue. For the simulations, the SNR of cPW is equal for all
peak velocities, but the SNR of cPW slightly differs in the
experiments. Both simulations and experiments show that the
SNR of 4-CDW is always higher compared to the correspond-
ing cPW, regardless of the underlying velocity. Furthermore,
the higher the input SNR (SNR of cPW) the higher the gain in
SNR for 4-CDW. However, the theoretical gain of 9 dB was
never fully reached. For the simulations, a maximum SNR
gain of 8.1 dB was observed at a peak velocity of 0.25 m/s
and initial cPW-SNR of 14 dB. In comparison, an SNR gain
of 4.9 dB was found at an initial cPW-SNR of 6 dB. For
a higher peak velocity of 2 m/s, the gain in SNR reduced
to 6.4 and 3.6 dB at an initial cPW-SNR of 14 and 6 dB,
respectively. This demonstrates the effect of blood velocity
on SNR gain. The experimental measurements show the same
trends. An SNR gain of 8.5 and 3.2 dB are found at a peak
velocity of 0.25 m/s and initial cPW-SNR of 16.9 and 5.4 dB,
respectively. This SNR gain reduced to 5.9 and 1.9 dB for a
higher peak velocity of 1 m/s.

Fig. 7(a) shows the ground truth (black dashed line),
together with the estimated mean velocity ± SD for 4-CDW
and cPW at a beam-to-flow-angle of 90◦ and a peak velocity
of 0.25 m/s for the straight tube simulations for blood-SNRs of
14 and 6 dB. The vertical and horizontal velocity component
are shown separately. 4-CDW imaging results in a lower bias
and SD for both velocity components compared to cPW, which
is most apparent at lower SNR. Fig. 7(b) shows the results for
a peak velocity of 2 m/s. These results show that increasing
the peak velocity increases the bias and SD for both cPW and
4-CDW imaging due to the presence of larger gradients within
the velocity field. cPW imaging outperforms 4-CDW imaging
at an SNR of 14 dB, especially around the strong gradients at
the sides of the parabola. When decreasing the SNR to 6 dB,
4-CDW outperforms cPW based on bias and SD.

Fig. 8 shows an overview of the mean vertical and horizon-
tal velocity bias and SD as a function of SNR, for simulated
parabolic flow at a BTFA of 90◦ and 75◦ at a peak velocity of
0.25, 1, 2, and 3 m/s. Fig. 9 provides a similar overview for
the experiments, for peak velocities of 0.25, 0.5, and 1 m/s.
Overall, simulations and experiments show the same results
and trends. For simulated and experimental low SNR condi-
tions (SNR < 8 dB), 4-CDW always outperforms cPW based
on both bias and SD. The turning point, meaning the SNR at
which cPW starts to outperform 4-CDW, depends on the peak
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Fig. 7. Field II simulations of parabolic tube flow at a beam-to-flow-angle of 90◦. Vertical (top) and horizontal (bottom) velocity components
estimated using 4-CDW (orange) and cPW (blue) are compared to the ground truth profiles (black). Results are shown for a peak velocity of
(a) 0.25 m/s and (b) 2 m/s with an SNR of 14 dB (left) and 6 dB (right).

TABLE IV
OVERVIEW OF THE REGRESSION ANALYSIS OF BOTH CPW AND 4-CDW IN BOTH THE VERTICAL AND HORIZONTAL DIRECTION FOR SNR

CONDITIONS OF 6–14 dB

velocity and BTFA. For the BTFA of 90◦, the turning point
varies between 8 and 16.9 dB. For the BTFA of 75◦/71◦, the
turning point lies more at the end of the SNR range (≥12 dB).

C. Carotid Bifurcation CFD Model

Fig. 10 shows the qualitative comparison between the
ground truth velocity fields (from CFD) and the velocity fields
obtained with cPW and 4-CDW imaging for the simulated
carotid bifurcation flow. VVI was evaluated for three different
cardiac phases, peak-systole, end-systole, and diastole, all
under blood-SNR conditions of 6 and 14 dB. Given a blood-
SNR of 14 dB, cPW imaging and 4-CDW imaging perform
very similar for all three phases. The results shows that both
methods are able to capture the low-velocity vortex at end-
systole as well as the peak velocities at peak-systole. This is
also visible in Fig. 11(a), which shows the linear regression
analysis for the vertical and horizontal velocity components
over the full cardiac cycle. The R2 and root-mean-square error
(RMSE) values are very similar for cPW and 4-CDW in both
the horizontal and vertical direction, see also Table IV. In case
of a lower blood-SNR of 6 dB, 4-CDW clearly outperforms
cPW, which can be clearly seen in Fig. 10. Distorted velocity
fields are obtained using cPW, while 4-CDW shows velocity
fields that still resemble the ground truth. cPW is no longer
able to accurately estimate the velocity, especially in the
internal carotid artery and in regions closer to the vessel wall.
Fig. 11(b) shows the linear regression results for a blood-

SNR of 6 dB. It shows that 4-CDW imaging outperforms
cPW imaging in both horizontal and vertical direction. The
RMSE increases from 1.5 to 6.7 cm/s in vertical direction
and from 3.0 to 14.5 cm/s in horizontal direction for cPW
imaging when decreasing the SNR from 14 to 6 dB versus
1.3 to 2.5 cm/s and 2.8 to 5.4 cm/s for 4-CDW imaging in
vertical and horizontal direction, respectively. An overview
of the R2, RMSE, slope, and intercept of the different SNR
conditions is given in Table IV. An RMSE of 0 and a R2

of one means that all velocities can be estimated without an
error and the velocity is completely described by the ground
truth. A slope of one and an intercept of zero, means that
the estimated velocity is equal to the velocity of the blood
without any bias. In Table IV, it can be seen that the RMSE
dramatically increases for cPW compared to 4-CDW for the
low SNR conditions, whereas the RMSE is quite similar for an
SNR of 12 and 14 dB. The R2 reduces more rapidly for cPW
in low SNR conditions, compared to 4-CDW. The slope of the
regression analysis is closer to one for the cPW compared to
the 4-CDW for a SNR of 10–14 dB. The intercept varies more
for the vertical compared to the horizontal velocity magnitude
for both cPW and 4-CDW.

D. In Vivo Evaluation

Fig. 12 shows the qualitative comparison of the velocity
vector fields obtained using cPW and 4-CDW acquisitions
in a healthy carotid artery. Coherently compounded B-mode
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Fig. 8. Mean vertical and horizontal velocity bias (left) and SD (right) for simulated parabolic flow as a function of the SNR. Results for BTFAs of
90◦ (top) and 75◦ (bottom) are visualized. Different peak velocities are shown: 0.25 (dashed), 1 (solid), 2 (dash-dotted), and 3 (solid-dot) m/s for
both cPW (blue) and 4-CDW (orange) imaging.

Fig. 9. Mean vertical and horizontal velocity bias (left) and SD (right) for experimental parabolic tube flow as a function of the SNR. Results for
BTFAs of 90◦ (top) and 71◦ (bottom) are visualized. Different peak velocities are shown: 0.25 (dashed), 0.5 (dotted) and 1 (solid) m/s for both cPW
(blue) and 4-CDW (orange) imaging.

images of the carotid bulbus are shown, together with the
VVI results during peak-systole and late-diastole, overlaid
on the clutter-filtered B-mode images. Unreliable estimates
are shown in pink. The median [5th–95th percentile] SNR
of cPW was 9.0 [7.9–10.2] dB versus 12.7 [11.2–14.0] dB

for 4-CDW imaging. The median [5th–95th percentile] of
the cross-correlation values over the full cardiac cycle was
0.36 [0.24–0.64] and 0.57 [0.29–0.82] for cPW and 4-CDW
imaging, respectively. As a result, the number of reliable
estimates is higher when using 4-CDW imaging, i.e., less
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Fig. 10. Ensemble averaged velocity estimates using cPW imaging and 4-CDW imaging compared to the ground truth velocities (middle row) from
CFD for three different phases of the heart cycle: peak-systole (left), end-systole (middle), and diastole (right). These positions are also indicated
in the doppler trace. SNR conditions of 14 dB (top two rows) and 6 dB (bottom two rows) are shown. The colormap overlay as well as the length of
the arrows show the velocity magnitude. The arrows also indicate the direction of the velocity.
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Fig. 11. Estimated versus ground truth velocities for the vertical and horizontal velocity components under different SNR conditions. Linear
regression analysis is indicated in the subpanels, showing the resulting linear regression line (dashed black) on top of the 2-D histogram. A perfect
regression is indicated by an overlap of the linear regression line with the perfect agreement line (solid black). Results are shown for an SNR of (a)
14 dB and (b) 6 dB.

Fig. 12. In vivo results of cPW (top row) and 4-CDW (bottom row) VVI in a healthy carotid artery. The left column shows unfiltered B-mode images
(peak-systole). The VVI result are shown on top of clutter filtered B-mode images during peak-systole (middle column) and late-diastole (right
column). The arrows indicate the estimated direction of motion. The colors and length of the arrows indicate the velocity magnitude. Unreliable
estimates are visualized in pink.

pink arrows. For the unreliable estimates obtained with both
methods, the direction and magnitude of the velocity vec-
tors does not seem to be in line with expected in vivo

velocity profiles. When only considering the reliable esti-
mates for both cPW and 4-CDW imaging, the results are
similar.
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IV. DISCUSSION

This work shows the potential of 4-CDW imaging for VVI
using a 2-D cross-correlation-based speckle tracking method.
An adjusted acquisition and decoding scheme were presented
to allow estimation of 2-D blood velocity vectors. The per-
formance of VVI based on 4-CDW imaging was compared
to cPW imaging based on simulations and experiments. The
principal finding of this study is, that the use of CDW
imaging is feasible for VVI and that it boosts the perfor-
mance of VVI in low SNR conditions with respect to cPW
imaging.

The results of the single scatterer simulations (Fig. 4) show
that the 4-CDW-induced amplitude gain strongly depends
on the blood motion. In other words, the velocity of blood
will influence the alignment of the pulses in two trains and
consequently effect addition and cancellation of the pulses in
a train, i.e., the decoding process. As explained previously,
this imperfect decoding is caused by the difference in the
travel path length between two transmit–receive events used
for decoding. Theoretically, in case of a pulse with a single
frequency, the local minima will occur at 0.5λ , 1.5λ , 2.5λ , etc.
However Fig. 4 shows that for larger velocities of the scatterer,
the local minima deviate from this theoretical predictions. This
can be explained by the fact that the transmitted pulse is
composed of a plurality of frequencies, i.e., the bandwidth,
and not solely the center frequency. Furthermore, the pulse
consist of a limited number of cycles. This effect of amplitude
gain depending on the blood velocity can be less clearly seen
when imaging a full speckle pattern, see Fig. 5. Depending on
the velocity of the underlying tissue, the gain in amplitude and
thus the SNR does changes, however, the effects is less strong
and less spatially variant as compared to the results shown in
Fig. 4. On top of that, Fig. 6 shows that the SNR is always
higher for 4-CDW compared to cPW. This is also clearly
visible in the B-mode images from Fig. 5. Although the effect
of blood velocity on the gain in SNR is less obvious from the
effective blood-SNRs, its effect can be seen in the velocity
estimates for the straight tube flow simulations (Fig. 7). More
accurate 4-CDW estimates are obtained for a peak velocity
of 0.25 m/s compared to the peak velocity of 2 m/s, partly
as a result of the stronger amplitude gain for relatively low
velocities (<0.25 m/s) (Fig. 4). As a result of this amplitude
gain for a velocity of 0.25 m/s, 4-CDW outperforms cPW in
both simulations (Figs. 7(a) and 8) and experiments (Fig. 9)
in both the low and high SNR conditions. On the other hand,
an increased bias and SD is found for velocities resulting in
a local minima in amplitude gain, e.g., horizontal velocities
around 0.6 m/s in Fig. 7(b).

Fig. 6 shows that the gain in SNR for 4-CDW is depending
on the input SNR (SNR of cPW), i.e., the higher the input SNR
the higher the gain in SNR. This is caused by the fact that for
calculating the SNR, the amplitude of the signal including the
noise is taken into account, see also Fig. 5. In this way, the
definition of SNR is equal for the straight tube simulations
and experimental measurements. For high SNR values, the
relative contribution of the noise amplitude to the signal power
estimate is smaller resulting in a better estimate of the true
SNR. When separating the blood signal from the noise signal,

which is only possible for the simulated data, the gain in SNR
is independent of the input SNR.

In general, for both cPW and 4-CDW imaging, the bias and
SD increases for higher velocities due to the larger velocity
gradients and consequently decorrelation of the speckle. How-
ever, 4-CDW also has to deal with more severe imperfect
decoding for higher velocities. This results in increased SD
values, as can be observed in Figs. 7–9. In high SNR con-
ditions, the blood signal power obtained with PW imaging is
already sufficient for speckle tracking. As a result of the above,
cPW outperforms 4-CDW in high SNR and high velocity
situations. The similar trend seen in vertical and horizontal
velocity SD in Figs. 8 and 9, is a result of mostly compounding
the axial displacement estimates to obtain the horizontal and
vertical velocity component. The performance evaluation of
the parabolic flow simulations and experiments are based on
interframe displacements. As a result, the SD is relatively
large, but this will reduce in case of using ensemble averaging,
which is an often used technique in VVI.

Previously, it was shown that the cPW displacement esti-
mator is a robust estimator in parabolic flow conditions [21].
However, no extended evaluation was performed under more
challenging SNR conditions. This work shows that with the
use of 4-CDW imaging, the estimator is still able to estimate
parabolic, but also more complex flow under low SNR condi-
tions. For the simulations, no vessel wall or surrounding tissue
(motion) was taken into account. Clutter filtering was there-
fore not applied to the beamformed RF data. The presented
results therefore reflect the performance of the estimators
under ideal conditions. A clutter filter was applied to the
experimental straight tube data to suppress the signals from
the vessel wall. Comparing the parabolic flow simulations
to the experiments, similar effects of velocity and SNR
on the velocity estimation performance (bias and SD) were
seen.

The carotid bifurcation simulations show that also in more
complex, clinically relevant flow situations, 4-CDW outper-
forms cPW imaging in the low SNR conditions. At an SNR of
6 dB, the RMSE is 2.7× larger for cPW compared to 4-CDW
in both the vertical and horizontal direction and the R2 reduces
from 0.9 to 0.4. However, contradictory to the parabolic
flow situations, 4-CDW and cPW perform very similar for
an SNR of 14 dB. Although for certain spatial positions,
inadequate decoding of CDW due to the underlying blood
velocity results in a larger SD of the interframe displacement
estimates, the effect on the final ensemble averaged velocity
estimation is limited. Most inaccurate velocity estimates are
obtained at the borders of the lumen area, i.e., close to the
vessel wall (not simulated). Here, the ground truth velocity is
approximating zero, however, due to the kernel size and the
surrounding tissue containing only noise, the cross-correlation-
based velocity estimator has difficulty estimating this velocity.
This can also be seen from Fig. 11, where the largest spread in
estimates is concentrated at an actual, or ground truth, velocity
of zero.

The initial in vivo evaluation presented in Fig. 12 shows
an increased SNR and more reliable velocity estimates for
4-CDW versus cPW imaging. The results are in line with
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the results from simulations and experiments, and strongly
indicate the use of CDW imaging for in vivo use, where often
cPW faces limited SNR conditions and, as a result, less reliable
or even unreliable velocity estimates.

The use of 4-CDW acquisitions and the proposed decod-
ing process results in a reduced effective PRF for velocity
estimation. The reduced effective PRF makes the technique
more prone to decorrelation effects in case of relatively high
velocities. When using cPW, displacement estimation could
be performed at a PRF of 4 kHz. This effect was tested for
the parabolic flow simulations, but showed little effect on the
bias and SD. Due to the reduced interframe displacement,
the lower velocities are less accurately estimated (subsample
displacement), whereas the higher velocities are estimated
slightly better. To discard this effect, the performance of cPW
and 4-CDW-based velocity estimates was compared based on
the same processing (Fig. 3). In order to increase the PRF
for displacement estimation of 4-CDW, two steering angles
could be transmitted in a single train. After decoding, the two
steering angles are separated and two PWs, with increased
SNR and different steering angles are obtained, as was also
done by Zhang et al. [15]. In order to combine this with
the compound speckle tracking method, a nonmultiplexed
transducer with a sufficiently large footprint, adequate pitch,
192–256 elements, and optimal center frequency (7–8 MHz)
is required. The choice of only four cascaded waves in a train
was in this research limited by the IEC approved temperature
rise of the probe surface on tissue and in air [23]. The obtained
amplitude gain could therefore not be increased more, without
further decreasing the effective PRF.

To make cascaded PW imaging less susceptible to motion,
future work will focus on correcting for the imperfect decoding
as a result of blood motion. Similar motion compensation
strategies as used for phase aberration correction [30], syn-
thetic transmit aperture imaging [31], and spatial encoded
imaging [32] could be applied to CDW-based velocity imag-
ing. Such a correction will result not only in more amplitude
gain but also less blurring of the image. This is especially
important for lower BTFA as this means that the axial move-
ment is larger and axial motion results in more imperfect
decoding due to a faster changing path length, see Fig. 4.
Another solution to reduce the imperfect decoding is increas-
ing the TRF. However, this will result in heating problems and
is therefore not a solution for in vivo measurements.

V. CONCLUSION

In summary, it is shown that the general reduced signal
power of cPW can be boosted by 4-CDW imaging and that
4-CDW imaging is able to accurately visualize and quan-
tify parabolic and complex clinically relevant velocity fields
accurately. Most importantly, in low SNR conditions, where
conventional, noncoded PW imaging fails to enable accurate
VVI, CDW imaging enables this by increasing the effective
SNR. As a result, 4-CDW imaging for VVI is especially
useful in challenging in vivo conditions, such as deeper
located vessels and presence of strong attenuating tissue layers.
Further research will focus on extended in vivo evaluation and

compensation of the imperfect decoding in order to further
increase the potential of this technique.
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