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Review of Deep Learning Approaches for
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Abstract—Photoacoustic (PA) imaging provides optical
contrast at relatively large depths within the human
body, compared to other optical methods, at ultrasound
(US) spatial resolution. By integrating real-time PA and
US (PAUS) modalities, PAUS imaging has the potential
to become a routine clinical modality bringing the
molecular sensitivity of optics to medical US imaging.
For applications where the full capabilities of clinical
US scanners must be maintained in PAUS, conventional
limited view and bandwidth transducers must be used.
This approach, however, cannot provide high-quality
maps of PA sources, especially vascular structures. Deep
learning (DL) using data-driven modeling with minimal
human design has been very effective in medical imaging,
medical data analysis, and disease diagnosis, and has the
potential to overcome many of the technical limitations of
current PAUS imaging systems. The primary purpose of
this article is to summarize the background and current
status of DL applications in PAUS imaging. It also looks beyond current approaches to identify remaining challenges
and opportunities for robust translation of PAUS technologies to the clinic.

Index Terms— Deep learning (DL), image reconstruction, neural network, photoacoustic (PA) imaging, PA and
ultrasound (PAUS).

I. INTRODUCTION

PHOTOACOUSTIC (PA) imaging combines optical con-
trast with ultrasound (US) image formation. It exploits

the PA effect in which time-modulated light is absorbed in
chromophores within biological tissue, inducing differential
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thermoelastic expansion forming acoustic waves (or PA
signals) [1], [2]. The common imaging framework is to emit
a sequence of nanosecond laser pulses into the tissue region
of interest (ROI) and detect induced PA signals using an array
of acoustic sensors [3], [4], [5]. The primary advantage of this
approach compared to other pure optical methods is that light
diffusion within tissue does not affect PA image resolution
at any depth because it is entirely defined by US (acoustic
resolution). This enables optical detection of vascular diseases
and cancers or monitoring physiological changes in relatively
deep tissue areas [6], [7], [8] through PA imaging of light
absorption. Combined with medical US, PA imaging brings a
molecular dimension using targeted molecular contrast agents
such as dyes and various nanoparticles [9], [10].

Many PA systems have been developed that optimize the
laser source, irradiation geometry, and sound detectors for a
specific application [11], [12], [13], [14], [15], [16], [17], [18],
[19], [20], [21], [22]. Among them, PA-computed tomography
(PACT) reconstructs a macroscopic image with relatively deep
penetration (a few centimeters) by strategically combining
PA signals emitted from the entire ROI and detected by
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Highlights
• Integrated PA and US (PAUS) imaging holds promise for disease detection and interventions, yet clinical adoption

is hindered by poor image quality from handheld US arrays.

• Numerous studies highlight the potential of deep learning techniques to overcome PAUS platform limitations, but
challenges are the lack of performance comparisons and in vivo validations.

• New networks may further enhance performance by successful transfer learning from more complex virtual tissue
model to real applications or unsupervised learning incorporating US data.

Fig. 1. (a) One example of a commercial PAUS platform Vevo LAZR-X,
Visualsonics). (b) Optical fibers are located at/near the surface of
the clinical US transducer to deliver laser energy into tissue (linear
transducer). The PA signal is acquired by the transducer’s piezoelectric
sensors. (c) US and PA images. The main target is microvessels,
or endogenous/exogenous molecules in image-guided interventions.
Top images show small vessels in a human finger and bottom images
show a needle insertion and gold nanorod injection into chicken breast
tissue. (b) and (c) are reproduced with permission from [26] and [27].

multiple sensors [23], [24]. Specifically, a broadened laser
beam in tissue can access a large ROI for a short time, and
a sensor array can acquire PA signals over time at different
positions for each laser firing. The universal back-projection
(UBP) algorithm derived from the spherical Radon transform
reconstructs a quantitative map of optical absorption from
PA measurements provided that the detection array is full
view and full bandwidth [25], the laser fluence distribution
in the medium is known, and the medium is acoustically and
thermally homogeneous. PACT generally uses a hemisphere
or cylindrical sensor array to surround a target, so the main
applications have been small animal imaging or monitoring
human breast disease [19].

Although nearly ideal for small animal studies, the PACT
model is limited for general clinical applications by the
array geometry. Due to limited acoustic access, as well as
cost and physical complexity, large-scale hemispherical and
cylindrical arrays are impractical for most clinical applications.
An alternative approach is to integrate an optical delivery
system within a standard US scanner for interleaved, real-time
PAUS imaging [16], [26], [28], [29], [30], [31]. A handheld
US transducer contains a piezoelectric sensor array. For
conventional 1-D arrays providing real-time 2-D images,
optical fibers or light-emitting diode (LED) sources [32], [33]
are located near/on the transducer surface to deliver laser light
into the tissue volume (see Fig. 1). Since the transducer is
planar or almost planar (typically convex), unlike the circular
geometry, users can flexibly position it on any surface of the
body. Laser and fiber delivery systems and scanning protocols
have been developed to generate simultaneous US and PA
images at real-time imaging rates (>20 Hz) for clinical use
[26], [29].

The primary advantage of the PAUS approach is that it
leverages not only PA imaging but also the current state
of the art in real-time US. Thus, it is appropriate for a
number of clinical applications and is particularly well suited
for image-guided interventional procedures, such as drug
delivery and surgeries, where PA imaging provides a molecular
dimension missing from current US guidance systems [34],
[35]. Some companies have already released commercial
PAUS scanners for animal studies, which display real-time PA
and conventional US images. Many academic research groups
have also implemented PAUS systems by simply modifying a
commercial US platform. Schellenberg and Hunt [36] specif-
ically reviewed such systems and associated clinical trials.

However, PAUS imaging has not yet been routinely adopted
for human applications in the clinic. The critical hurdles are
still low image quality and inaccurate quantitative measures.
Specifically, PA image reconstruction from raw sensor data
represents a severely ill-posed problem due to the limited view
and narrow bandwidth of clinical US transducers [37], [38].
As a result, the PA image is far from a one-to-one map of
optical absorbers, and a range of diverse artifacts complicates
image interpretation. These images are further degraded by
common acoustic issues such as reverberations or clutter,
reflection artifacts, and speed of sound (SOS) aberrations [39],
[40], [41].

Designing a transducer array simultaneously optimizing
PA and US imaging poses significant challenges given the
practical constraints of handheld operation. In medical US,
to effectively convert electrical power to acoustic waves
and form transmit acoustic beams, US transducers must be
relatively narrowband. As a consequence, US B-mode images
exhibit speckle due to local heterogeneities in US scattering.
A large transducer aperture and a broad view are not usually
required, and for most applications, the transducer should be
quite compact to enable access to different organs within the
human body.

In contrast, a PA image is formed by the distribution
of heat release in the medium induced by pulsed laser
irradiation. Reconstructing the spatial distribution of heat
release is mathematically very different from reconstructing
a local scattering function. It requires a detection system
with ultrabroadband detection and a geometry that captures
all potential propagation paths from sources (i.e., full view).
Consequently, the optimal detection configurations are very
different for US and PA modalities.

Recent studies have explored a hemispherical handheld
array [42] to enhance PA image quality using tomographic
reconstruction, but this probe is also suboptimal for
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conventional US imaging due to its limited effective field
of view [36], [42]. Standard US probes (transducers) are
typically designed as linear or convex arrays, taking various
factors into account, including not only the scan view but
also cost, image quality, scanning convenience, and clinical
applications. We believe that for widespread adoption of PAUS
systems, the probe and system must be optimized for high-
quality, real-time US imaging. This means that PA image
quality will be sacrificed. If the transducer characteristics and
geometry cannot be optimized in the PAUS configuration,
advanced reconstruction methods that can compensate for
the transducer’s limited view and bandwidth are in high
demand. Consequently, PA advanced reconstruction through
data processing could potentially improve overall PAUS image
quality to a level enabling largescale clinical applications such
as procedure guidance. For instance, it can assist in guiding
drug release to an optimal target position, ablation procedures,
and biopsy needles [43], [44].

Deep learning (DL) techniques [45], [46], [47] have
significantly impacted biomedical imaging in areas such as
microscopy [12], histology [48], MRI [49], [50], and CT
[51], [52]. They also have the potential to address the
primary limitations of PAUS imaging because of their strong
generalizability and efficiency. To handle ill-conditioned prob-
lems, standard mathematical or handcrafted models require
additional human knowledge, specific hypotheses, and/or
physical phenomena that are often difficult to generalize for all
data acquisition environments. In contrast, DL is a data-driven
approach without priors that can be trained with many plausi-
ble data samples to capture the essential features of real cases.

Currently, many neural network types have demonstrated
their superior ability to adapt to new data [53]. In addition,
computational time is much lower compared to standard
model-based techniques depending on iterative schemes. Thus,
the core procedure is: 1) develop a concise DL network to
automatically extract features that reduce data redundancy
and narrow possible solutions against ill-posed conditions and
2) create optimal training samples to guide the network to
adapt to a wide distribution of real samples.

Overall, DL studies for PA imaging were well summarized
in [54], [55], [56], [57], and [58]. They encompassed
various DL applications, including image reconstruction,
image understanding (classification and segmentation), and
quantitative imaging. In this article, we focus on imaging
(specifically the reconstruction of initial pressure images)
in the geometry provided by clinical US that enables
PAUS imaging using handheld probes and conceptually
review current work exploiting DL frameworks to overcome
fundamental PAUS limitations. Specifically, in Section II,
we outline the PA signal acquisition geometry and standard
image reconstruction procedure. Section III describes DL
work, including in-silico, in vitro, or in vivo data generation
and neural network construction to process these data.
Section IV summarizes the findings and discusses remaining
challenges and opportunities.

II. PHOTOACOUSTIC IMAGING

This section briefly describes the fundamentals of PA
imaging. Further details can be found in [59], [60], and [61].
Fig. 2 illustrates PA signal generation and acquisition through

Fig. 2. Two processes drive PA signal acquisition. First, the optical
forward process describes the generation of initial pressure derived
from chromophore concentrations and the light distribution (fluence)
within the 3-D medium. Second, the acoustic forward process describes
the acquisition of acoustic waves originating from the initial pressure.
The ultimate goal of PA imaging is to accurately quantify chromophore
concentrations from acquired data. In general, two steps are required
to solve this inverse problem. First, the initial pressure distribution
is reconstructed by addressing the acoustic inverse problem. Then,
chromophore concentrations are estimated by solving the optical inverse
problem using the pressure map as input.

two distinct processes. The first, known as the optical
forward problem, determines the initial pressure generated
by chromophores within the medium. Each endogenous
or exogenous chromophore possesses a unique absorption
coefficient at a specific light wavelength λ [62]

µa(r, λ) =

L∑
l=1

αl(λ)Cl(r) (1)

where L denotes the number of chromophore types and Cl
and αl(λ) denote the concentration and unit optical absorption
spectrum of the lth chromophore, respectively.

The ultimate goal of PA imaging is to reconstruct the
concentration of chromophores Cl(r) at each position r using
the known spectrum αl(λ). For example, a primary target
for many PAUS applications is the local blood concentration
and its oxygenation level, which can be reconstructed from
the PA-reconstructed optical absorption µa(r,λ) estimated
at a number of wavelengths. The concentration of each
chromophore contributes to the medium’s optical absorption
coefficient at any specific wavelength. At the same time, most
biological tissues are highly light scattering (or turbid), and
light scattering µs(r,λ) (also a function of both location and
wavelength) is many times larger than optical absorption. The
combination of optical absorption and scattering within the
medium defines the optical fluence distribution 8(r, µa, µs),
thereby determining the distribution of absorbed energy

H(r, µa(r,λ), µs(r,λ)) = µa(r,λ)8(r, µa(r,λ), µs(r,λ))
(2)

and, subsequently, the pressure excitation through thermaliza-
tion

p0(r, λ) = 0(r)µa(r, λ)8(r, µa(r, λ), µs(r, λ))

= 0(r)H
(
r, µa(r, λ), µs(r, λ)

)
(3)
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where 0 = βc2/C p is the Gruneisen coefficient, c is the
sound speed, β is the coefficient of volumetric thermal
expansion, and C p is the specific heat at constant pressure,
which, in general, are all functions of r . The second process,
referred to as the acoustic forward model, determines the US
signals acquired by the imaging system arising from the initial
pressure. PA data are influenced by both the acoustic properties
of the medium and the characteristics of the detector(s).

To quantify the volumetric distribution of chromophore
concentration, the overall inverse problem must be solved.
First, to determine the initial pressure distribution from
recorded data, the acoustic inverse problem must be addressed.
This process, and the resultant map of initial pressure, are
commonly referred to as “PA reconstruction” and the “PA
image,” respectively.

The subsequent step estimates chromophore concentrations
using PA images and volumetric maps of 0(r) and 8(r,λ).
Multiple optical wavelengths are often used to improve
these estimates since each chromophore has a unique optical
absorption spectrum. This approach is commonly called “PA
spectroscopic imaging” or “PA quantitative imaging.” It is not
trivial and requires separate analysis. Details on optical fluence
reconstruction methods are summarized in [61], [63], and [64].

The simple sensor geometry used in many PAUS systems is
determined by the physical access available to US probes for
a specific medical application. The limited size and bandwidth
of these probes affects the quality of reconstructed PA
images, often greatly misrepresenting the shape of volumetric
chromophore distributions (endogenous or exogeneous). For
example, large blood vessels and microvessel networks
containing strongly absorbing blood can be greatly distorted.
In Sections II-A–II-C, these technical difficulties will be
described in detail. Thus, this article primarily focuses on
reconstructing the volumetric shape of absorbers, an essential
component of complete PA inversion.

A. Photoacoustic Signal
The spatio-temporal pressure p(t, r) at time t after initial

pressure generation is given by the PA equation [59](
∇

2
−

1
c2

∂

∂t

)
p(t, r) = −

β

C p

∂H(t, r)
∂t

. (4)

If the excitation laser pulse is short enough to satisfy stress
and thermal confinement conditions, it can be approximated
as an infinitesimally short pulse, δ(t) and hence the H(t, r)
can be represented as H(t, r) = H(r)δ(t). Then, the temporal
profile of pressure at the position of an acoustic detector, r ′,
can be expressed as a Rayleigh integral over the distribution
of heat release [24]

p
(
t, r ′

)
=

0

4πc2

∂

∂t

[∫
d r

|r − r ′|
H(r)δ

(
t −

∣∣r − r ′
∣∣

c

)]
. (5)

Assume a transducer contains J detection elements. Then, the
signal recorded by the j th element can be represented as

y
(
t, r ′

j

)
= ψ

(
p
(
t, r ′

j

))
+ n

(
t, r ′

j

)
(6)

where ψ(·) and n(t, r ′

j ) denote the system function and
acquisition noise, respectively. The goal of PA image

Fig. 3. PA signal generation and detection for a simple 2-D example.
Chromophores located at different r in the medium generate PA waves
at t = 0, and sensors located at r ′ receive them at t = (r − r ′)/c,
where c denotes their propagation speed. (a) Circular sensor array
surrounds the medium. (b) Linear array is at the top of the medium. The
signals received from every sensor are N-shaped if the chromophores
are circular with diameter D, where D determines the duration of the
N-shape. This assumes that light attenuation within the chromophore
sphere can be neglected. If the sensor receives only over a limited
frequency range, the signals are bandwidth-limited N-shaped.

reconstruction is to map initial PA pressure p0(r) [or
the function H(r)] from the measurements {y(t, r ′

j )| j =

1, . . . , J }.

B. Detection Element Geometry
An ideal PACT system must have a cylindrical or spherical

geometry for the transducer sensor array surrounding the
measurement volume to detect all PA signals originating from
every chromophore in the volume [25], [65]. For 2-D sectional
imaging, therefore, the object must be enclosed by a circular
array as shown in Fig. 3(a). The spatial image resolution is
determined by the frequency response of a single sensor in
the array assuming that the detectors are point-like. If the
detectors are not point-like, then their specific geometry must
be taken into account. For instance, a focused array is usually
employed to realize high elevational resolution.

Artifacts are likely present in 2-D imaging because
each sensor can inevitably receive signals from outside the
imaging plane since light is diffused over three dimensions.
To illustrate, consider a scenario where a strong point absorber
lies outside the plane of the detector but is close to the
origin of the circular array. Even if the array has a tight
elevational focus, acoustic waves generated by this absorber
will be detected by all array elements. Since the arrival
time of these signals does not coincide with the in-plane
propagation time from the center of the ring to a given
detector, any 2-D reconstruction cannot eliminate this signal,
resulting in a “blob” artifact rather than a well-defined point at
the image center. Although these artifacts can be significant,
we will limit the scope of this article to 2-D reconstructions
neglecting out-of-plane artifacts. Future studies must address
full 3-D reconstructions to ensure robust PA imaging under all
conditions.

The typical PAUS platform does not even approach an
ideal 2-D geometry because a standard clinical transducer,
typically a linear sensor array as shown in Fig. 3(b), has a
greatly limited view, i.e., PA signals are recorded within an
aperture much less than 180◦. This geometry can be easily
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Fig. 4. Simulation results using standard filtered back-projection
reconstruction. (a) Four example object shapes. (b)–(e) Reconstructions
when the acquisition conditions are (b) circular array with full bandwidth,
(c) circular array with limited bandwidth (11–19 MHz), (d) linear
array with full bandwidth, and (e) linear array with limited bandwidth
(11–19 MHz). Array geometry illustrated with dashed orange line for
each case and all images are shown on a log-scale colormap (40-dB
range).

manipulated and brings PAUS imaging to a wide range of
medical applications where US is currently used. However,
it creates an ill-posed condition that degrades absorber shapes
in the reconstruction process. Thus, PA signals recorded
under limited view conditions impose severe shape artifacts
even for simple objects. The condition is exacerbated if the
target is both discrete and not small compared to an acoustic
wavelength at the central operating frequency of the array.

These points were thoroughly examined in simulation.
Fig. 4 displays reconstructions using a standard method
(introduced in Section II-C) under various acquisition
conditions. To simplify these simulations, light and US
attenuations were omitted, and postimage processing steps
were skipped to focus solely on visualizing the pattern changes
caused by ill-posed conditions. The details are summarized
in the Appendix. When the geometry used a circular array
with full bandwidth, accurate reconstruction was achieved,
as shown in Fig. 4(b). However, narrowing the bandwidth
during acquisition preserved the object shapes but introduced
ripple artifacts, as demonstrated in Fig. 4(c). On the other
hand, when the acquisition view was limited, the shapes
became distorted, as illustrated in Fig. 4(d)–(e).

Image artifacts are exacerbated if the target was not small
compared to an acoustic wavelength at the central operating
frequency of the array. If the absorption field µa(r) at a
specific optical wavelength slowly varies around position r0,
the emitted signal from r0 is extremely weak because of the
derivative term with respect to time in (5). This signal was
even weaker if the sensor has limited bandwidth. For example,
as shown in Fig. 3, a circular absorber generates a bandwidth-
limited N-shaped signal. If the diameter of the absorber is
large, it causes relatively strong signals at boundaries but weak
signals around the center. Only a full aperture and wide
signal bandwidth can recover the low frequencies required for

a faithful reconstruction of a circle. Thus, only targets limited
to strong, sparse absorbers whose shape is point-like or finely
vascular, protruding from other weak absorbers regarded as
background in a medium, can lessen the ill-posedness of this
geometry. In the frequency domain, the signal components for
this class of absorber are distributed evenly across the total
domain, or dominantly in the high-frequency domain. As a
result, even though the derivative term and limited bandwidth
may significantly weaken low-frequency components, PAUS
image reconstruction is still tractable. However, one exception
is the vertical vascular shape, as shown in Fig. 4, because
the array sensors cannot receive plane waves propagating
horizontally. This effect is explained in the frequency domain
in [37]. Simulations in [66], [67], and [68] have also revealed
similar artifacts for this detection geometry.

C. Conventional Image Reconstructions Schemes
Many papers proposed analytical approaches to map the

initial pressure p0(r) [or heating function H(r)] from PA
measurements y(t, r ′) given a well-posed condition. When the
acquisition view and detector bandwidth are full, the detector
function f (·) is linear and the noise n(t, r ′) is zero, the
simplified UBP method [25], [69] can be expressed as

p̃(r) = −ϱ

∫
∂y(t, r ′)

∂t
δ

(
t −

|r − r ′
|

c

)
d r ′ (7)

where the constant ϱ depends on the transducer geometry.
If the density of detector elements is above the spatial Nyquist
sampling rate, the discrete version of UBP can reconstruct PA
sources perfectly from measurements {y(t, r ′

j )| j = 1, . . . , J }

as

p̃(r) = −ϱ
∑

j

∂y
(

t, r ′

j

)
∂t

∣∣∣∣
t=|r−r ′

j |/vs

. (8)

The UBP method can also be used when the view and
bandwidth are limited. As shown in Section II-B, the main
target should be small or vessel-like. Since the strong signals
from compact absorption sites against a uniform background
are short pulses, the derivative term can be ignored in (8).
Instead, postprocessing to smooth the wave oscillation can be
used as

p̃(r) = F

∑
j

y
(
t, r ′

j

)
|
t=|r−r ′

j |/c

 = F

∑
j

f (r, j)

 (9)

where F(·) denotes a processing operator, such as the Hilbert
transform, and f (r, j) = y(|r − r ′

j |/c, r ′

j ). This approach
is very similar to delay and sum (DAS) beamforming used
in radar applications or clinical US imaging [70]. As shown
in (9), before summing, a delay t = |r − r ′

j |/c is applied to
account for the variable propagation distance/time from the
source at position r to the sensor at position r ′

j .
Another reconstruction approach uses time reversal (TR)

to solve the wave inversion equation by simulating a wave
back-propagating to the image field from each sensor [40].
TR utilizes time-reversed reemission of received signals to
focus the energy at the desired imaging location. By iteratively
computing the wave field, TR can account for aberrations if
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medium heterogeneities are not high, but the computational
burden associated with the iteration process is a practical
limitation. If tissue is not fully enclosed by detectors, the
resulting image quality is compromised because TR uses the
DAS framework.

Equations (3), (5), and (6) can be simply expressed as
y = Ap0 where A denotes the forward operator generating
measurement y from source p0. Both DAS and TR methods
cannot invert this operation uniquely due to limited view
and bandwidth conditions. Some groups [71], [72] adopted
penalties (regularizers) based on prior knowledge to obtain a
more plausible solution, where optimization takes the form

p̃0 = arg min
p0

||y − Ap0||
2
2 + g(p0) (10)

and g(p0) denotes the penalty term. However, it is challenging
to identify a penalty function that is general enough for
all samples. In most cases, there is no closed-form solution
available. Iterative algorithms approaching real-time rates are
possible for simple objects and PA data from high SNR, broad
bandwidth, and near-full view tomographic detection [73],
[74], or for aberration correction induced by variance in US
speed [75]. However, iterative inversion methods have not yet
been proven or experimentally demonstrated to converge to the
actual volumetric distribution of heat release for very sparse
PA data (very limited bandwidth and view, and typically low
SNR) acquired from a conventional PAUS geometry [76], [77].

III. DEEP LEARNING FOR IMAGING

A. Supervised Learning
DL is part of a broader family of machine learning methods

based on artificial neural networks. The fundamental learning
technique fits large sets of training data using the model
to find features (patterns) to adapt properly to new data
[78]. Given each data sample as an input, the model outputs
the scalar, vector, matrix, or higher dimensional tensor type,
depending on the imaging task. Supervised learning [79]
takes advantage of an instructor concept to optimize model
parameters that minimize the cost (loss) function measuring
the discrepancy between ground truth (answer) and model
output. During training (learning), the model decomposes
data into shape, texture, or abstract features to facilitate the
recovery of intended visual data.

The learning process can be expressed as

θ̂ = arg min
J∑

j=1

l(x( j), g( y( j)
; θ)) (11)

where J denotes the number of training samples, l(·) denotes
the loss function, x( j) denotes the j th ground-truth, and
x̂( j)

= g( y( j)
; θ) denotes the predicted output of the DL

model g with the parameter set θ when the input is the j th
data sample y( j). To find the optimal set θ̂ , each parameter
is gradually updated by gradient descent approaches. The
stochastic gradient descent framework using batches can
leverage GPU parallel computing to train large-scale neural
networks efficiently.

As described in [78], this approach can be viewed
as minimizing the Kullback–Leibler (KL) divergence

Fig. 5. (a) FCN. The filled circle represents a neuron. One neuron
takes values from neurons in the previous layer, linearly combines the
numbers, performs the nonlinear operation, and passes the resultant
number into the neurons in the next layer. (b) UNET. This network
leverages a CNN. Each arrow indicates an operation. The pivotal layer is
the convolutional one illustrated below. Inputs and outputs to this layer
are multichannel maps. Input maps are convolved with small kernels
(patches/filters) and the resultant maps are summed. The resultant map
passes through the nonlinear function to generate one output map. The
same procedure is performed for other maps.

DKL( p̄data(x)||pmodel(x| y; θ)) where pmodel(x| y; θ) denotes
the probability distribution over data space x given by the input
y and parameter set θ , and p̄data(x) denotes the empirical
distribution defined by the training data. In this context, the
optimization process aims to align the model distribution
with the empirical distribution, ideally representing the true
data-generating distribution pdata(x). Using Gaussians for the
distributions minimizes mean squared error (mse) as the loss
function l(·).

B. Deep Learning Model
Here, we briefly introduce DL models that are best suited

to medical imaging. A fully connected network (FCN) is the
basic DL model, as shown in Fig. 5(a), where it contains an
input layer, hidden layers, and an output layer. Every neuron
(perceptron) in a hidden layer is connected to the neurons in
the previous and next layers and sums all inputs, applying a
nonlinear operation (activation) to the resultant as

h(l+1)
= ϕ(b(l) + W (l)h(l)) (12)

where h(l) denotes the output of neurons in the lth layer or the
input of neurons in the l +1th layer, W (l) denotes the weights,
b(l) denotes biases, ϕ(·) denotes the activation function, such
as a rectified linear unit (Relu), and h(l+1) denotes the output
of neurons in the l+1th layer. For a regression task, the output
layer has no special activation function. It has been shown that
the hierarchical model excels at capturing complex nonlinear
relationships in data and extracting abstract features relevant
across different instances of a problem [78].

Convolutional neural networks (CNNs) have performed well
for various imaging tasks because they leverage common
statistical properties of images such as local invariance [80],
[81]. The basic network block is the convolutional layer
illustrated in Fig. 5(b). Assume one image is input to the
layer; as each small filter travels over the entire image, it can
highlight the specific pattern in a local area and store the
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Fig. 6. (a) RNN. At every time-step, an image is input. In the hidden
layer, the hidden units are connected to convey information to the next
or previous time-step. Trainable parameters are shared in every time-
step. The output image can be produced at any time-step. (b) GAN.
The generator creates a fake image to deceive the discriminator. The
discriminator is a classifier to distinguish between real and fake images.
(c) CGAN. The generator generates a fake image given the condition
(input image). It attempts to make the image as close as the given
reference as well as deceive the discriminator.

degree in the feature map. In the next layer, the feature maps
are convolved with new filter banks to extract deeper features
and store the results in the new feature maps [see Fig. 5(b)].
This process is repeated for the next layers as

D(l+1)
j = ϕ

 K (l)∑
k=1

D(l)
k ∗ p(l)k j + b(l)j

 (13)

where the operation ∗ denotes convolution, K (l) denotes the
number of feature maps (channels) in the lth layer, D(l)

k
denotes the kth feature map (channel) in the lth layer, p(l)k j
denotes the kth filter (patch or kernel) in the lth layer
generating the j th feature map D(l+1)

j in the next layer, b(l)j
denotes the bias, and ϕ(·) denotes the activation function.
Convolutional layers can reduce computational complexity due
to parameter sharing and spatial localization properties. They
have a significantly lower number of connections (trainable
parameters) compared to fully connected layers, and are
suitable for large-scale datasets or resource-limited scenarios.

UNET [82] is one of the CNN networks well-suited to
image-to-image mapping. As shown in Fig. 5(b), the structure
consists of: 1) the encoder conducting multiscale image
decomposition using convolutional layers and downsampling
operators and 2) the decoder recovering an image from
multiscale feature maps using convolutional layers and
upsampling operators. The concept is similar to discrete
wavelet decomposition and reconstruction using filter banks to
identify multiresolution features [83]. The “skip connection”
concatenates feature maps in the decoder with those in
the encoder, so that the decoder can access not only deep
features but also low-level features. Currently, UNET has been
modified by adding attention modules in the convolutional
layers or replacing skip connections into them [84]. Attention
focuses the model on key feature maps and suppresses
redundant features [85], [86]. For example, channel attention
and spatial attention assign weights to different channels
and spatial locations based on their importance for the task,
respectively.

The hybrid architecture combining a CNN with a recurrent
neural network (RNN) has been developed for multiframe
images [87], [88]. As shown in Fig. 6(a), the RNN structure is

specialized to sequential data by inputting data at every time-
step. The network has recurrent connections between hidden
units, simply expressed as

h(t) = g(h(t−1), x(t); θ) (14)

where t denotes the time-step, h denotes the hidden unit, x
denotes the input unit, and g(·; θ) denotes the sharing neural
network with trainable parameters θ over t . The network can
produce an output at every time-step or at specific time-step (in
general, the last step). Like CNN, RNN can reduce complexity
due to parameter sharing and localization across time-steps.

Generative adversarial networks (GANs) [89], [90] can
output more plausible images using ingenious cost (loss)
functions for optimization beyond standard metrics such as
mse or mean absolute error (MAE). The GAN contains
two neural networks: a generator and a discriminator. The
generator captures the real image distribution and creates
a realistic fake image while the discriminator discriminates
fake from real samples. As shown in Fig. 6(b), the generator
G maps from random (noise) space z ∼ pz(z) to image
space x ∼ pg(x), and the discriminator takes either the
generated image or real image to output the probability that
the image came from real samples rather than fake samples.
GAN updates the parameters in the two networks using the
minmax optimization problem as

min
G

max
D

V (D,G) = Ex∼Pdata(x)
[
log D(x)

]
+ Ez∼pz(z)

[
log(1 − D(G(z))

]
(15)

where Pdata(x) denotes the distribution of real image samples.
For instance, if the input is real, the discriminator attempts
to output the number closest to 1 by maximizing the cost.
This architecture can be used for data augmentation in medical
imaging [91], [92].

When the task is image enhancement or reconstruction
from low-quality image or raw data, the conditional GAN
(CGAN) [93] has been adopted, as shown in Fig. 6(c). Pix2pix
[94] is one of the best-known CGANs for image-to-image
translations. In this architecture, the noise vector is replaced by
the image or data as a condition, and the generator is trained
to create the image close to a reference by minimizing the
combination of the KL-based GAN cost and mse or MAE.
Using only mse/MAE, a blurry image is often produced [95].
The addition of GAN cost, however, helps extract details in the
reference and create a more sophisticated image by attempting
to deceive the discriminator.

C. Deep Learning Frameworks for PA Image
Reconstruction

Several studies have explored DL frameworks for the PAUS
geometry. The selection of papers for this review aimed
to highlight recent discoveries concerning learning structure
and/or experimental in vivo results in PA reconstruction
within the context of the PAUS geometry. All PA imaging
work presented here adopted supervised learning to overcome
limited view and bandwidth problems. In every reconstruction
task, the output was commonly a PA image (2-D matrix)
mapping initial pressure p0. However, the input to the
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TABLE I
DATA ACQUISITION CONDITIONS AND RECONSTRUCTION MODELS IN REVIEWED PAPERS

Fig. 7. (a) Imaging plane and sensors (linear array). The
example presented here assumes four strong point-like chromophores.
(b) Channel (sensor) data (raw data). Four wavefronts are shown
in the data domain. (c) Transformed channel data. Data samples
corresponding to the time of flight from each position r are aligned
along the channel axis. (d) Standard DAS imaging result (reconstructed
image). All figures are reproduced with permission from [37].

DL model varied considerably. As shown in Fig. 7, input
data can be categorized into three types: 1) sensor,
or channel, data; 2) preprocessed (transformed) channel data;
and 3) reconstructed images using a conventional method
such as DAS or TR. Table I summarizes data acquisition
conditions and proposed DL models for the work reviewed
here.

Waibel et al. [27] proposed two distinct DL architectures.
The first utilized a standard UNET framework with a rough
DAS image as the input. The second model, derived from
the UNET backbone, replaced each skip connection with a
convolutional layer featuring a large kernel size and a large
step size (called stride) at which the kernel moves across the
data. This modification converted the high-sampled temporal
domain in the encoder to the low-sampled spatial domain
in the decoder. They used simulated (in silico) data from a
linear transducer array obtained solely from circular targets
that mimicked vessel cross sections.

Fig. 8. Simulation test results using (a)–(d) one circular target in
the near field and (e) and (f) two circular targets in the far-field.
(a) and (e) Ground truth. (b) and (f) DAS results. (c) and (g) DL results
reconstructed from the DAS image. (d) and (h) DL results reconstructed
from channel data directly. All figures are reproduced with permission
from [27].

Fig. 8(a)–(d) demonstrated that both models reconstructed
target shapes more accurately compared to standard methods.
For targets located in the far-field [see Fig. 8(e)], the models
predominantly restored the objects [see Fig. 8(g) and (h)],
unlike DAS [see Fig. 8(f)]. Interestingly, despite extremely
faint object traces in the DAS image, the first DL model,
which was fed with the DAS image, restored the objects.
The second model, which used channel data as input, had
a larger number of trainable parameters than the first.
However, it produced more distorted results compared to
the first model. This suggests that the translation from
data to image is considerably more challenging than
image-to-image translation, necessitating more sophisticated
structures specifically designed for this mapping. Although
the parameters of the tissue-mimicking phantom used in the
simulations may not perfectly represent real-world situations,
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Fig. 9. Reconstruction results using (a)–(e) synthetic vascular data,
(f)–(j) in vitro phantom data acquired from chicken breast tissue with two
pencil leads inserted, and (k)–(o) in vivo data acquired from a human
palm. (a), (f), and (k) Ground-truth or acquisition field illustrations.
(b), (g), and (l) DAS results. (c), (h), and (m) TR results. (d), (i), and
(n) Results for UNET fed by DAS images. (e), (j), and (o) Results for the
proposed DL (YNET) fed by both channel data and the DAS image. All
figures are reproduced with permission from [96].

this study is valuable as it represents one of the initial attempts
to apply a DL approach to PA reconstruction and highlights
the potential of DL in the field.

As observed in the literature, mapping channel data directly
to an image is challenging, even though channel data contain
more physical information about the target and acquisition
conditions. Although the drawbacks of mapping image-to-
image are rarely discussed in the literature, it can lead
to artifacts and low generalization, especially when dealing
with complex targets due to limited information. Lan et al.
[96] developed a UNET-based model called YNET, which
addresses these challenges by simultaneously feeding both
channel data and a DAS image into the network. The model
consisted of two encoder modules inputting both channel data
and the image, and one decoder module that produced the
final image. The key concept behind this approach was that
the two encoders shared their feature maps with the decoder
using skip connections at every scale.

Compared to a method employing two independent
networks, the shared decoder in YNET could leverage
features from both channel data and image domains, while
also reducing the number of trainable parameters. Channel
data were acquired using a 7-MHz linear transducer with
80% bandwidth. For target objects in simulations, vascular
structures were extracted from fundus oculi images [101],
and training data were synthesized under limited view and
bandwidth conditions. The DL model was trained with
synthetic data and the model was tested using simulation
data, in vitro chicken breast data, and in vivo human palm
data, demonstrating that the proposed model significantly
improved imaging performance, as shown in Fig. 9. The
method presented targets with higher contrast compared to
standard methods (DAS and TR) and fewer artifacts than a
UNET model fed by only a DAS image.

Kim et al. [37] proposed a new form of input data for
a UNET model. As shown in (9), channel data y can be
transformed to f based on the time of flight of an US pulse
from a potential PA source. Fig. 7(c) illustrates this conversion

Fig. 10. Reconstruction results using (a)–(d) synthetic vascular data,
(e)–(h) in vitro phantom data acquired from a “W” shape wire, and
(i)–(l) in vivo data acquired from a human finger. (a), (e), and (i) Ground-
truth or acquisition field illustrations. (b), (f), and (j) DAS. (c), (g), and
(k) Results of UNET fed by DAS images. (d), (h), and (l) Results of
UNET fed by transformed channel data. All figures are reproduced with
permission from [37].

when the imaging plane is 2-D [r = (z, x)]. Discretization
of f (r, j) creates multichannel 2-D matrices (3-D tensor).
Specifically, r is sampled using image pixel positions and
assigned channel data samples based on the time-of-flight
(t = |r − r ′

j |/vs) from each pixel position to each sensor
(channel). Using this multichannel data as input, the DL
model can more effectively access the primary data samples
contributing to each pixel position. If the pixel resolution is
sufficiently high, the model can handle raw data with minimal
information loss in both the encoder and decoder.

The target of this study was vascular structures, and thus
a fundus oculi database [101] was also employed as a
reference. During simulation, real acquisition conditions were
mimicked (linear probe, center frequency: 15 MHz, 3-dB
bandwidth: 8 MHz), and synthetic raw data were generated to
train the model. Results showed the effectiveness of feeding
preprocessed data using synthetic vascular data, in vitro data
(w-shape wire), and in vivo data (human finger). This approach
restored more detailed structures with fewer artifacts compared
to inputting the DAS image, as illustrated in Fig. 10.

Vu et al. [97] introduced a GAN-based model to enhance
images acquired with the PAUS geometry. While the
traditional GAN loss function [see (15)] is typically based on
KL or Jensen–Shannon (JS) divergence [89], these approaches
often fail because of gradient vanishing and mode collapse
[102], [103]. The metric turns infinite when the generated
distribution does not overlap with the real distribution. Instead,
these researchers adopted Wasserstein GAN (WGAN) [102],
which utilizes the continuous loss called the Wasserstein
distance (also known as Earth’s Mover distance) to enhance
stability (convergence) during min-max optimization. They
employed a CGAN framework and constructed a loss function
that combines GAN loss with mse.

As described in Section III-B, GAN loss guides the
generator to produce image samples aligned well with
the distribution of real image samples, thus deceiving
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Fig. 11. Reconstruction results using (a)–(d) synthetic circular disks
data, (e)–(h) synthetic vascular data, and (i)–(l) in vivo data acquired
from the mouse trunk. (a) and (e) Ground-truth. (i) US B-mode image.
(b), (f), and (j) TR results. (c), (g), and (k) Results of UNET fed by TR
images. (d), (h), and (l) Results of the proposed DL (WNET-GP) fed by
TR images. All figures are reproduced with permission from [97].

Fig. 12. Reconstruction results using (a)–(c) in vitro phantom (pencil
lead) data and (d)–(f) in vivo data acquired from methylene blue injected
into a mouse. (a) and (d) Ground-truth or acquisition illustrations. (b) and
(e) Standard image reconstruction results. (c) and (f) Results of the
DL model fed by (b) and (e) images. All figures are reproduced with
permission from [98].

the discriminator. The generator in their model used an
initial TR image. For reference images, they generated
simulated images with randomly distributed circular disks,
and they also employed a brain vascular database obtained
through two-photon microscopy [104]. Training and testing
data were generated in a simulation environment assuming
a linear transducer with a center frequency of 5 MHz
and a 3-dB bandwidth of 60%. Additionally, for in vivo
testing, they imaged skin vasculature in the trunk of a
mouse. As demonstrated in Fig. 11, the proposed model
improved the visibility of target structures, including ver-
tical vessels. Compared to a standard UNET model, the
proposed model preserved fine structural details with higher
contrast.

An LED has some advantages as a light source in PAUS
systems. It is cost effective, can operate at very high repetition
rates, and can switch between different optical wavelengths
quickly. However, its low fluence produces very weak PA
signals. In their study, Hariri et al. [98] developed a DL
framework specifically designed to enhance image contrast in
LED-based PAUS systems.

Fig. 13. Reconstruction results using (a)–(d) in vitro phantom (wire)
data and (e)–(h) in vivo data acquired from a human hand. Multiple
frame images (DAS images) were averaged. (a) and (e) Ground-truth or
acquisition illustrations. (b) and (f) Standard averaging results. (c) and
(g) Results using only the CNN-based model. (d) and (h) Results using
the proposed DL model combining CNN and RNN. All figures are
reproduced with permission from [99].

Fig. 14. Reconstruction results using (a) and (b) in vitro phantom data
and (c) and (d) in vivo data acquired from melanoma on a patient’s heel.
The phantom is heterogeneous, where three layers had different SOSs.
(a) and (c) Standard DAS images using 1540 m/s as SOS. (b) and
(d) Results using the proposed DL method. All figures are reproduced
with permission from [100].

To simulate complex vascular networks, they constructed
an in vitro phantom using 3-D printing with a light-
absorbing material. Additionally, TiO2-based optical scatters
were introduced into the phantom to acquire low-fluence data
typical of in vivo conditions. PA images from scattering and
nonscattering media using a 15-MHz linear transducer served
as training input and reference data, respectively. The authors
employed a multilevel wavelet-CNN architecture, which
was also based on the U-Net backbone. Common pooling
operations in the U-Net architecture, typically employed
to enlarge the receptive field, often result in irreversible
information loss [105], [106]. Therefore, in this study,
these pooling operations were replaced with discrete wavelet
and inverse-wavelet transforms, gradually restoring image
resolution to access multiscale features. As illustrated in
Fig. 12, the DL model provided higher contrast-to-noise
ratio (CNR) images compared to input images in in vivo
experiments involving mice injected with contrast agents.

A common approach to improve image quality in LED
systems is to average multiple image frames, taking advantage
of fast data acquisition. Anas et al. [99] proposed a DL model
that effectively combines low-quality images to generate an
enhanced image. The DL model integrated CNNs and RNNs,
where the CNN extracted spatial features from each image
frame and the RNN combined these features by considering
temporal dependencies. To train and test the model, images
were acquired from an in vitro phantom containing gold
magnetic nanoparticles or wires. A reference image was
generated by averaging multiple frames and filtering noise.
The results demonstrated that the DL model produced
clearer images compared to standard averaging techniques,
as depicted in Fig. 13.

The studies reviewed above assumed a static and known
SOS in tissue. However, discrepancies between the assumed
value and the actual value can lead to noticeable phase
aberrations. While TR is a well-known technique for
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aberration correction, its main practical challenge lies in its
limitation to coherent reflectors, such as a point target at
the focal point [107]. In their research, Jeon et al. [100]
proposed a UNET-based model named SegU-net to accurately
determine the true static SOS and minimize aberration
artifacts. The model was trained using multichannel images,
each reconstructed using raw data and a different SOS within
the range of 1460–1600 m/s. A PA image obtained using
the true SOS served as the ground truth. These authors
modified the UNET architecture by incorporating additional
links between the encoder and decoder to facilitate detailed
feature extraction. Both in-silico and in vivo experiments
demonstrated that the network effectively enhanced the main
lobe while suppressing sidelobes, reducing aberration artifacts
even in heterogeneous media as illustrated in Fig. 14.

IV. CONCLUSION AND DISCUSSION

A. PAUS Imaging

PAUS imaging systems integrate a fiber-optic delivery
system within a conventional clinical US transducer, enabling
simultaneous PA and US imaging with flexible physical
manipulation for human subject scanning. They can potentially
image microvascular structures and blood perfusion in
localized areas, leveraging the strong optical absorption of
blood for contrast and high US frequencies for fine spatial
resolution. Consequently, integrated PAUS imaging has the
potential to detect and quantify vascular diseases such as
atherosclerosis or stroke, as well as monitor angiogenesis.
With a few cm light penetration depth (approximately
3–5 cm, depending on the optical scattering and absorption of
background tissue for a specific application), PAUS imaging
may also be well suited to image different forms of cancer,
such as melanoma, ovarian, thyroid, muscle carcinoma, and
breast cancers [21], [108].

Real-time PAUS imaging may also bring molecular
sensitivity to conventional US. Spectroscopic PA imaging
leverages the optical absorption spectrum of molecules to
identify specific species in the body. Endogenous molecular
imaging primarily exploits the molecular characteristics of
hemoglobin and, under controlled conditions, can measure the
local oxygenation state of blood [61]. Exogenous molecular
imaging exploits the specific absorption spectrum of contrast
agents for a range of applications in molecular diagnostics
and therapy. Of particular interest are applications where
molecular labeling is combined with real-time spectroscopic
PAUS to guide interventions such as drug delivery, surgeries,
and therapies [109].

Although the promise of PAUS imaging is substantial,
the poor image quality of PA images reconstructed using
the limited view and bandwidth of handheld US arrays has
severely limited clinical adoption. As discussed in Section II,
PA imaging to determine initial PA pressure (or heat function)
serves as a crucial preliminary step before subsequent
quantification of target absorbers. However, as evidenced by
simulation results (see Fig. 4) for this acquisition geometry,
scanning areas encompassing numerous absorbers produce PA
images with significant artifacts and shape-distortions using
conventional approaches. These images are not accurate and

do not faithfully depict the distribution of initial PA pressure.
Here, we have presented a review of diverse DL frameworks
focused on overcoming these limitations of clinical PAUS
imaging with a handheld probe.

B. DL Reconstructions in PAUS Imaging

In particular, DL techniques can mitigate the physical
limitations imposed by the PAUS platform, potentially
translating this important tool into clinical applications.
As demonstrated in Section II, PA image reconstruction
(i.e., the acoustic inverse problem) is ill-posed for limited-
view and limited-bandwidth data. To address this issue,
target absorbers were inevitably constrained to point-like,
small circular, or vascular objects. However, conventional
methods like DAS or TR still produced low-contrast and low-
resolution images with artifacts. The typical DL framework
serves as a postprocessing tool, taking a conventionally
reconstructed image (DAS or TR) as input and producing a
higher quality output image. In particular, the UNET model
is commonly chosen for this problem because both the input
and output belong to the image domain and share the same
size. In the model, encoder and decoder components are
explicitly designed to extract and combine multiscale features,
respectively.

To further enhance image quality, numerous studies utilizing
the UNET framework extended the model’s access to
additional information and modified the network structure
to accommodate these changes. Additional information
includes channel data, tensor data derived from channel data,
combinations of channel data and a DAS image, or DAS
images obtained using different sound speeds. In some cases,
the model incorporates additional skip connections between
the encoder and decoder or replaces existing skip connections
with convolutional layers. These modifications access features
at various levels of abstraction, enabling the network to
leverage both low-level and high-level features for a more
comprehensive representation.

In addition, alternative frameworks such as RNN or
GAN have also been explored. For instance, one study
combined RNN with CNN to address multiframe images
and strategically average them. Another study adopted a
GAN architecture, where the UNET-based generator aimed
to generate images that closely resembled reference images
by attempting to deceive the discriminator beyond standard
loss metrics like mse. These novel frameworks offer additional
avenues to improve PAUS image quality.

As the size of input data increases, there is a growing
need for enhanced DL network efficiency. In line with
this, as discussed in Section III, several research groups
have incorporated a simple attention mechanism into the
UNET architecture to capture spatial dependencies beyond
the limitations of a convolutional filter [84]. Currently,
the vision transformer (ViT) [110], which leverages the
concept of self-attention, has performed at a high level
for various medical imaging tasks by effectively capturing
long-range dependencies. Unlike convolutional architectures,
self-attention can capture relationships between different
subsections in the full image domain regardless of their
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positions [111]. The ViT model is clearly a viable option for
complex and voluminous PA data.

The majority of papers reviewed here focused on supervised
approaches where in-silico data served as a reference for
model training. However, the inherent discrepancy between
in-silico training data and real test data is a major issue
for clinical translation. Acquiring a large volume of ground-
truth data (gold standards) is challenging, leading research
groups to rely on synthetic data to train their models.
Consequently, performance in a clinical setting heavily
depends on the similarity between synthetic and real tissue
models. To mitigate this issue, plausible ranges or distributions
of optical parameter values for each tissue have been used,
with the aim of facilitating successful transfer learning.

Despite these efforts, unexpected artifacts have been
reported in many papers due to the underlying disparities
between synthetic and real data. This is exemplified in
Figs. 9 and 10, where the yellow arrows indicate the
likelihood of these artifacts occurring. One presumable
cause for these artifacts could be that the synthetic model
is based on a 2-D geometry, while real data represent a
3-D environment. As discussed in Section II, the influence
of absorbers extends beyond the plane of interest (in-plane)
to those located out-of-plane in PA data acquisition. Given
that each transducer element has elevational directivity during
acquisition, misinterpreting PA signals from out-of-plane
sources as originating from in-plane sources could be a
plausible explanation for such artifacts. Thus, the development
of more realistic 3-D tissue and transducer models holds the
potential to bridge the gap between training and test data,
leading to artifact reduction.

An alternative that can address this challenge is unsuper-
vised learning using approaches such as CycleGAN [112].
CycleGAN uses GANs for image-to-image translation or raw
data-to-image translation without requiring paired training
data. The fundamental idea behind CycleGAN is cycle
consistency loss, which forces the translated image to be
accurately reconstructed back to its original form. For instance,
in the case of translating a horse image to a zebra image
to deceive a discriminator, the translated zebra image is not
random but rather constrained to closely resemble the original
image due to the loss. In the field of medical imaging,
CycleGAN learned mappings between different domains,
such as CT and MRI [113], enabling image transfer while
preserving content. In the context of PA imaging, where
obtaining paired data is challenging, exploiting CycleGAN can
provide a more convenient approach for image reconstruction
tasks.

PAUS systems offer a significant advantage by providing
both a standard US image and a PA image [114]. This
implies that DL networks can leverage US data to enhance
PA imaging using acoustic features. For instance, US B-mode
images can be particularly valuable in obtaining accurate
SOS measurements. In a tissue domain with large vessels,
US data can provide essential information about their position
and shape, which may not be readily observed in PA
images. In cases where involuntary movement occurs during
scanning or data acquisition, US speckle can be used for
motion tracking and compensation [26]. Furthermore, two

different domains, US and PA, present a promising opportunity
for unsupervised learning such as CycleGAN, offering
considerable enhancements in real-time PAUS images. They
have the potential to strengthen PA/US dual-mode imaging
[115], [116], [117], offering complementary information that
can enhance its translation into practical clinical applications.

C. Extension of DL Frameworks

DL frameworks can be extended to further reinforce PAUS
imaging. First, they can potentially mitigate clutter signals
caused by sound reverberation between reflectors in tissue. For
instance, Allman et al. [118] presented a CNN-based model
designed to identify reflection artifacts and source signals,
focusing on scenarios where the object was limited to point-
like targets. In the domain of standard US imaging, numerous
DL techniques have been introduced to suppress reverberation
clutter [119], [120], [121].

Second, as 3-D US imaging evolves, free-hand PA imaging
with DL can be extended to include 3-D imaging capabilities.
In traditional US imaging, a 2-D matrix probe is employed
to simultaneously scan multiple image planes and acquire
volumetric data in real-time. However, this approach requires
a higher cost to achieve high spatial resolution, and the
computational demands are intense. One approach to tackle
these challenges is the use of a sparse 2-D matrix probe,
in which elements are intentionally skipped or spaced further
apart to reduce the number of physical elements in the probe.
In this context, DL plays a crucial role in enhancing image
reconstruction from undersampled data, thus compensating
for element reductions compared to dense arrays [122].
Additionally, panoramic imaging techniques can help create
extended 3-D field-of-view images by stitching together
multiple 2-D images obtained by sweeping a standard probe.
Presently, DL methods were employed to estimate the probe’s
position and movement without requiring any additional
positional sensors [123], [124].

Finally, DL frameworks hold the potential to enhance
spectroscopic PA imaging, mapping chromophore concen-
tration using PA spectra acquired at different wavelengths.
Accurately estimating chromophore concentrations poses a
significant challenge due to spectral distortion [61], [125]. The
PA spectrum at a specific spatial position is influenced not
only by the linear combination of intrinsic absorption spectra
of chromophores at that position but also by wavelength-
varying optical fluence. DL methods [126], [127], [128],
[129], [130] offered a solution to this challenge by mapping
from PA images acquired at multiple wavelengths, eliminating
the need for prior knowledge such as fluence maps and
intrinsic absorption spectra of chromophores. Additionally,
spectroscopic PA imaging holds promise for automatic
segmentation and isolation of target objects. Currently,
multispectral imaging combined with DL techniques improved
task performance [129], [131], [132].

Although these methods have been validated in simulation
settings, comprehensive validation in vivo remains largely
unexplored. Presently, tissue phantom models used to generate
training data are often considered overly simplistic to ade-
quately simulate real-world scenarios. To tackle this limitation,
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some researchers have embarked on alternate approaches,
such as creating phantoms that integrate information from
other imaging modalities. For instance, Yang and Gao [128]
designed a 3-D heterogeneous tissue structure by leveraging
an MR breast database, subsequently assigning optical and
acoustic parameters to replicate a more realistic environment.
In existing literature, PA images reconstructed using DAS or
TR methods are commonly used as input to DL models [126],
[127], [128], [129], [130]. Expanding upon this framework,
two approaches will be pursued: 1) using two separate DL
networks, where one network focuses on generating clear PA
images from PA signals, while the other network is dedicated
to generating the map of chromophore concentration from
PA images and 2) alternatively, a single DL network will
be trained using an end-to-end learning approach, directly
mapping PA signals to the predicted concentration map.

D. Challenges
A current challenge to DL approaches for PA reconstruction

is the lack of performance comparisons between DL
methods in the current literature, mainly due to individual
model optimization using separate datasets. To address this
issue, the availability of a publicly accessible framework
to evaluate novel DL methods using identical reference
data, including both phantom and real data, would prove
invaluable. This framework would facilitate the comparison
of different methods, thereby expediting the advancement
of PA reconstruction techniques. Open frameworks have
already been established in some medical imaging fields to
address similar challenges. For instance, the Challenge on
Ultrasound Beamforming with DL (CUBDL) was offered
during the 2020 IEEE International Ultrasonics Symposium
[133].

Additionally, a significant challenge is in vivo validation
of all DL techniques. This presents significant hurdles in
translating these techniques to clinical practice and, to date,
none have achieved clinical translation. While many DL
studies have been validated in simulation by quantifying mse-
based metrics between estimates and the ground-truth of
initial PA pressure, their validation has often been limited
to in vitro phantom experiments. The focus of these studies
to date has been to assess the clarity of reconstructed
absorber shapes and the reduction of artifacts arising from
ill-posed conditions. Although some studies have extended
validation to in vivo scenarios, these evaluations mainly
focus on the plausibility of reconstructed absorber shapes,
which relies heavily on prior anatomical knowledge. Given
the scarcity of quantitative ground-truth maps in vivo, most
papers have omitted quantitative evaluation of their DL
results. For instance, in situations where the target is blood
vessels, the initial PA pressure can exhibit positional variations
within vessels, a factor often overlooked in evaluations.
Therefore, a compelling future challenge involves addressing
this limitation and developing methodologies to quantify the
performance of DL techniques in vivo.

E. Conclusion
In conclusion, reconstructing PAUS images with DL is

very new, but there is no doubt that this framework holds

TABLE II
EQUATIONS AND PARAMETERS FOR SIMULATION

significant potential to improve the modality. With the advent
of next-generation computing systems, more complex and
realistic tissue models can be created through simulations
in a shorter time. The development of efficient networks
trained on large volumes of data will greatly facilitate
successful transfer learning from virtual environments to real-
world applications. Additionally, unsupervised techniques,
especially those incorporating US data, can potentially
improve performance and make DL systems more robust for
real clinical applications. Similar to recent advances in CT and
MR imaging resulting from DL tools, as PAUS systems and
imaging techniques become more standardized, a wealth of
patient data will become available. Abundant human subject
data will provide ample opportunities to thoroughly evaluate
DL methods, leading to increased trust and confidence in their
clinical utility.

APPENDIX
RECONSTRUCTION SIMULATION

We employed a custom simulation method outlined
in (5) and (6) for data generation and (8) for image
reconstruction. To simplify the simulation, in (6), the system
function was set as an identity function, and the acquisition
noise was set to zero. As depicted in Fig. 4(a), absorbed
energy in each object [H(r) in (5)] remained constant. For
both the circular array and linear array, the center frequency
was 15.63 MHz, and the 3-dB bandwidth was 8 MHz. Table II
summarizes all parameter values.
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