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Amplitude/Phase Retrieval for Terahertz Holography
With Supervised and Unsupervised Physics-Informed
Deep Learning

Mingjun Xiang *“, Hui Yuan

Abstract—Most neural networks proposed for computational
imaging (CI) in the terahertz (THz) bands require a large amount
of experimental data to optimize their weights and biases. However,
obtaining a sufficient number of ground-truth images for training
is challenging in the THz domain due to the requirements of
environmental and system stability, as well as the lengthy data ac-
quisition process. To overcome this limitation, this article proposes
novel supervised and unsupervised physics-informed deep learning
(DL) methods for amplitude and phase recovery by incorporating
angular spectrum diffraction theory as prior knowledge. First, we
demonstrate that our unsupervised dual network can predict both
amplitude and phase simultaneously, overcoming the limitations
of previous studies that could only predict phase objects. This is
demonstrated using synthetic 2-D image data as well as measured
diffraction images. The advantage of unsupervised DL is its ability
to be used directly without labeling by human experts. In addition,
we address supervised DL, which is a concept of general applica-
bility. We introduce training with a database set of 2-D images
taken in the visible spectra range and numerically modified by
us to emulate THz images. This approach allows us to avoid the
prohibitively time-consuming collection of a large number of THz-
frequency images. Furthermore, we employ a combination method
that enhances the sharpness of image edges, improves contrast, and
effectively aligns the approach with the ground truth. The results
obtained using both approaches represent the initial steps toward
fast holographic THz imaging with reference-beam-free, low-cost
power detection.
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I. INTRODUCTION

MAGING at terahertz (THz) frequencies (0.1-10 THz, wave-

lengths of 3 mm-30 pm) has received considerable attention
in recent years. Application areas for THz imaging explored
at present include nondestructive testing [1], quality monitor-
ing [2], security screening [3], [4], biomedical imaging [5],
and sensing for robotics and vehicle control [6]. The applied
imaging modalities increasingly include coherent holographic
approaches [7], variously because they allow the capture of
comparatively large scenes with good spatial resolution, offer
the possibility of 3-D scene reconstruction, may have a relaxed
demand on the optical imaging optics, or lend themselves for
advanced numerical image processing, e.g., exploiting sparsity
effects. However, at lower THz frequencies, and especially in the
sub-1-THz frequency range, which is most relevant for many
applications, one is forced to perform coherent detection as a
serial rather than a parallel process [8], [9], [10]. The main
reason is that power availability at these THz frequencies is
a critical issue [11]. While detector arrays (with pixel numbers
limited to hundreds or at most a few thousand [7]) in principle
are available, the limited power makes it difficult to provide
a reference beam for multipixel interferometric or heterodyne
phase measurements. The need for serial data recording makes
coherent imaging time-consuming and is not conducive to im-
age reconstruction, since phase distortion and noise introduced
during signal recording strongly affect data quality, especially
in the case of weak signals [12], [13].

To overcome these limitations, it would be highly advanta-
geous to perform computational phase retrieval from the am-
plitude or intensity diffraction pattern obtained with the object
beam alone. This approach would significantly reduce power
requirements, simplify the measurement system, and accelerate
the data acquisition process. It would enable a transition from
coherent detection with single ultrafast receivers to low-cost
power detection for THz holography.

Conventional methods suffer from either slow convergence
or slow image capture speed in the THz bands. For instance,
the Gerchberg—Saxton (GS) algorithm relies on iterative pro-
cessing of diffraction patterns recorded at different distances
to improve convergence and reliability [14], [15], [16]. Using
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Tllustration of the supervised phase reconstruction model. (a) Random original image from the MNIST dataset. (b) Modified amplitude and phase image.

(c) Amplitude diffraction pattern in the THz domain calculated by the physical model. (d) Scheme of the convolutional neural network (CNN) of the supervised
DL method. A measured diffraction pattern is the input of the CNN, and the output is an amplitude/phase image. The mean squared error (MSE) between this
amplitude/phase reconstruction and the ground truth amplitude/phase is taken as the loss function to optimize the CNN (see Supplementary for further details).
(e), (f) Evolution of the MSE for amplitude and phase during pretraining (blue lines) with 60 000 images and testing with 10 000 ones (orange lines).

only one diffraction pattern for amplitude/phase retrieval always
yields poor results due to the lack of constraint conditions and
prior knowledge of the imaged targets [17], [18], [19]. On the
other hand, approaches like the multiple-plane phase retrieval
algorithm [20], [21], [22] employ wave propagation in multiple
planes with recorded data, eliminating the need for support
constraints and prior knowledge of the project. However, one
drawback of this method is its slower imaging speed, taking,
for example, around 36 h [22] to capture an image. Recently,
deep learning (DL) techniques have emerged as a promising
and efficient method for precise image reconstruction [23],
[24], [25]. These techniques include supervised DL methods
that rely on labeled experimental data [26], [27], [28], as well
as unsupervised DL methods suitable for unlabeled data, such
as PhysenNet [29]. Nevertheless, the expensive acquisition of
THz images poses a challenge for supervised training with
experimental data.

In this article, we propose two novel physics-informed DL
methods for phase retrieval in THz holographic imaging. These
methods incorporate prior knowledge of angular spectrum
diffraction theory [30], [31], [32]. Physics-informed DL com-
bines mathematical physics models and data synergistically,
ensuring that the computations respect the physical laws and
symmetries of the modeled system, typically described by or-
dinary/partial differential equations or integral equations [33],
[34]. This approach has demonstrated its powerful capability
in solving inverse problems in physics [35], [36], [37]. DL
methods can also be employed for classification tasks in THz
imaging, such as distinguishing the shapes of 2-D objects based
on their diffraction patterns [38]. However, it is important to

note that classification tasks rely on a limited number of known
types of objects, shapes, or other characteristics, and can neither
be applied for classification outside of this pool nor for image
reconstruction. In this article, we explore techniques for image
reconstruction without type restriction, utilizing both supervised
and unsupervised DL methods.

The proposed supervised DL method utilizes the visible-light
MNIST dataset for training, which addresses the issue of slow
recording of THz frequency images by requiring only the record-
ing of a reference beam. Compared to unsupervised learning
methods, it requires longer training time but provides high
prediction speed and robustness against noise in experimentally
generated images after training [see Fig. 3(i) for details]. On the
other hand, the unsupervised method can be used without label-
ing or extensive data preparation, and it enables simultaneous
reconstruction of amplitude and phase, expanding the working
range of previous unsupervised DL methods.

II. METHODS

Fig. 1 displays the flowchart that illustrates the proposed
supervised amplitude/phase reconstruction, demonstrated using
handwritten digits as an example. Since a sufficiently large
THz dataset is not available, we utilize the public MNIST
dataset, which comprises thousands of photographs taken in the
visible spectral range. These MNIST images are preprocessed
to transform them into effective THz images, as depicted in
Fig. 1(a)—(c). This preprocessing involves two steps: 1) superim-
posing the Gaussian field-amplitude profile of a measured THz
beam (recorded in the experimental setup discussed below) onto
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the images to obtain the modified amplitude, and 2) determining
the phase contour based on the object’s material and thickness
to obtain the modified phase.

The specific process is to first measure the amplitude and
phase maps of the THz beam. A measurement example can
be found in the supporting information, demonstrating that the
beam has an isotropic amplitude distribution and near-constant
phase over its cross section. A numerical evaluation of the beam
profile reveals a near-Gaussian beam shape. The MNIST dataset
consists of images with dimensions of 28 x 28 pixels. We resize
them to a pixel number of 72 x 72 equal to that of the data
that we collect in our experiment. Afterward, we multiply the
MNIST data by the reference amplitude map. Regarding the
phase assignment, which can be challenging for 3-D objects,
we benefit from the 2-D nature of the objects considered in this
article. Since our validation experiment uses metal screens with
cut-outs as objects, the phase at the metallic portions is random.
It can be set to any value because it will be multiplied by an
amplitude of zero. The phase at the open sample regions is set
to be the phase in the object plane back-propagated from the
recorded reference beam.

Next, we employ the physical model H (described below)
to calculate the field-amplitude diffraction pattern of the effec-
tive THz image using the Huygens-Fresnel principle [30]. This
diffraction pattern serves as input to the convolutional neural
network (CNN) depicted in Fig. 1(d), which is inspired by
U-Net [39]. The CNN architecture consists of a downsampling
path and a symmetric upsampling path (for a detailed descrip-
tion, refer to the Supplementary material). The output of the
network is the reconstructed phase images. Subsequently, the
same network is used for amplitude retrieval from the diffraction
patterns.

The learning curves shown in Fig. 1(e) and (f) demonstrate
the convergence of the network to low validation loss values
after approximately 50 epochs, indicating that the network has
not overfitted the training dataset. For amplitude and phase,
we achieve validation losses (MSE) of 0.00018 and 0.00048,
respectively, after 100 epochs. In image processing, MSE is
commonly used to measure the quality of the reconstructed
image compared to the ground truth. It represents the Euclidean
distance between images and is simple and efficient to evaluate,
making it suitable for large-scale image processing tasks. In
addition, MSE is a convex function and possesses good mathe-
matical properties [40].

The physical model, H, simulates the experimental THz
imaging process. If a planar object is illuminated by a beam, the
complex-valued field amplitude immediately behind the object
can be written as

Eo(z,y,2 = 0) = Ag(z,y,0)e?0@v:0), (1)

where Ag and ¢ are the amplitude and the phase at the ob-
ject plane. Over a distance d, diffraction reshapes the field as
follows [30], [31]:

Ey(z,y,2 =d) = / Eo(fu, fy) G e U=mthov) g df,
)

7 —2A2Ff2_1)2f2 . . .
where G = e™*V 1= /E2217 i the wave propagation function,

A the wavelength, E, the spatial Fourier transform of Ey with
fz =x/Ad and f, = y/A\d as the spatial frequencies in the x
and y directions. The diffraction pattern is the field’s absolute
value

A(x,y,z =d) = |Eq(x,y,z = d)| = H(¢o, Ao) (3)

where H (-) represents the mapping function relating the object
to the diffraction pattern A. The challenge is now to achieve an
inverse mapping, H~*(-), such that

do(w,y,0) = H™ ' (A(z,y, 2 = d)). S

The supervised method of Fig. 1 utilizes a parameterized
network function Ry (6 denoting the network weights and
bias parameters) to approach the desired inverse mapping
H~'(-) via learning based upon the labeled training set
St = (Ag, or), k = 1,2,..., K, thus solving the optimization
problem of

Ry = argemin |Ro(Ar) — dull>  V(éw, Ar) € Sp.  (5)

A corresponding inverse mapping reconstructs the amplitude
information of the object, Ay. A different strategy is applied with
the proposed unsupervised DL method shown in Fig. 2. Without
the need for pretraining on large labeled datasets, it works
directly on the amplitude A(z,y,z = d), i.e., the propagated
diffraction pattern of the object. Unlike PhysenNet, which was
developed for visible-range images and only phase objects [29],
the model proposed here is suitable for all holographic systems
and has no object restrictions. The field-amplitude diffraction
pattern is the only input to the CNN, which is designed to
generate estimated phase and amplitude maps simultaneously
(see Supplementary for a detailed description). The two output
paths share the CNN’s front layers in order to ensure that the
same object information is analyzed, and the path splits in two
only at the backend. The model H is then applied to convert
the network outputs to an estimated diffraction pattern. The
MSE between the input and the estimated diffraction pattern
is fed back to the network to optimize the weights and bias
values via gradient descent. Thus, the retrieval of the phase is
formulated as

Ry- = arg min || H(Ro(A)) - A% (6)

This will force the calculated diffraction pattern to converge to
the measured pattern, as the iterative process proceeds.

III. RESULTS AND DISCUSSION

We demonstrate the performance of the proposed supervised
and unsupervised methods using data derived from simulations
(THz-emulated MNIST) and experiments, respectively. In the
simulations, we compared the proposed methods with two typi-
cal phase retrieval methods, namely the Gerchberg—Saxton (GS)
algorithm [15] and in-line holography direct reconstruction [41].

The results are illustrated in Fig. 3. We used randomly chosen
digits “5” and “6” for demonstration because they encompass
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phase and amplitude maps, which are then numerically propagated via the model H to simulate the diffraction and measurement processes, yielding an estimated
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the loss function used to optimize the NN parameters (see Supplementary).

reconstruction

Fig.3. Comparison of different amplitude/phase retrieval methods. (a), (1) Diffraction patterns of a digit “6” and *“5” from the testing dataset. (b), (g) and (m), (r)
Ground truth of the objects’ amplitude and phase. (¢)—(f) and (n)—(q) The amplitudes reconstructed by means of (c), (n) the unsupervised DL method; (d), (o) the
supervised DL method; (e), (p) the GS algorithm; (f), (q) the direct reconstruction. (h)—(k), (s)—(v) The phases reconstructed by means of (h), (s) the unsupervised
DL method; (i), (t) the supervised DL method; (j), (u) the GS algorithm; (k), (v) the direct reconstruction.

various shapes found in the dataset, such as horizontal, verti-
cal, and curved lines. The units of the phases’ colorbars are
[0, 0.5] % 27. Note that the diffraction patterns shown in Fig. 3(a)
and (1) are the only input to both methods. We used the MSE
to measure the quality of the reconstructed amplitude/phase

images compared to the ground truth shown in Fig. 3(b), (g) and
(m), (r). As mentioned earlier, the proposed unsupervised DL
method works directly on diffraction data without prior training.
As the optimization progresses, the MSE drops to 107° after
500 epochs, resulting in concurrently updated amplitude and
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Experimental setup and detected images. (a) And (b) display a schematic of the THz holographic imaging system and the photograph of our setup.

(c) Shows the diffraction pattern we measured. (d) And (j) are the ground truth amplitude and phase. (e)—(i) and (k)—(o) Visualize the amplitude and phase images
recorded by the different methods; (e), (k) the unsupervised DL method; (f), (1) the supervised DL method; (g), (m) the sequential combination of the two methods;

(h), (n) GS algorithm; (i), (o) direct reconstruction.

TABLE I
COMPARISON OF DIFFERENT AMP/PHA RETRIEVAL METHODS

Quality (Average MSE)

Method Pre-training  Inference time
amp / pha
Unsupervised DL 0.0011 /0.0182 No ~1 min
Supervised DL 0.0004 / 0.0021 Yes <0.1s
GS algorithm 0.0035 / 0.3067 No ~1 min
Direct reconstruction 0.0096 / 0.2066 No <0.l's

phase patterns shown in Fig. 3(c), (h) and (n), (s). The MSE
values between the amplitude/phase reconstructed using unsu-
pervised DL and the ground truths are 0.0016 and 0.0166 for
the digit “6,” and 0.0006 and 0.0199 for the digit “5.” The
supervised DL predictions are shown in Fig. 3(d), (i) and (o), (t).
The MSE values between the reconstructed amplitude/phase and
the ground truths are 0.00058 and 0.0023 for the digit “6,” and
0.00040 and 0.0019 for the digit *“5,” while the corresponding
values associated with the GS algorithm [Fig. 3(e), (j) and (p),
(w)] are 0.0039 and 0.3029 for the digit “6,” and 0.0031 and
0.3104 for the digit “5.” As shown in Fig. 3(f), (k) and (q),
(v), the MSE values between the direct reconstructions and
the ground truths are 0.0096, 0.2079 for the digit “6,” and
0.0095, 0.2053 for the digit “5.”

For the proposed supervised and unsupervised DL methods,
amplitude/phase prediction has at least an order of magnitude
advantage over traditional methods. All the methods were per-
formed on a PC with a sixteen-core 3.50-GHz CPU and 64 GB
of RAM, using an Nvidia GeForce RTX 3080 GPU. On av-
erage, the pretraining of the supervised CNN took ~4 h for

60 000 pairs of training data and 10 000 pairs of validation
data during ~100 training epochs. The inference time of the
trained network for a diffraction pattern of 72 x 72 pixels was
< 0.1 s. The optimization process of the unsupervised NN (with
amplitude and phase channel) took approximately ~1 min over
~500 epochs. The optimization process of the GS algorithm
took approximately ~1 min over ~10 000 iterations. Table I
summarizes the comparison.

To validate the proposed methods by experiments, we per-
formed THz measurements at 300 GHz. The schematic diagram
and experimental photographs are shown in Fig. 4(a) and (b).
One can see that this is actually a single-beam lens-less imaging
geometry. The illuminating radiation from 300 GHz, THz source
is collimated by a focusing lens, with a 10-cm focal length and
4-in aperture. To ensure a large numerical aperture (NA), the lens
has a hyperboloidal-planar shape to avoid spherical aberrations
that would occur with a spherical lens. The NA of the lens must
be large enough to illuminate the objects over their full extension
with a collimated Gaussian beam, free from beam modulations
caused by diffraction at the lens edge. Such modulations in-
troduce high-spatial-frequency signatures which can make the
learning process difficult. In addition, the alignment of the lens is
crucial since the phase is sensitive to optical-axis displacements.

To acquire the diffraction pattern, we placed the THz single-
pixel TeraFET detector [42] at a distance d = 70 mm from the
object, scanning on a 2-D translation stage. The radiation enters
the detector chip from the back-side, passing a Si substrate lens
with a diameter of 4 mm [43], [44]. The recorded diffraction
pattern is shown in Fig. 4(c). The objects consisted of thin metal
screens with cut-outs in the form of digits. The size of the object
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columns) and recovery distances (varied along the rows).

is 50 mmx 70 mm, and the scanned image area is 72 x 72 pixels
with a 1-mm? pixel size pitch.

The ground-truth amplitude and phase maps, shown in
Fig. 4(d) and (j), are obtained from the heterodyne system
using the inverse 2-D FFT tool of MATLAB and wave back-
propagation, inverting (2) given in the main text. More informa-
tion can be found in Supplementary material.

We reconstructed the amplitude and phase in five different
ways: using unsupervised and supervised DL [Fig. 4(e) and (f),
(k) and ()], and a combination of both in a sequential process
[Fig. 4(g), (m)] where the prediction obtained by supervised DL
served as input to the following unsupervised process, compared
with (h), (n) from the traditional GS algorithm and (i), (o) from
direct reconstruction. In the combination method, our initial
values are no longer random, and we start closer to the global
optimal solution, which allows us to converge to the optimal
solution more quickly. For example, in this case, it only takes
200 epochs to obtain a prediction result of Fig. 4(g) and (m),
which is much closer to the ground truth. In the GS algorithm,
we set the constraint condition for the input plane (object plane)
to 1 [45], [46], and the constraint condition for the output plane
(diffraction pattern plane) to the single diffraction pattern for the
sake of fairness in comparison with other algorithms.

The MSE between the amplitude (phase) reconstructed from
the unsupervised method and the ground truths is 0.006 (0.05).
For the supervised DL, the corresponding values are 0.0084
(0.0249) for the reconstructed amplitude (phase). The combined
method yields the best MSE values: 0.0035 (0.0230) for ampli-
tude (phase), while the MSE for the GS algorithm is 0.0049
(0.0931), and 0.0075 (0.063) for direct reconstruction.

The image from the combined method exhibits sharper edges
and better contrast, and is closer to the ground truth. We attribute
this considerable improvement to the suppression of the influ-
ence of noise, which is present in the measured images, by the
supervised DL step. This denoising effect invites further studies
in the future.

213
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3

Effect of d on the reconstructed amplitude/phase. Reconstructed amplitude/phase images of the object for different object distances (varied along the

Next, we numerically analyzed the effect of the diffraction
distance d on the quality of the reconstructed image in the
supervised DL method. We took three diffraction distances, d =
40 mm, d = 70 mm, and d = 100 mm, as examples to examine
the performance. Fig. 5 shows a series of reconstructed images
(left: amplitudes; right: phases) obtained with the supervised DL
method. For each diffraction map, we assumed these three values
of d for the reconstruction. This yields the matrix plot, where the
variation of the object positions occurs along the columns and
the variation of the recovery distance along the rows. Object and
recovery distances coincide along the diagonal of the matrix plot.
Similar to physical defocusing, an unblurred image is obtained
only in this case, and the image quality degrades if the recovery
distance deviates from the object distance. Supervised learning
is, hence, sensitive to the input of the correct value of d in
a similar way as are traditional algorithms, including direct
reconstruction and the GS algorithm, and also unsupervised
learning.

Furthermore, we validated the generalization ability of our
proposed supervised DL method. We trained the network using
the THz-emulated MNIST dataset and then tested it on three
objects that had never appeared in the dataset before: a wrench, a
grid, and a bolt. These objects had completely different contours,
sizes, and positions compared to the MNIST digit dataset, with
the bolt being an irregular 3-D structure. Fig. 6 illustrates the
comparison between the predictions of our neural network and
those of traditional algorithms. The first column of each algo-
rithm [Fig. 6(c)—(f)] represents the phase recovery results, while
the second column shows the amplitude recovery results. It is
evident that the GS algorithm struggles to accurately reconstruct
the amplitude and phase of complex objects without additional
constraints. In terms of phase recovery, our supervised approach
demonstrates a clear advantage over direct reconstruction meth-
ods, as it more accurately delineates object contours, especially
in the case of the wrench. The amplitude recovery results of the
direct reconstruction method are decent; however, compared to
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Fig. 6.

Comparison of different amplitude/phase retrieval methods for different shapes. Column (a) represents the ground truth, while column (b) displays the

diffraction patterns, which serve as the input information for our predictions. Columns (c), (d), (e), and (f) depict the reconstruction results of our proposed
supervised learning method, unsupervised learning method, direct reconstruction method, and GS method, respectively. The first column of each method represents
the phase recovery results, while the second column represents the amplitude recovery results. (a) Object. (b) Diffraction. (c¢) Supervised DL. (d) Unsupervised

DL. (e) Unsupervised DL. (f) GS.

the supervised learning approach, the contours are less defined,
indicating the presence of more noise and a limited ability to
remove correlated noise. It is believed that our supervised DL
method will be more prominent than the traditional methods
when more efficient datasets are added. Regarding the unsu-
pervised DL method, the phase prediction evidently outper-
forms the traditional algorithms as well. Amplitude prediction
shows a slight improvement compared to direct reconstruction
results.

IV. CONCLUSION

In conclusion, we have proposed supervised and unsupervised
deep-learning methods, as well as a combined approach, for
the reconstruction of 2-D THz images. These methods start
from amplitude diffraction patterns and derive the amplitude and
phase in the object plane. Both simulated and experimental data
demonstrate the superior performance of deep learning methods
compared to traditional algorithms in terms of amplitude and
phase recovery. By integrating a physical model with conven-
tional deep neural networks, we are able to reconstruct object
phases using a single intensity measurement.

It is important to note that our supervised learning approach
differs from traditional deep learning methods used in com-
putational imaging. Unlike those methods, our approach does
not rely on a mapping function derived from the statistical
information of a large set of experimental data (represented by
the weights of the network) for image reconstruction. Instead,
we prepare the dataset by converting a large number of publicly
accessible visible-range images into simulated complex-valued
THz images, which only take 1 h for 70 000 pairs.

The resulting reconstructed images, from different distances
diffraction patterns, demonstrate that optimal image quality is

achieved when the recovery distance matches the object dis-
tance, resembling the effect of physical defocusing. Deviation
from this alignment leads to degraded image quality. Our su-
pervised learning network demonstrated strong generalization
capabilities when tested on previously unseen objects (wrench,
grid, and bolt) that differed greatly from the MNIST dataset. Our
approach outperformed traditional algorithms, particularly in
accurately reconstructing phase and delineating object contours,
especially for the wrench.

Furthermore, we would like to emphasize the unsupervised
method introduced in this study. This method incorporates a
dual-output layer and integrates the physical model of wave
propagation to predict amplitude and phase information simulta-
neously. It does not learn a mapping function from the statistical
information of the training data but rather relies on the interplay
between a handcrafted network structure and a physical image
formation model. This network is specifically tailored to perform
well in reconstruction from the given input, although it may
sacrifice some generalization ability.

The best reconstruction performance using measured image
data is achieved through the sequential application of both
methods. The initial step with the supervised method effectively
reduces the noise in the raw images and produces a good initial
image estimate for the subsequent unsupervised method. These
findings validate the potential of amplitude/phase retrieval from
amplitude images of THz diffraction patterns, particularly for
relatively simple scenes.
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