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Abstract— Computing capacity has always been on the upward
climb due to the constant technological improvements in semi-
conductor manufacturing and packaging industry. This growth
in computing capability is usually accompanied by a steep rise in
heat flux density associated with the electronic component (CPUs
or GPUs, for example). High-performance computing (HPC)
data centers often employ several of these high-performance
devices for crunching their enormous artificial intelligence (AI)
or scientific computing workloads. State-of-the-art air cooling
technologies throttle after a certain heat flux level and would
require bigger heat sinks driving enormous airflow through
it, which may not be desirable from a data center operation
standpoint. Hence, a lookout for advanced thermal management
techniques is quite imperative. In this article, a commercially
available intel overclockable CPU i9-9900k was exercised with
high performance workloads while employing and evaluating
three different cooling technologies namely air-cooled, cold plates,
and two-phase (2P) immersion. The high heat carrying capac-
ity associated with cold plates and 2P immersion techniques
outperformed the air-cooled solution by constantly yielding
higher CPU clock rates up to 41% utilizing cold plates and
51% employing 2P immersion. The performance of cold plates
and 2P immersion was evaluated at different functional points
(different coolant operating temperatures and 2P coolant types
for example) to understand how the technologies would respond
in a legacy or modern data center operation. It was again
observed that both 2P immersion technology and cold plates
provided the least thermal resistance (as low as 0.247 ◦C/W) path
to heat transfer and therefore provided higher computational
performance and efficiency compared to air cooling. Further
improvement in performance is not limited by cooling but by
packaging constraints. Advanced packaging techniques coupled
with minimizing the interfacial resistance can reap enhanced
performance and energy efficiency gains using these modes of
cooling. This article demonstrates the potential increase in virtual
machine (VM) performance that can be attained using cold plates
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or 2P immersion. Authors recommend adoption of liquid cooling
in early chip design and architecture phases. Finally, the article
provides a generic overclocking methodology that the industry
can use to qualify postturbo server class chip performance.

Index Terms— Air cooling, cold plates, data center thermal
management, high-performance computing (HPC), overclocking,
two-phase (2P) immersion.

NOMENCLATURE

AI Artificial intelligence.
ML Machine learning.
VM Virtual machine.
HPC High-performance computing.
CPU Central processing unit.
GPU Graphical processing unit.
NPU Neural processing unit.
TPU Tensor processing unit.
RAM Random access memory.
TDP Thermal design power (W).
SKU Stock keeping unit.
TIM Thermal interface material.
IHS Integral heat spreader.
BIOS Basic input–output system.
DUT Device under test.
CDU Coolant distribution unit.
Rth Thermal resistance (◦C/W).
RTIM TIM thermal resistance (◦C/W).
RIHS IHS/CASE thermal resistance (◦C/W).
Rhs Heat sink thermal resistance (◦C/W).
Ta Ambient (coolant) temperature (◦C).
Tj Junction temperature (◦C).
Qcpu CPU core power/input power to CPU (W).
tTIM Thickness of TIM (mm).
tIHS Thickness of IHS (mm).
kTIM Thermal conductivity of TIM (W/m◦C).
kIHS Thermal conductivity of IHS (W/m◦C).
hHS Heat-transfer coefficient of heat sink (W/cm2 ◦C).
A Area available to heat transfer (cm2).

I. INTRODUCTION

WE ARE running up against the limits of all the compute
scaling laws. Moore’s scaling (1965) of transistor’

density has slowed down due to lithography limitations [1].
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Similarly, and almost a decade ago, the breakdown of Dennard
scaling (1974) happened as transistors leakage power contin-
ued to increase. Today, the number of cores as well as their
performance are continuously increased by chip manufacturers
for better monetization. Advanced packaging technologies and
multiple chip modules (MCMs), and high bandwidth mem-
ory (HBM) on chip are being incorporated. AI/GPU/NPU/TPU
workloads have also been pushing toward higher perfor-
mance/bandwidth, and lower latency chip architectures. These
developments have led to significant increases in chip thermal
design power (TDP, Watts) and heat flux (W/cm2). This can
also be accompanied by stricter thermal requirement of lower
case temperature for the chip. As rightly predicted by Bar-
Cohen [1], this increased power dissipation trend will continue
requiring new cooling and packaging technologies such as
2.5-D/3-D packaging to dissipate the thermal load and deliver
stable, reliable, and efficient higher chip performance.

For some historical perspective: The microprocessor power
dissipation plateaued at around 100 W/chip in 2005 and
similarly the clock frequency stabilized at around 3 GHz
in 2010 suggesting a single thread performance “stall.” Even
though as the chip core counts increase, because of the
inability to remove the dissipated heat thereby has led to
“dark” or unused Silicon where the increase in core/transistor
count are only moderately utilized. In simpler words, “As
chip transistor counts increase, the inability to remove heat
is limiting the number of transistors that can be concurrently
active.” Studying these trends, Fuller and Millet [2] rightly
concluded that the growth in computing performance would be
limited by thermal and power requirements, hence new cooling
and packaging technologies are clearly needed. As more and
more transistors are provided on a single chip, the losses
associated with communication and propagating the signal off
the chip are greatly reduced. This is especially good from a
HPC sector perspective.

Super computers for example: Japanese K computer [3],
US’ Jaguar [4], and IBM’ 775 [5] being large systems dis-
sipated 5–10 MW from space occupying 1000 m3. These
large heat-carrying capacities are attributed to the computing
system being liquid cooled. Strikingly, the computational
efficiency associated with the K computer was reported to be
1 petaflops/W and it can be credited to the increased transistor
count aided by liquid cooling using water or refrigerants. The
Cray-2’s [6] innovative cooling scheme involves immersed
dense stacks of PCB in engineered dielectric fluid. Hence,
from some of these renowned examples, it is evident that the
high-performance systems embrace liquid cooling technolo-
gies for a variety of technoeconomic reasons.

We list the thermophysical properties of air, water and
2P immersion fluid in Table I. For 2P immersion we use
a dielectric fluid. In particular, we use a low boiling point
dielectric fluid, HFE 7000 [7] from 3M. At atmospheric
pressure, the saturation temperature of HFE 7000 is 34 ◦C.
One of the most significant differences between these fluids
would be their density. Referring to Table I, the density of air
at 34 ◦C is 1.14 kg/m3, while the density of water is 994 kg/m3

and the density of the dielectric fluid HFE 7000 is 1400 kg/m3.
Another important property would be the specific heat of the

TABLE I

HEAT-TRANSFER AND COP COMPARISON BETWEEN AIR, WATER, AND
HFE 7000 FOR A TYPICAL DATACENTER OPERATION

fluid. The specific heat of air is 1.01 kJ/kg. ◦K, the specific
heat of water is 4.18 kJ/kg. ◦K and the specific heat of HFE
7000 is 1.30 kJ/kg. ◦K. During two-phase (2P) immersion,
the dielectric fluid changes phase at the intended temperature
(isothermal process), hence the specific or sensible heat is no
longer a useful parameter rather the latent heat of vaporization,
which is relatively quite high equaling 142 kJ/kg. Even after
multiplying the specific heat of air and water by reasonable
high temperature rises of 11 ◦C and 6 ◦C, the volumetric heat-
transfer capacity of the dielectric fluid is quite large compared
to air (15 743:1) and water (8:1). Thus, 2P dielectric fluids
can carry more heat.

From a pumping power or energy transport perspective,
the power required to pump a given volume of water or
dielectric fluid is much higher than for a given volume of air
plainly due to the high density of liquid coolants. Referring to
Table I, representative fan pressures of 0.62 kPa for air cooling
and conservative pump pressures of 100 and 150 kPa for water
and HFE 7000, respectively, were assumed in pumping power
estimation. In this example, the pressure needed to drive/pump
a given volume of liquid coolant is greater than air by a ratio
of between 160:1 (Water) and 240:1 (HFE 7000). Dividing
the volumetric heat capacity of these coolants, namely, air,
water, and HFE 7000 by the pumping power (expressed as
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equivalent heat), coefficient of performance (COP) of these
different coolants are obtained. The COP of air transport is
about 20, the COP of water transport is about 250 and the COP
of the dielectric fluid HFE 7000 is about 1325. In this example,
hence the dielectric fluid is the most efficient and air is the
least efficient. It should be noted that, every project will have a
specific temperature rise, fan and pump pressure expectations.
And as shown in Table I, the differences in energy transport
can be dramatic. This example was extended to other 2P
dielectric coolants like FC 3284 [8] (At atmospheric pressure,
the saturation temperature of FC 3284 is 50 ◦C) and similar
performance/energy boosts were observed.

With this information as background, let us look at a
particular problem of cooling down an overclockable processor
using air, water (cold plates), HFE 7000 and FC3284 (boiler
plates) in Sections II–V in detail. In the subsequent sections,
let us talk about the overclockable CPUs first, followed by the
list of hardware used to run these tests, then followed by the
test set up and the performance comparison in the end.

II. OVERCLOCKING

Internet offers many definitions to overclocking. Intel [9]
defines “overclocking” any unlocked electronic component
[processor, RAM, or motherboard (MB)] to custom tune the
performance of server or personal computer. The power, volt-
age, frequency or clock rates, core, memory settings, and other
key system values of the unlocked electronic component can
be adjusted for extracting maximum compute performance.

A. Advantages of Overclocking

Overclocking results in speeding up of components’ per-
formance or throughput; thus an enhanced gameplay for
example. Overclocking in other computing scenarios can help
with processor intensive tasks such as image rendering and
transcoding. In certain other circumstances, overclocking is
deemed a way to extend the usable life on the equipment.
At a data center or cloud-level operation, overclocking can
be beneficial by means of “oversubscription of servers” and
“virtual machine (VM) auto scaling” [10].

B. Implications of Overclocking

Overclocking an electronic component at high-performance
levels by increasing the clock rate or frequency increases the
heat generated. The TDP of the component usually increases
linearly with the clock frequency rate. There is a maximum fre-
quency threshold up to which the frequency can be increased
comfortably without compromising the stability. After which
the voltage of the component needs to be increased to maintain
stable clock frequencies. Thus, increasing the voltage increases
the heat produced further (All electronic components produce
heat by the movement of current through the electronic circuit.
For example, in a linear circuit, heat produced is proportional
to the square of the voltage). This increased heat generation
within the device needs to be properly addressed for the
longevity, reliability, and proper functioning of the component.

A wide variety of thermal solutions ranging from using liq-
uid Nitrogen or Helium, or other advanced liquid or air-cooling

TABLE II

EXAMPLES OF HIGH-END DESKTOP UNLOCKED CPUS

solutions readily support this overclocking feature and can
let individual PC enthusiasts’ clock their electronic devices at
higher frequency levels. But not all the thermal solutions are
practically feasible or adoptable at scale when it gets to data
centers. It gets increasingly difficult for air cooling to support
high heat flux density components after a certain heat flux
level. Air cooling would require bigger heat sinks and would
expect enormous air flow through it to achieve desired device
junction temperatures. This is undesirable at the data center
level where we tend to stack many of these devices on top of
other. On the other hand, cold plates which uses water and 2P
immersion which uses low boiling point dielectric fluids have
high heat-transfer coefficient associated with them compared
to air-cooled heat sinks and can offer reduced size, weight,
and pumping power (SWaP). In addition to this, cold plates
and 2P immersion technologies are becoming more mature and
scalable to rack/row level at the data center level compared
to other nascent cooling techniques like 2.5-D/3-D embedded
cooling or microfluidics. In this article, three thermal solu-
tions namely air cooling, cold plates [11], and 2P immersion
cooling [12], [13] were used to support overclocking of the
processor.

III. HARDWARE USED AND BENCHMARKING

A wide variety of CPUs from Intel and AMD have com-
mercially available unlocked versions which let the user go to
higher frequency levels for extracting maximum performance.

Some of the high-end desktop CPUs are provided
in Table II. As shown, the CPUs can be exercised to 5 GHz
or above when overclocked carefully. The associated TDP at
base frequency can be as high as 280 W. During overclocking,
they can go to even higher power levels than the associated
TDP rating. Every CPU has an associated maximum junction
temperature Tj (◦C) that needs to be kept under control during
operation. The image of the CPU tested in this article (intel
i9-9900k) and their associated dimensions/specifications along
with a schematic is shown in Fig. 1. This SKU was chosen
because, from a thermal standpoint, the associated die-level
heat flux is much higher and challenging to cool compared to
other CPUs listed. It was observed that, for this CPU, 90% of
the heat was generating out of the 50% of the die area (which
are primarily occupied by the cores). Thus, the heat flux
associated with cores could go above 220 W/cm2 under peak
load conditions. Going into a future, the thermal challenge
lies in heat flux (W/cm^2) rather than TDP (W). Devices with
chiplets should produce manageable flux values even when the
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Fig. 1. Intel i9 9900k specs and schematic.

TDP increases. It is noted that some of the newer high-power
GPUs are lower in heat flux density when compared to lower
TDP CPUs but with higher heat flux like the one discussed in
this article.

The schematic of the i9 package in Fig. 1 exposes the
various layers inside the package starting from die to thermal
interface material (TIM) 1 to the package case/integral heat
spreader (IHS). From a mechanical standpoint, IHS acts as
a cover and provides safeguard to the die from shock and
vibrations. From a thermal perspective, IHS let the heat spread
to a wider area thus making it easier for the heat sink to remove
heat from top. Strictly talking, these layers are in fact layers
of resistance to heat dissipation from the die to the case. The
thermal conductivity, sectional area, and thickness of different
layers (as provided in Fig. 1) influence the conductive thermal
resistance to heat-transfer Rcond(

◦C/W). Typically, the heat
sinks are attached on top of the Case/IHS with another layer
of TIM 2 typically grease or could be another layer of Indium
too.

A. Benchmarking Methodology

Before getting into the overclocking process, it should
be noted again that altering the clock frequency or volt-
age could void the CPU manufacturer’s warranty and may
result in reduced stability, security, performance, and life
of the device. Thus, proper consideration was taken during
every step of overclocking process so as not to incur any
damage. An ASUS Z390-F Gaming MB was used with an
appropriate power supply and RAM configurations to power
the CPU.

Overclocking is done by carefully tuning the knob for CPU
clock frequency or CPU core voltage in the basic input–output
settings (BIOS) while well supported by a cooling solution.
Tests were initially run at base frequency to provide a baseline.
Next, the computer was rebooted, and the BIOS was entered
to access the CPU, DRAM, and Cache specifications. These
settings were maintained uniformly across different overclock-
ing tests using different cooling platforms. The core ratio limit
and CPU core voltage were varied and recorded for each test
in the BIOS settings to achieve stability. HWinfo64 was used
to record the MB data containing clock frequency, core power,
temperature at a sampling rate of 1 Hz.

B. Computing Workloads

Three stress testing tools Prime95, Intel XTU, and
Cinebench were used to exercise intensive workloads to the
CPU at the selected BIOS settings. The loads could be
simulating a graphically intensive or mathematically-intensive
application. Prime 95 offered the maximum possible workload
compared to XTU or Cinebench and thus the CPU package
power readings associated with Prime95 tests were consis-
tently higher as reported later in this article.

The following steps were followed to overclock the proces-
sor in a systematic way and to get consistent test results.

1) Initially the CPU clock frequency was manually changed
in the BIOS in the increments on 0.1 GHz. Run the
desired workloads.

2) If the stress tests fail due to being thermally throttled,
reduce the core voltage by 0.01 V and see if the system
stabilizes. If the system does not stabilize and gets
thermally throttled again, reboot the system, and reduce
the core frequency by 0.1 GHz in the BIOS.

3) If the system fails immediately with a blue screen of
death (BSOD), reboot the system, and increase the core
voltage by 0.01 V.

4) If the workloads execute successfully, reboot the system,
and increase the core frequency by 0.1 GHz and repeat
the procedure in the previous two steps. Continue ramp-
ing up the frequency until the point where the system
destabilizes.

5) Make sure that the desired operating parameters like
inlet coolant temperature or flow rate are stable before
recording test data. Obtain all the readings after the
system reaches a steady state. As the stability criteria,
run XTU and Prime95 workloads for 5 min, and loop
the Cinebench workloads three consecutive times with
no errors or application crashes or BSOD.

IV. TEST SETUP AND PARAMETERS TESTED

Three different heat sinks, namely, air-cooled, cold plates,
and 2P immersion boiler plates were used while overclocking
the CPUs. At a data center level, the server chassis equipped
with different cooling configurations would be looking as
shown in the Fig. 2(a). But for the actual tests discussed in
this article, data were obtained using a gaming MB populated
with DIMMs and equipped with a power supply. The picture
of an air-cooled i9 9900k in a MB is as shown in Fig. 2(b).

Parameters that were tested during this study are captured
in Table III. The following section describes the different test
setups, instruments, schematics, and the chosen test parameters
as well as the reasoning behind them. The device under
test (DUT) in the following set of figures refers to the MB
having CPUs with the different heat sink configurations.

A. Air Cooling

A commercially available air-cooled heat sink (model no:
intel XTS100H) as shown in Fig. 3 was used to overclock the
CPUs. The chosen heat sink may not be the best-in-class air
cooling solution but could very well be one of the top heat
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Fig. 2. (a) Picture of server chassis equipped with different heat sinks to
realize different cooling/heat-transfer capabilities. (b) Picture of an air-cooled
setup showing the MB populated with DIMMs and the heat sink.

TABLE III

PARAMETERS TESTED IN THIS STUDY FOR THREE
DIFFERENT COOLING CONFIGURATIONS

Fig. 3. Picture of an air-cooled heat sink for Intel i9 9900k along with a
sketch exposing the layers of package resistance.

sink contenders in terms of both performance and cooling. The
heat sink was attached on top of IHS with a layer of thermal
grease (TIM 2). The thermal conductivity of the grease used

Fig. 4. Schematic of air-cooled setup.

Fig. 5. Picture of cold plate used for overclocking along with a schematic
exposing the layers of package resistance.

is 8.5 W/mK. Proper care was taken while attaching the heat
sink. The TIM pattern indicating good thermal contact was
observed at the interface while removing/swapping the heat
sinks for subsequent tests.

The fan speed was controlled using Corsair Link V3 soft-
ware. The fan speeds were constantly maintained to deliver
0.158 CFM/W during all stages of testing. DUT containing
the CPUs were ducted and the temperature of the inlet air was
maintained at 34 ◦C (equivalent to ASHRAE air temperature
class: A2 [14]).

Fig. 4 shows the schematic of a simple air-cooled set up.
The chosen flow rate and the inlet air temperature are a
representative of a typical data center operation. The CPU was
overclocked carefully, and the core frequency, temperature,
and voltage data were monitored using HWinfo64. Steady
state was maintained before recording the data. The data from
air-cooled heat sink set the benchmark for the subsequent set
of performance tests on the CPU using cold plates or 2P
immersion boiler plates.

B. Cold Plates

A commercially available cold plate (model no: CoolIT
R4 passive loop) as shown in Fig. 5 was used to overclock
the CPUs using water:polypropylene glycol (PG) as the heat-
transfer fluid. The cold plate contains copper microchannels
in a split flow arrangement to maximize heat transfer with
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Fig. 6. Schematic of liquid cooled cold plate setup.

minimal penalty to the pumping power. The heat sink was
attached on top of IHS with a layer of thermal grease (TIM 2).
The thermal conductivity of the grease used is 8.5 W/mK.
Proper care was taken while attaching the cold plates to
maintain optimal thermal contact.

A coolant distribution unit (CDU) (model no: CoolIT
AHx2 CDU) was used to propel fluids through the cold plate.
A valve was used to precisely adjust the flow rate of the
coolant entering the cold plate. A flowmeter was installed in
the flow loop to measure the flow rate of coolant getting into
the cold plate. Different inlet fluid temperatures, respectively,
24 ◦C, 34 ◦C, 39 ◦C, 47 ◦C, and 50 ◦C were able to be
achieved using a ceramic heater attached to AHx2 which
heats up the coolant. The different coolant temperature tested
are representative of different ASHRAE water class server
temperatures [15] W2, W3, W4, and >W4 with each has
different set of implications like, performance or possible heat
reuse for example. The hot coolant coming out of the cold
plate was cooled by an air-liquid heat exchanger located in
the CDU. While running test using cold plates, for the results
discussed through this article, the air inlet temperature was
maintained at about 34 ◦C around the DUT to cool down
other server components like DIMMs and storage. CPU was
overclocked carefully, and the core frequency, temperature,
and voltage data were monitored using HWinfo64. Steady state
was maintained before recording the data.

C. 2P Immersion Cooling

2P immersion heat sinks also known as Boiler Plates were
used to overclock the CPU in an immersion system. The boiler
plate as shown in Fig. 7 has boiler enhancement coating (BEC)
applied on top which act as active nucleation sites. BEC
dictates the amount of vapor bubble that can form, grow, and
later detach from the boiling surface. Three different boiler
plates namely sintered mesh copper (from Cooler Master),
sintered powder copper (from Boyd Corporation) and copper
pinfins with BEC (from 3M) were used while overclocking the
CPUs. It was observed that the performance of pinfin boiler
plates outdid the other two boiler plates during testing by
yielding minimal junction temperature for the same operating

Fig. 7. Picture of a 2P immersion boiler plate used for testing along with a
schematic exposing the layers of package resistance.

CPU power. Hence, in the subsequent tests as reported in
the article, pinfin boiler plates were used while stress test-
ing the processor. The pinfin boiler plate was soldered on top
of the IHS using Indium with values of thermal conductivity
and thickness as 86 W/mK and 0.2 mm, respectively. It should
be carefully noted that the higher thermal conductivity from
Indium (TIM 2) will help in bringing down the overall
thermal resistance compared to using solder paste or grease
as TIM2 like what been used in the case of air cooling and
cold plates in this article. The influence of TIM 2 on the overall
performance will be stressed again in the results section.

DUT was immersed in a test tank filled with dielectric fluid
HFE 7000 (and then later using FC 3284). The tank has a small
recirculating pump which circulates the fluid through a filter
to remove any contaminants. Tank also has a desiccant box
which absorbs any moisture which could form during service
and operation. The tank has a copper condenser located on top.
The dielectric vapor bubbles rising from the heat generating
component (overclockable CPUs in this test) hit the copper
condenser located on top and the condensed liquid drips back
into the tank. Water at room temperature was used as the
condenser fluid with a dry cooler to reject the heat picked up
from the tank. The CPU was overclocked carefully, and the
core frequency, temperature and voltage data were monitored
using HWinfo64. Steady state was maintained before recording
the data.

V. PERFORMANCE COMPARISON

As mentioned in Sections III and IV, the i9 9900k processor
was carefully overclocked by tweaking its core frequency and
core voltage. Sections V-A–V-C talk about the stable CPU
frequencies and voltage that were achieved while overclocking
using different coolant mediums and its corresponding impact
on the CPU junction temperature and CPU power draw.
A deep dive analysis of thermal resistance wraps up the
section followed by recommendation to packaging industry
and researchers/developers on how the performance could
be maximized even further. Before getting into the results,
the reader should bear in mind that the tested CPU was
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Fig. 8. Schematic of 2P immersion cooled setup.

purchased online, so there could be differences at the silicon
level which could have an influence on the results. While it
should also be carefully noted that the chosen or tested heat
sinks may not represent the best-in-class solution as there
could be plenty of room for improvement as revealed by the
results later.

A. CPU Frequency Versus Voltage

Initially, tests were carried out to benchmark the perfor-
mance of the CPU at its base frequency (GHz) using air-cooled
heat sink. Later, tests were carried out at the intended test con-
ditions captured in Table III. The primary axis in Fig. 9 shows
the maximum stable core frequencies that were achieved.
X-axis in Fig. 9 shows the coolant medium temperatures
that were maintained across different test conditions. The
secondary axis in Fig. 9 shows the corresponding core voltages
that were maintained to achieve stable operating frequencies.
Using air cooling at an inlet temperature of 34 ◦C, maximum
stable frequencies of 3.3, 4, and 3.6 GHz were attained
using Prime95, XTU, and Cinebench workloads, respectively.
It should be noted from the figure that both cold plates
and 2P immersion cooling technologies consistently produced
more stable higher frequencies than what air cooling could
offer, credits to the high heat-carrying capacity associated
with those technologies. 2P immersion cooling using HFE
7000 (having a boiling point of 34 ◦C at 1 atm) yielded
the maximum possible frequencies while subjecting the CPU
to different workloads. Compared to air cooling, the relative
core frequencies using 2P immersion cooling soared by 51%,
32%, and 44% while subjecting the CPUs to Prime95, XTU,
and Cinebench workloads, respectively. In case of the cold
plates, though the solution produced higher stable frequencies
compared to air cooling, the values start to drop as the coolant
temperature was increased up from 24 ◦C to 50 ◦C. It is
also interesting to observe a striking similarity between the
air-cooled test at 34 ◦C and cold plates tests at 50 ◦C which
provides the best user case for possible waste heat reuse using
cold plates.

Achieving stable frequencies comes at a price of rise in the
core voltage too as seen in Fig. 9. The rise in CPU core voltage

translates to a rise in the CPU core power as captured in the
upcoming sections.

Takeaway 1: Increase in CPU frequency is equivalent
to improvement in CPU performance which could be
realized as more VMs, auto-scaling and over subscription
for example.

B. Junction Temperature Versus CPU Power

TDP and junction temperature of the CPU while operating
at the base frequency is about 95 W and 95 ◦C. As the CPU
was carefully overclocked, the associated power with CPU
starts to rise as you can notice in Fig. 10 while the CPU still
maintains a maximum allowable junction temperature of about
95 ◦C to ensure safe operation of the device. When the silicon
junction temperature limit is exceeded, the device starts to
throttle by jumping to a lower frequency rating. The primary
axis in Fig. 10 shows the junction temperature for different
workload conditions using varying cooling configurations. The
secondary axis in Fig. 10 shows the measured CPU core power
for achieving the stable frequencies. It is very clear from the
Fig. 10 that both cold plates and 2P immersion technologies
were comfortably dissipating high-power levels than what was
feasible using air cooling. The cold plates operating at 34 ◦C
yielded a rise in CPU power by 38%, 42%, and 48% compared
to air cooling while running Prime95, XTU, and Cinebench
workloads, respectively. Likewise, 2P immersion cooling using
HFE 7000 yielded an increase in CPU power of 77%, 30%,
and 46% using Prime95, XTU, and Cinebench workloads,
respectively. A closer apples-to-apples comparison between
the three different coolant configurations operating at 34 ◦C
inlet temperature as indicated in the chart (marked with orange
borders) reveal that 2P immersion yielded high-power levels
while maintaining the least junction temperature. This result
is especially important because reduced junction temperature
means improved CPU reliability/life. This is due to the low
boiling point of HFE 7000 and partially attributed to the 2P
heat-transfer mechanism as well. While it is also important to
note that moving to a higher boiling point dielectric fluid like
FC3284 would result in a higher junction temperature while
delivering similar or degraded CPU performance as shown by
the lone bar in Fig. 10.

The majority of conclusions from the article on 2P immer-
sion pertain to using HFE 7000. Section V-C tries to explain
why and how 2P immersion using HFE 7000 was able to
deliver better performance by estimating thermal resistance
and their associated heat-transfer coefficients.

Takeaway 2: Two phase immersion using HFE
7000 with its low boiling point and by innate nature of
high heat carrying capacity helps in dissipating larger heat
levels with the least junction temperature. This means
higher performance while at the same time improved
lifetime or reliability. Lower junction temperature would
also imply lower leakage current.
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Fig. 9. CPU core frequency (GHz) (solid bars in the chart) versus CPU core voltage (V) (striped bars in the chart) for all the cooling configuration while
stressing the CPU with different workloads, respectively; Prime95, XTU, and Cinebench.

Fig. 10. CPU Junction temperature (solid bars in the chart) versus CPU power (striped bars in the chart) for all the cooling configuration while stressing
the CPU with different workloads, respectively; Prime95, XTU, and Cinebench.

C. Thermal Resistance

Rth = (Tj − Ta)

Qcpu
(◦C/W). (1)

Thermal resistance as given in (1), Rth is defined as the ratio
of difference between Junction (Tj) and Ambient temperature
(T a) to the power dissipated from the CPU (Qcpu). Estimating
the thermal resistance is an important property for an elec-
tronic thermal/mechanical engineer as it captures how much

the object or material (CPU in our case) resist the heat flow for
the given temperature difference. Fig. 11 shows the estimated
thermal resistance for different cooling configurations when
subjected to variable workloads, namely, prime95, XTU and
Cinebench, respectively. The thermal resistance value drops for
cold plates and 2P immersion indicating reduced hindrance
to heat transfer from the CPU to the ambient fluid. This
is attributed to the efficiency in the heat-transfer medium
compared to air cooling. Air cooling at an inlet temperature of
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Fig. 11. Measured thermal resistance (◦C/W) for all the cooling configuration while stressing the CPU with different workloads, respectively; Prime95, XTU,
and Cinebench.

Fig. 12. Schematic of the thermal resistance stack in a package exposing layers of physical impedance going all the way from die to the heat sink on top.

34 ◦C resulted in maximum thermal resistance of 0.56 ◦C/W.
Cold plates resulted in thermal resistance values in the range
of 0.35–0.45 ◦C/W between different inlet coolant temperature
and workload configuration. 2P immersion resulted in the least
thermal resistance of about 0.25 ◦C/W and hence was able
to deliver both maximum CPU power and reduced junction
temperature. It was also important to realize that the thermal
resistance did not change with respect to changes in workloads
indicating a more stable CPU operation compared to cold
plates and air. This narrower spread in the thermal resistance
using 2P cooling could also be ascribed to its ability to carry
high heat loads with lower junction temperature. It should
again be carefully noted in the case of 2P immersion scenario
that the TIM2 resistance coming from Indium is an order
of magnitude lower than the TIM2 resistance coming from
thermal grease used in the case of air cooled or cold plate tests
reported in this article. Please refer to Fig. 13 for identifying
the differences in thermal resistance and hence the estimated
heat-transfer coefficient.

A deeper dive into the thermal resistance is needed to isolate
the different elements that contribute or hinder heat transfer
originating from die to the ambient fluid. As shown in the
schematic in Fig. 12, there are physical layers originating from

the die all the way to the heat sinks on top. The properties of
different layers which includes material thickness, size, and
thermal conductivity are provided in Fig. 1. Thus, the total
thermal resistance is a combination of conduction resistance
from the TIM1, TIM2, and IHS, in addition to convection
resistance from the heat sink. Thus

Rth = RTIM1 + RIHS + RTIM2 + Rhs. (2)

With the knowledge of known material properties and
the measured CPU junction temperatures and CPU power,
the resistance from different layers were estimated accord-
ing to

RTIM = (tTIM)

kTIM · A
(3)

RIHS = (tIHS)

kIHS · A
(4)

Rhs = 1

hhs · A
. (5)

D. Thermal Resistance Breakdown

The primary axis in Fig. 13 shows the thermal resistances
of individual layers contributing to the total resistance. Prime
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Fig. 13. Thermal resistance breakdown (◦C/W) and heat-transfer coefficient estimation (W/cm2 ◦C) for all the cooling configuration while stressing the CPU
using Prime95.

95 workload was chosen to plot this chart as the associated
heat dissipation is higher than XTU, or Cinebench workloads.
It could be observed that the TIM1 and IHS resistances were
not influenced by the cooling configuration. It should be
noted that the TIM2 resistance associated with 2P immersion
cooling is lower as Indium was used instead of thermal grease.
The heat sink thermal resistance as indicated by the yellow
bars in Fig. 13 shows that cold plates and 2P boiler plates
offered lower thermal resistance than air cooling. The heat
sink thermal resistance is not entirely convection resistance
but includes a fair contribution of conduction, caloric, and
spreading resistance within the heat sink. Typically, it is a rule
of thumb to consider the spreading resistance to be one-third
of the total resistance. The heat-transfer coefficient in the
secondary axis in Fig. 13 was estimated according to (5) and
the heat-transfer coefficient associated with cold plates and 2P
immersion are much higher than what air cooling could offer.
The heat-transfer coefficient value of 0.76 W/cm2 ◦C associ-
ated with 2P immersion cooling corroborated well with [16].
Again, for apples-to-apples comparison at 34 ◦C cooling
medium temperature, cold plates and boiler plates offered
55% and 110% rise in heat-transfer coefficient, respectively.
It should be carefully noted that using a high conductive
TIM2, the total thermal resistance of the cold plates can
be reduced or in other words the heat-transfer coefficient
of cold plates can be enhanced further. Similarly, using FC
3284 having a saturation temperature of 50 ◦C, a heat-transfer
coefficient value of 0.65 W/cm2 ◦C was achieved while run-
ning XTU workloads. The vigorous bubble sweeping motion
along with the latent heat of vaporization associated with
2P immersion cooling results in such a rise in heat-transfer
efficiency.

Takeaway 3: Cold plates and two phase immersion have
higher heat transfer coefficient when compared to air.
This results in a lower thermal resistance to heat transfer.
Meaning it can dissipate more heat with minimum rise in
junction temperature.

E. Recommendations Into the Future

All the above outcomes suggest that both 2P immersion
and cold plates result in greater CPU performance compared
to that of air cooling. Having said that

1) The CPU performance in air cooled environment can be
enhanced further by increasing the heat sink fin density
or/and by increasing the airflow flow through the fins
which may or may not come with a penalty to the
pumping power.

2) In the case of boiler plates, further efficiency gains can
be obtained by further optimizing the boiler plate geom-
etry and design. As pointed out in [17] research should
focus in developing BEC coatings which aim toward
improving the critical heat flux (CHF) of high-density
components and also aims at reducing the onset of
nucleate boiling (ONB) from not-so-hot components
or in other words having a minimal superheat. While
at the CPU package level, high thermal conducting
TIMs which can sustain large thermal cycles can be
developed in reducing the interfacial resistance. Even
rigorous approach of applying the BEC directly on
top of IHS/Case can yield even lower thermal resis-
tances by eradicating layers of TIM and metallic tiers.
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Fig. 14. Schematic of modified package designs to gain more thermal
advantage using liquid cooling. (a) IHS/case with BEC coating. (b) Package
provided with microfluidic channels. (c) Embedded cooling with die contain-
ing etched channels.

The schematic of such a package will be as shown
in Fig. 14(a).

3) In the case of cold plates, further performance gains
can be achieved by increasing the flow rate, increasing
the fin density or by adopting jet impingement without
compromising the pumping power expenditure. Other
avenues could be looking at 2P coolants instead of water.
Even rigorous approach would be to eliminate a layer of
TIM2 and have the fluid flow through the package lid
as shown in Fig. 14(b). Packaging and semiconductor
industries ought to bring these modifications either at
the manufacturing or supply chain level to combat the
decline of Moore’s law.

4) Printing on top of Silicon or as shown in Fig. 14(c),
embedded cooling of 2.5-D/3-D chip architectures using
dielectrics would be the ultimatum.

VI. CONCLUSION

Historically, with the advancements in packaging and semi-
conductor manufacturing industry, chip performance hence
chip power has constantly been on the rise. Air cooling of
high-density processors is becoming increasingly inefficient
and expensive. Therefore, liquid cooling using cold plates and
2P immersion using boiler plates were used to observe the
performance of a commercially available overclockable CPU.
It was observed that both 2P immersion and cold plates yielded
the maximum CPU performance compared to air cooling by
constantly operating at stable higher frequencies above 5 GHz.
At a data center level, this rise in stable frequency can be
realized and monetized in many ways like server virtualization
or oversubscription. The junction temperatures associated with
2P immersion is lower than what was observed using cold
plates and air thus enabling lower leakage current and higher
device lifetime.

In terms of pure thermal performance, at the maxi-
mum workload accomplished, the heat-transfer coefficient
associated with 2P immersion using HFE 7000 along with an
enhanced TIM2 of Indium was estimated to be 110% greater
than what was achieved using air cooling and 50% greater
than cold plates. This increased heat-transfer coefficient and
the lower saturation temperature of HFE 7000 along with
an enhanced TIM2 results in the lowest junction to ambient
thermal resistance of 0.25 ◦C/W which indirectly translates to
higher CPU performance in commercial terms. For example,
the CPU performance using cold plates can also be improved
substantially using an enhanced TIM2 such as Indium.

Below is a summary of observations and remarks regarding
the distinct cooling technologies and chip performances based
on the current study.

1) Liquid cooling enables higher performance on an
unlocked overclockable desktop part and hence the
server parts when unlocked can also yield greater perfor-
mance along with further efficiency gains at the system
level.

2) Both cold plates and immersion are important technolo-
gies that enable next generation chips and performance.
Embracing such technologies and others by chip man-
ufacturers, data center operators, and service providers
will accelerate their adoption, optimization and reduce
associated cost.

3) The efficacy of the aircooled solution could be increased
by increasing airflow, heat sink fin density, enhanced
heat pipes and/or vapor chambers (VCs). All of that
comes at the expense of size, power, cost, and engi-
neering overhead.

4) The efficacy of the cold plate solution could be increased
by increasing the water flow, fin density, impingement
flow scheme, cold plate integration into IHS, or with an
enhanced TIM.

5) The efficacy of the 2P immersion solution could be
increased by better BEC metallurgies and structure,
better spreading with VCs, printing BEC directly on the
IHS or all the way on top of the flip-chip.

6) Typical thermal resistances of cold plates and 2P immer-
sion are comparable for well-optimized systems.

7) Each technology has its own unique characteristics. Cold
plates are a quick enabler for high-power chips for
hybrid cooled systems, while 2P immersion could enable
disruptive 3-D packaging and architecture.

8) Testing with actual chip-silicon with HPC like work-
loads can reveal thermal challenges such as high local-
ized heat flux at the cores tile. Such findings are difficult
to ascertain using TTVs. There is a margin of error
when running tests using off the shelf CPU parts. This is
mainly governed by the allowed silicon quality variation
by the chip supplier.

9) Liquid cooling can help chip manufacturers to bring
overclocking capabilities to server class parts. Frequency
boosts beyond turbo can be enabled in reliable
fashion.

10) The thermal challenge lies in heat flux (W/cm^2) rather
than TDP (W). Going to a future that uses chiplets
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should produce manageable flux values even when the
TDP increases. Note that some of the newer high-power
GPUs are lower in flux when compared to lower TDP
CPUs but with higher heat flux.

11) Creating an ecosystem for liquid cooling with a mature
supply chain is essential for this technology to scale.
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