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Abstract—Detecting the presence of primary users and ability
to find white spaces in the spectrum are the key enablers of the
opportunistic communication. This paper analyzes the trade-offs
in cyclostationary-based spectrum sensing algorithm implementa-
tions in terms of performance, hardware complexity, and power
consumption. The evaluation of the algorithm implementations is
performed on field-programmable gate arrays. The analysis pre-
sented will provide the designer understanding of dependency be-
tween algorithm complexity and power consumption, which is in-
herently limiting factor of implementation feasibility for cognitive
mobile devices.

Index Terms—Cognitive radio, detection algorithms, field-pro-
grammable gate array (FPGA), spectrum sensing.

I. INTRODUCTION

T HE RIGID allocation and control of spectrum resources,
i.e., the current practice of licensing the frequency space

to primary users, has led to a situation in which emerging new
wireless technologies lack spectrum resources for communica-
tion. A licensed frequency band is reserved for the primary user
even though it is not currently occupied by active signal trans-
mission. Cognitive radios have been proposed to alleviate this
problem by sensing the availability of free spectral resources
and utilizing the detected resource for communication in an op-
portunistic manner [1], [2]. The key enabler of cognitive radio
is the spectrum sensor, which is responsible for the detection of
the primary user (PU) on a licensed band. The sensitivity of the
sensor should exceed the sensitivity of the receiver belonging
to the primary system. This is mandatory in order to prevent the
interference from the secondary communication on the licensed
band.
Several sensing algorithms have been proposed and analyzed

recently [3]–[6]. Most of them utilize an energy detector for
sensing of the presence of the primary user [4]. This is due to the
observation that so far cyclostationary detectors have relatively
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high computational complexity and complex implementations
[2].
On the other hand, energy detectors, although ideal for spec-

trum sensing in theory, are not, in all cases, suitable for prac-
tical application which requires signal detection in a negative
signal-to-noise-ratio (SNR) regime. This is due to their suscep-
tibility to uncertainties in the receiver noise level [7].
In this paper, implementations of various detection algo-

rithms based on autocorrelation and cyclostationary features
are presented and analyzed. The aim is to compare suitable
implementations for mobile spectrum sensing devices, and
give examples of the level of computational complexity of the
algorithms that are implementable on mobile devices in terms
of power consumption. The performance, implementation com-
plexity and power consumption of several implementations are
analyzed on the same field-programmable gate array (FPGA)
implementation platform in order to produce comparable re-
sults and determine unambiguously the effect of design choices
to the quality of implementation. To our knowledge, this is the
first paper presenting comprehensive analysis and comparable
results for effect of design choices in hardware implementa-
tions of various spectrum sensing algorithms. It is demonstrated
that by avoiding resource consuming operations such as fast
Fourier transform (FFT) and matrix inversion, and by using
algorithms, such as CORDIC, that are well suited for hardware
implementations, it is possible to achieve a reduction of an
order of magnitude in power dissipation without compromising
the performance.
An extensive implementation comparison of various spec-

trum sensing algorithms extends the previously published anal-
ysis on the implementation complexities of angular computa-
tion-based algorithms [8] to cover the implementations of re-
cent autocorrelation- and cyclostationary-based detection algo-
rithms suitable for a mobile low-power operating environment.
Furthermore, alternative computation methods for angular do-
main test statistics are described and analyzed, and performance
and implementation complexities are compared to energy de-
tector implementation, which can be considered as the simplest
reference.
In this paper, it is shown that by reformulating the known

algorithms to use only computation that is well suited to imple-
mentation on-silicon will result in a tenfold reduction of power
dissipation and while preserving efficient low-SNR detection.
The effects of implementation-performance trade-offs are ad-
dressed in order to demonstrate the benefits in implementation
gained by accepting minor performance degradation from the-
oretically optimal performance.
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The detection performance of the algorithms is evaluated
in an additive white Gaussian noise (AWGN) channel with
an orthogonal frequency-division multiplexed (OFDM) signal
that has a similar symbol structure to that used in the digital
video broadcasting—terrestrial (DVB-T) system. The AWGN
channel is selected in order to provide first order estimate of
their relative performance and performance trade-offs caused
by simplifications in hardware implementation. More advanced
analysis for example in fading channels is beyond the scope of
this paper.
This paper is organized as follows. In Section II, the

Neyman–Pearson hypothesis testing applied in all of the signal
detection algorithms is presented. In Sections III–VIII, the
actual algorithms and their implementations are described. In
Section IX, the performance of the algorithms in the detection
of an OFDM modulated signal is compared. The complexities
of physical implementations are compared in Section X. Con-
clusions are drawn in Section XI.

II. NEYMAN–PEARSON HYPOTHESIS TEST FOR
SIGNAL DETECTION

The algorithms analyzed in this paper apply the
Neyman–Pearson criterion for hypothesis testing of the
presence of the signal

where is the estimate of the detection test statistics produced
as a result of the algorithm under consideration, is the contri-
bution of noise to the test statistics and, is the corresponding
test statistic for the actual signal. The requirement for successful
testing is that the presence of a signal causes an observable
change to the value of the test statistics, and that the test sta-
tistics is a monotonic function of SNR.
For all the algorithms considered in this paper, the probability

distribution and the cumulative distribution function
of the test statistics under the hypothesis are known (no
signal, only noise present). Therefore the decision threshold for
the can be calculated as , providing a con-
stant false-alarm rate for detection.
In decision making, the null hypothesis is rejected when

, and is assumed. Knowledge of distribution under
is not required for testing, even though it can be determined

at least for some of the algorithms. This results in a lack of
well-defined a priori knowledge of the probability of detection

under ; however, the probability of detection as a function
of the SNR can be evaluated by simulations. The performance
of the algorithms can be compared by evaluating the detection
sensitivity as a function of SNR. The comparison for the algo-
rithms considered in this paper is presented in Section X.

A. Signal Definitions
In the context of this paper, the white Gaussian noise signal

is defined as a zero mean complex signal with Gaussian
distributed uncorrelated real and imaginary parts each having
the variance , thus resulting in the total variance of the com-
plex Gaussian noise signal .

Fig. 1. Block diagram of a energy detector.

Circuitry for removing the dc component (the mean of the
input signal), is implemented and is common to all of the hard-
ware implementations presented in this paper. Being simple to
implement, it has been left out from the figures in order to keep
the presentation clear. Since the mean can be removed from
the input signal with reasonable accuracy, the assumption of the
zero mean can be considered valid.

III. ENERGY DETECTOR

The test statistic used for the energy detector is the power of
the input signal, which can be estimated as

(1)

For zero mean Gaussian noise, is a sum of squares
of standard normal random variables and is therefore
-distributed with degrees of freedom.
Let the probability of a false alarm in hypothesis testing be

(2)

The decision threshold for the energy detector can then be com-
puted as

(3)

For the hypothesis test, the value of is assumed to be known.
This is the major weakness of this method since the variance of
noise is dependent on several parameters such as the noisefigure
of the RF-front-end, which varies as a function of the operating
modes of the receiver. In general, it is difficult to estimate the
noise variance reliably [7], and therefore the usage of the energy
detector would require noise calibration [9].

A. Implementation

The algorithm implementation block diagram of a energy de-
tector is presented in Fig. 1.1 It consists of two multipliers and
a digital integrator. The result is obtained for decision once
in clock cycles, thus defining the decision rate.
The energy detector is the simplest of the detection algorithm

implementations and gives a good reference for the complexity
of other implementations. Its power consumption is determined
with an 85% contribution by the multipliers for computing the
square of the absolute value of the input signal.

1In this paper, the double line presents real and imaginary parts of a
complex-valued signal, and the triple line three parallel signal buses. Sub-
scripted parameter denotes the bus width of the nearest bus. Additional
notes are used to provide information about the most relevant implementa-
tion parameters.
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Fig. 2. General OFDM symbol structure with data, and cyclic prefixes. Corre-
lating parts of the symbol are marked with 0, A, and B.

IV. AUTOCORRELATION FEATURE DETECTOR

Fig. 2 depicts a typical structure of an OFDM symbol. The
OFDM symbol with a length consists of actual the data
contents with a length a cyclic prefix with a length .
The cyclic prefix is a copy of samples from the end of
the symbol, added to the front of the symbol in order to reduce
inter-symbol-interference and improve the system performance
in a multipath propagation environment. The cyclic prefix can
also be used for timing and frequency acquisition [10].
It can be observed from Fig. 2 that if the delay value used in

autocorrelation is , the product of the cyclic prefix and
its corresponding complex conjugate at the end of the OFDM
symbol will result in a magnitude-squared type of result. This
generates positive-mean “pulses” with a period of and a du-
ration of samples. Outside the correlating part the expec-
tation of remains zero, as depicted in Fig. 2.
If the received signal is randomGaussian white noise, i.e., the

real and imaginary parts are Gaussian random and uncorrelated,
the expectation of the autocorrelation remains zero. This is the
condition under the null hypothesis of the Neyman–Pearson test
[11].
The test statistic for the autocorrelation detector can be com-

puted as follows. The estimate of autocorrelation is first com-
puted as

(4)

(5)

To obtain test statistics, the real and imaginary parts of the
autocorrelation estimate are arranged as a vector

(6)

The test statistic is then computed as

(7)

where is

(8)

(9)

The method is similar to that presented in [12], but without fre-
quency shift by the cyclic frequency .

Fig. 3. Block diagram of a autocorrelation detector.

Under the null hypothesis, the test statistic is distributed,
and therefore the decision threshold is obtained from the inverse
of the cumulative distribution function of the -distribution

(10)

In order to give an insight into the hardware required for ob-
taining the test statistics, the computation is presented here in
detail. Using notation from (5), the elements of can be esti-
mated as

(11)

(12)

(13)

The inversion of a 2 2 matrix is relatively simple to com-
pute, and therefore suitable for hardware implementation

(14)

Taking into account that in (14) , the test statistics can
be computed as

(15)

A. Implementation

Fig. 3 depicts the implementation of the autocorrelation de-
tector. Amemory element for the real and imaginary parts of the
signal is required to implement the autocorrelation delay, which
is determined by . Whereas the energy detector used two mul-
tipliers for computing the square of the absolute value of the
input signal, in the autocorrelation detector a full complex mul-
tiplier is required to compute the autocorrelation. Additionally,
a matrix inverse computation unit is required. It consists of five
multipliers, three adders and a division computation unit.
The sampling rate for the matrix inversion computation unit

is , being the number of samples required for reliable
detection. With a sufficiently large , multiple clock cycles can
be used to compute the division used in the inversion with an
iterative algorithm.
In the autocorrelation detector, the added complexity and in-

creased power consumption compared to the energy detector are
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due to the delay memory and complex multiplier for autocorre-
lation computation (45% of power consumption) and the mul-
tipliers and division computation units for matrix inversion and
the computation of the test statistics (45%).
A simplified implementation of an autocorrelator detector

using only the real part of the autocorrelation is presented in
[13]. Although the implementation is very simple, it suffers
from sensitivity to frequency offset, which is avoided by using
both the real and imaginary parts of the autocorrelation in
decision making.

V. CYCLOSTATIONARY FEATURE DETECTOR WITH FREQUENCY
DOMAIN TEST STATISTICS COMPUTATION

The algorithm and its implementation follow the idea origi-
nally presented in [12]. The signal is said to be cyclostationary
if its time varying expectation of (auto)covariance, i.e., autocor-
relation

(16)

is periodic, i.e., can be presented with some set of Fourier coef-
ficients [12].
If the autocorrelation is periodic for some delay , as is the

case for the OFDM signal as presented in Fig. 2, then its fre-
quency component at some cyclic frequency is nonzero. This
component, cyclic autocorrelation, can be estimated as with
observations as [12]

(17)

The estimate is a single frequency component from the dis-
crete-time Fourier transform of

(18)

(19)

at a frequency .
The statistical test for the existence of cyclostationarity can be

performed with test statistics computed in the frequency domain
as presented in [12] and [5]. First, the real and imaginary parts
of the cyclic autocorrelation estimate are arranged as a vector

(20)

(21)

As for the autocorrelator detector, the test statistics for the
hypothesis testing can then be computed with the method pre-
sented in [12]

(22)

where

(23)

(24)

Under the null hypothesis, the test statistic is distributed
[12], and therefore the decision threshold is obtained from

(25)

Compared to the autocorrelator, the of the frequency do-
main cyclostationary detector is computed in the same way but
from the frequency domain signal. The elements of can be
estimated as

(26)

(27)

(28)

Finally, the test statistics can be written as (29) shown at bottom
of the page.

A. Implementation

Fig. 4 depicts the implementation block diagram of the cyclo-
stationary feature detector with frequency-domain test statistics
computation. The programmable decimator is realized with a
cascaded integrator-comb (CIC) [14] and canonic signed digit
FIR filters [15] in order to achieve low power dissipation. The
Radix- architecture is used for the FFT computation unit [16],
[17]. The implementation of the detector is presented in detail
in [18].
The advantage of the cyclostationary feature detector com-

pared to the autocorrelation detector is its insensitivity to nar-
rowband interferers. Narrowband interferers can be present for
example, as a result of the clock signal feedthrough, and are
often present in wireless receivers. These interferers provide
strong complex autocorrelation components at zero frequency,
regardless of their original frequency. If the OFDM symbol is
long, the cyclic frequency is very low. In this case the cyclic
frequency component can be masked by the interference caused
by the narrowband signals. Because the frequency resolution of
the FFT is proportional to , the problem can be alleviated
by increasing or reducing . Increasing the length of the
FFT-unit would result in a remarkably high power consumption.

(29)
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Fig. 4. Implementation block diagram of the frequency-domain cyclostationary feature detector.

Therefore the decimator is used to reduce the sampling rate and
increase the resolution. Effectively, it multiplies the relative
to the sampling frequency. The maximum decimation factor
is . The filtering in decimation increases the effective
signal to noise ratio by because with being low, only the
noise is filtered, while the power of the cyclic frequency com-
ponent remains.
The power dissipation of the cyclostationary feature detector

utilizing frequency domain test statistic computation is con-
tributed mainly by the FFT (42%) decimator (26%), and the au-
tocorrelator (20%).
Increasing the decimation ratio reduces the power consump-

tion of the FFT, but increases the power consumption of the dec-
imator. The overall energy consumption of the FFT is constant,
because the decimation increases the time used for FFT compu-
tation, respectively, also increasing the time used for detection.

VI. TIME-DOMAIN CYCLOSTATIONARY FEATURE DETECTOR

Although the cyclostationary detector with frequency-do-
main test statistic is feasible to implement, and could provide
a means for observation of multiple cyclic frequencies simul-
taneously, it can be observed that fundamentally there is no
need to calculate the FFT, which makes a major contribution to
power dissipation.
The feature of interest is the relative strength of a cyclic fre-

quency component of the autocorrelation to the average vari-
ance of the autocorrelation signal. However, all the information
required to compute this is already available in the time domain.
For a single cycle frequency, the cyclic autocorrelation func-

tion in (17) is a frequency shifted autocorrelation of the input
signal. Frequency shift can be efficiently performed with the
CORDIC algorithm, which has been used for the computation
of trigonometric functions, their inverses, and for the modula-
tion of signals in digital transmitters [19]–[22].
The test statics

(30)

can also be computed directly from the real and imaginary parts
of (17) without the FFT

(31)

(32)

The components of the correlation matrix are also computed in
the time domain, resulting in an otherwise identical result with
the autocorrelator detector.
By denoting

(33)

the elements of the covariance matrix can be computed as

(34)

(35)

(36)

Applying the matrix inversion, the final test statistic is com-
puted as in (37) shown at the bottom of the page.

A. Implementation

Fig. 5 depicts the implementation block diagram of the
time-domain cyclostationary feature detector. The decimator
and FFT computation block of the frequency-domain cyclo-
stationary detector are replaced by the CORDIC computation
block. The selector circuit for the frequency component is
replaced by an integrator and complex multiplier, providing the
necessary values , , and to the matrix
inversion unit.
By time-domain computation, the decimator and FFT

computation block of the frequency-domain cyclostationary

(37)
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Fig. 5. Time-domain cyclostationary detector.

Fig. 6. Spatial sign cyclic correlation detector.

detector are eliminated without compromising the perfor-
mance, resulting in significant hardware reductions. The power
consumption is mainly contributed by the autocorrelation com-
putation (34%), CORDIC for the frequency shift (11%), and the
multipliers and division units for matrix inversion computation
(45%).
In the CORDIC frequency shifter, the frequency resolution

is set by appropriate word lengths and the number of stages,
providing more flexible structure in contrast to the frequency
domain implementation where in order to double the frequency
resolution, twice as large an FFT has to be implemented.

VII. SPATIAL SIGN CYCLIC CORRELATION DETECTOR

The spatial sign cyclic correlation detector [23] is based on
the observation that the cyclic frequency components are also
present in the autocorrelation of the spatial sign function of the
complex input data. The spatial sign function of the input signal

is calculated as

(38)

The spatial sign cyclic correlation estimator can be calculated
as presented in [23]

(39)

For the testing of the hypotheses, the test statistic can be cal-
culated from the spatial sign cyclic correlation estimator as

(40)

Because of the normalization, the covariance matrix is replaced
by a constant, resulting in simplified computation of the test
statistic.
The test statistic is distributed, resulting in the decision

threshold

(41)

It should be observed, that as a result relationship of and
distribution is -distributed with the shape factor
[23].

A. Implementation

Fig. 6 depicts the implementation block diagram of the spatial
sign cyclic correlator detector.
From the implementation point of view the main benefit

gained when compared to the time domain cyclostationary fea-
ture detector is the simplified computation of the test statistics
as a result of the normalization of the signal amplitude, resulting
in a reduced amount of hardware and significantly reduced
power dissipation. The cost of simplification in computation
of the test statistic is the two additional CORDICs required
for the computation of the spatial sign function; however,
their power consumption is small compared to the CORDIC
for the frequency shift. The overall contribution of CORDICs
is 24%. The main contributor to the power consumption is
the autocorrelation computation unit (62%) consisting of the
complex multiplier and the delay memory.
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VIII. SPATIAL SIGN CYCLIC CORRELATOR WITH ANGULAR
DOMAIN COMPUTATION

In angular domain spatial sign cyclic correlators [8], the spa-
tial sign function is rewritten using exponential presentation of
complex numbers as

(42)

(43)

Using the notation of (42), the spatial sign cyclic correlation
estimator (39) can be written as

(44)

(45)

(46)

(47)

Under the null hypothesis of the Neyman–Pearson test the
input signal contains only Gaussian white noise. For Gaussian
noise in uniformly distributed . Under
the distribution of is dependent on the ratio

and SNR. However, the knowledge of the actual distribution
under is not required for successful hypothesis testing.
In order to avoid the implementation of hardware for an-

gular-to-Cartesian conversion as in the spatial sign cyclic cor-
relator, it is preferable to perform the hypothesis test in the an-
gular domain by testing the uniformity of the angle distribution.
To test the uniform distribution, the angle
is categorized in even-sized bins, resulting in a set of i.i.d.
binomially distributed random variables

(48)

where is the total number of samples used for the current
test. With a test for uniform distribution can be
performed.
For successful testing, is constrained to , because

would provide false information about the distribution
if is distributed evenly across the bin border, although
not uniformly over . Because the phase value
is presented with fixed point 2’s complement binary number,

would require additional hardware (subtraction units)
for binning, compared to , in which the bin borders
are determined by the two most significant bits of the .
Therefore, from the implementation point of view, is
optimal.

A. Angular Domain Tests

1) Binomial Distribution Test: Since elements of
, we may define the test statistic as

(49)

and the decision thresholds from the inverse cumulative bino-
mial distribution as

(50)

(51)

If exceeds these thresholds for any , then it is as-
sumed that is not uniformly distributed, and the null hy-
pothesis is rejected.
2) Gaussian Distribution Test: With a sufficiently large ,

the elements of are approximately -distributed
where

(52)

(53)

It is now possible to define two decision thresholds as in the
previous case as

(54)

(55)

where is the inverse of cumulative standard normal dis-
tribution.
Basically the difference between binomial and Gaussian tests

is only in decision the threshold, which should converge to the
same values as the number of samples increases. The imple-
mentations are otherwise identical.
3) -Test: With Gaussian distribution approximation, the
test can also be applied. Let

(56)

is approximately distributed, the decision threshold
for the test can be calculated as

(57)

If the test statistic exceed the threshold, is assumed
to be nonuniform, and is discarded.

B. Implementation

Fig. 7 depicts the implementation block diagram of the spatial
sign cyclic correlator with angular domain computation.
The most remarkable improvements in implementation effi-

ciency, when compared to the regular spatial sign cyclic corre-
lator, are due to the following reductions in the hardware.
• Moving from the Cartesian to the angular domain reduces
the number of signal paths from two (real and imagi-
nary part) to one (phase). Because of this, the amount of
memory can be halved.
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Fig. 7. Spatial sign cyclic correlator with angular domain computation.

• Complex multipliers are no longer required for the com-
putation of autocorrelation. The complex multiplier is re-
placed by a single adder.

• Because the phase value is periodic, there is no need to
avoid overflows in phase domain computation. This results
in reduced number of bits in computation.

The structure required for the classification of the to
bins is identical in the binomial, Gaussian, and tests. The
test requires a squaring unit and summation unit in addition.
Regardless of the computation method used for the test

statistic, the savings in area and power are achieved as a result
fact that angular domain computation requires only one signal
branch instead of two for the complex I/Q-signal. Computation
of the autocorrelation as a sum of the phases in the angular
domain also eliminates the complex multiplier required for au-
tocorrelation. Performing the testing directly from the angular
domain signal also eliminates the CORDIC unit required for
polar-to-Cartesian conversion. It can be stated that the angular
domain computation eliminates all of the main contributors to
the power dissipation of the spatial sign cyclic correlator but the
delay memory, which clearly dominates the power consumption
of this implementation with a contribution of 81%.

IX. PERFORMANCE COMPARISON

Following abbreviations are used energy detector (EDET),
autocorrelation detector (ACORR), cyclostationary feature
detector with frequency domain test statistics computation
(CYCFREQ), time-domain cyclostationary feature detector
(CYCTIM), spatial sign cyclic correlation detector (SSCC), and
spatial sign cyclic correlator with angular domain computation
(ADSSCC).
The signal detection performances of the algorithms as a

function of SNR are presented in Fig. 8, and the receiver oper-
ating characteristics are presented in Fig. 9. The signal used for
evaluation is an OFDM signal with a similar symbol structure
to that which is used in DVB-T, i.e., samples
and samples. The sampling rate corresponding to
the DVB-T system sampling rate is 9.1429 Ms/s.
samples per detection are used for detection in all simulation
cases, resulting in a constant detection time .
The performances of the various angular domain distribution
tests described in Section VIII-A are presented in Fig. 10. It
can be observed from the detection probability curves of Fig. 8
and ROC-curves of Fig. 9 that the energy detector provides the
best sensitivity, but the simulation does not take into account its
sensitivity to the uncertainty in the noise variance estimate [7].
Therefore, the energy detector should be considered as an ideal
reference design in terms of performance and implementation
complexity. Reliable energy detection would require a reliable

Fig. 8. Performance of the various detector implementations as a function of
SNR, . The ADSSCC utilizes the binomial distribution test statistic
computation. Because the inaccuracy of noise variance estimate is not taken into
consideration, energy detector can be considered as ideal reference.

Fig. 9. Receiver operating characteristics of the detectors .

noise calibration method to be implemented together with the
detector, whereas the proposed cyclostationary algorithms does
not require exact knowledge of the noise variance to perform
reliably. Therefore, the main task is to find cyclostationary de-
tectors with implementation complexity and power dissipation
comparable with the energy detector.
The angular domain detectors are unquestionably least sensi-

tive. However, the sensitivity of all the autocorrelation based al-
gorithms with lies within the range of 2 dB, which
can be considered small from practical point of view. The re-
duced sensitivity can be compensated, for example, by using
longer detection times as in Fig. 11, and thus reduced sensitivity
is acceptable if the power consumption of the implementation
is remarkably lower.
In Section X it is shown that by accepting 2 dB lower relative

sensitivity of the sensing algorithm, the power consumption of
the implementation can be reduced by the order of magnitude.
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Fig. 10. Performance of the various angular domain distribution tests as a func-
tion of SNR.

Fig. 11. Performance of the spatial sign cyclic correlator with angular domain
test statistic using various sensing times, compared to Time domain cyclosta-
tionary detector.

However, the overall efficiency of the detection is strongly de-
pendent on the implementation, settling time and power con-
sumption of the RF front-end of the spectrum sensing receiver,
and whether it is possible to efficiently use duty cycling during
the sensing or not.

X. IMPLEMENTATION COMPARISON

In order to determine the differences in the computational
complexity and power dissipation, the algorithms were de-
scribed with RTL-level VHDL-description language and
synthesized on 65 nm CMOS FPGA, which is a part of the
algorithm implementation evaluation environment described
in more detail in [24]. All the designs were compiled from
RTL-level VHDL to FPGA-platform with the same compilation
parameters. FPGA specific optimization parameters/structures
were not used in order to maintain portability to other platforms.

TABLE I
COMPARISON OF THE IMPLEMENTATION COMPLEXITIES

TABLE II
COMPARISON OF THE POWER CONSUMPTION

The hardware complexity and power consumption of the al-
gorithm implementations were evaluated with the the design
tool of the FPGA vendor. The switching activity of the sig-
nals in the implementations was obtained with simulator and
imported to the tool to improve the accuracy of the power con-
sumption estimate. The complexity comparison is based on the
numbers reported by the design tool, including the amount of
logic elements (a four-input LUT), dedicated logic registers and
on-chip memory (DPRAM). The design tool provides the hi-
erarchical estimates of power consumption and reserved logic
elements, registers, memory elements and multiplier units. The
power consumption estimates reported are for total power con-
sumption including both the static and dynamic power con-
sumption, dynamic power consumption being clearly dominant.
All the implementations of the algorithms are evaluated using

an 10-bit input word length and sampling rate of 20 Ms/s. The
computation in the circuitry is performed with fixed point arith-
metic. The word lengths used for number presentations and for
internal computing inside the blocks are denoted in the corre-
sponding implementation block diagrams to give further infor-
mation on used hardware resources.
The implementation complexities and power dissipation es-

timates of various detector implementations are presented in
Tables I and II, respectively. The angular domain spatial sign
cyclic correlator uses the binomial distribution test for the test
statistics computation.
The power consumption and implementation complexi-

ties can be summarized as follows. Cyclostationary feature
detector with frequency domain test statistics computation
(CYCFREQ) has the most complex implementation because of
the FFT computation. Autocorrelation detector (ACORR) and
cyclostationary feature detector with time domain test statistic
computation (CYCTIM) consume less power because of lack
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of FFT. They are almost equally complex because of the only
difference is the CORDIC that is used for frequency shift and
has relatively simple structure.
All of these three require quite a lot of hardware for test

statistic computation, which results in large number of multi-
pliers. The amount of hardware and power consumption could
be reduced by further optimization of internal the word lengths.
However, the computation still includes matrix inversion, which
is quite resource consuming operation.
Implementation of spatial sign cyclic correlation detector

(SSCC) consumes less hardware and power that the aforemen-
tioned detectors mainly because of the simpler computation
of the test statistic. Because the signal, and thus test statistic
is already normalized by CORDICs that have very simple
implementation, the power consumption is dominated by delay
and multiplications required for autocorrelation computation,
which has 62% contribution of the overall power consumption.
The benefits of multiplierless implementation of Spatial sign

cyclic correlator with angular domain computation (ADSSCC)
are evident. The main reason for reduced power consumption is
the fact that transformation from Cartesian to angular domain
with CORDIC reduces the number of signal paths from two to
one. In addition, the computation of autocorrelation can be per-
formed with adders instead of multipliers which have negligible
contribution to power consumption. The power consumption is
almost entirely determined by the memory required for imple-
menting the delay. The remarkably lower power dissipation of
ADSSCC provides margin for compensation of the reduced sen-
sitivity by increasing the number of samples (detection time)
used per detection.
The power dissipation and area requirement for ASIC de-

signs can be estimated by applying ratios between the FPGA
and CMOS ASIC implementations, which are thoroughly ana-
lyzed in [25].

XI. CONCLUSION

In this paper, six implementations of signal detection algo-
rithms for cognitive radio have been presented and analyzed in
terms of performance, implementation complexity and power
dissipation. The energy detector is used as the reference de-
sign indicating the lower limit of power dissipation that can be
achieved. The comparison covers wide range of recently pub-
lished autocorrelation and cyclostationary based detection al-
gorithms suitable for a low-power operating environment. Also,
alternative methods for the test statistic computation for Spatial
sign cyclic correlator with angular domain computation have
been analyzed.
The results indicate that the sensing algorithms containing

complex computation such as FFT and matrix inversion, can be
transformed to use computation well-suited for hardware im-
plementations, such as CORDIC. With these modification, it
is possible to achieve a reduction of an order of magnitude in
power dissipation without compromising the performance. Fur-
thermore normalizing the signal amplitude and especially per-
forming the detection in angular domain makes it possible to
reduce the dynamic range of the signal, reduce the number of
signal branches from two to one, and take advantage over the

periodic nature of angle information, thus making the computa-
tion resilient to overflows and reducing the number of bits re-
quired in computation.
It is demonstrated that the implementation complexity and

power dissipation of the spatial sign cyclic correlator with an-
gular domain computation is comparable with the energy de-
tector, whereas the degradation in the performance is acceptable
when compared to more complex detector structures. Therefore
the high efficiency of the implementation makes it a excellent
candidate for signal detector in mobile cognitive radio devices.
However, the overall efficiency of the spectrum sensor is also
strongly dependent on implementation of the RF front-end and
the use cases, and therefore it is difficult to make unambiguous
decision of the best implementation.
From the algorithm design point of view it has been demon-

strated that it is not the absolute sensitivity in terms of ROC
that defines the quality of the detector. Instead, the quality is a
trade off between the sensitivity and implementation feasibility.
It would be beneficial to take the possibilities for trade-offs into
account already in the early phase of the algorithm design.
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