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D
ata-centric and learning-based methods have 
pervaded all areas of science, engineering, tech-
nology, and society at large, including the field of 
control systems. Whatever is your take on these 
developments, they cannot be ignored. Recently, 

a gathering of around a 100 researchers from diverse back-
grounds within the IEEE Control Systems Society came 
together to collaboratively brainstorm about a scientific 
roadmap for the future of our discipline. I quote from Sec-
tion 4 of the Control for Societal-Scale Challenges Roadmap 
2030  report [1]: 

One of the major developments in control over the past de-
cade—and one of the most  important moving forward—is 
the interaction of  machine learning and  control  systems.

The topic of this double special issue, aptly named data-
driven control, requires little further motivation. It encom-
passes a vast, diverse, and dynamic intellectual landscape, 
loosely identified with control engineering based on exper-
imental data. It has become a prominent theme in the 
canvas of science, with numerous researchers contributing 
their own brushstrokes. In this editorial, I aim to frame this 
canvas, sketch some of the big ideas with broad strokes, 
and draw lines between different  approaches.

LOOKING BACK: A BLURRY HISTORY
It is important to acknowledge that this canvas is not blank. 
Generations of researchers have been diligently working on 
adaptive control, system identification, and related learning-
based topics; see [2], [3], [4], [5], and [6] for excellent retro-
spectives. Their efforts have yielded not only scientific 
breakthroughs, but also technological success stories, such as 
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iterative learning control, autotuned regulators, adaptive pre-
dictive control approaches, and many others [7]. Whatever list 
of milestone results I provide will be judged by what I left out. 
Hence, an incomplete list of early research paradigms includes 
data-driven tuning (via iterative feedback [8], correlation [9], or 
virtual reference [10]); approaches blending identification and 
control (such as dual control [11], optimal controller identifica-
tion [12], or identification for control [13]); data-driven optimi-
zation in feedback (for example using extremum-seeking [14] 
or real-time optimization [15]); data-driven takes on dynamic 
programming [16], [17], [18] (today, broadly labeled as reinforce-
ment learning); and many more. All of these sit squarely be-
tween model-free and model-based control, but the lines are 
blurred. I deliberately stopped this list about 15 years ago, 
when real-time computation methods in the vein of predictive 
control and reinforcement learning led to further branching of 
the literature and many novel paradigms, some of which are 
contextualized in the articles of this double special issue.

Over the years, control engineers have embraced numer-
ous concepts from the broad field of artificial intelligence 
(AI). Vice versa, many pivotal machine learning break-
throughs and entire subdisciplines are deeply rooted in our 
field, such as back-propagation [19] or reinforcement learn-
ing [20], the authors of which are these days household 
names in AI. In these and other problem settings, both fields 
have repeatedly cross-fertilized another, and this process is 
accelerating in the Internet age with readily available tutorial 
videos and actionable code. These success stories—and I 
apologize for not providing an exhaustive list—showcase the 
mutual influence between the two domains.

DELINEATING PRESENT VERSUS PAST: DELUGE OF 
DATA, COMPUTING POWER, AND NEW PROBLEMS 
AND METHODS
Many of the aforementioned ideas came and went, some 
stuck, and some faded. Research often goes in circles, and 
ideas go through hype cycles, actually repeatedly in the case 
of learning-based methods. However, at the time of writing, 
it appears that data-driven control has come to stay. To fully 
comprehend its current state and distinguish it from past 
hype cycles, it is crucial to contextualize data-driven control 
within the present time. This includes not only the wide-
spread excitement surrounding big data and AI, but also the 
emergence of new applications and problem scenarios that 
are driving control research. For instance, the deployment of 
automation in unstructured environments or the utilization 
of complex sensing modalities, as in autonomous driving, are 
shaping the evolution of data-driven control.

Furthermore, recent technological advances have facili-
tated the emergence of contemporary approaches that would 
have been inconceivable just a decade ago. We now have un-
precedented access to vast amounts of data, because of the 
widespread deployment of sensing and communication 
technology. Additionally, the availability of powerful com-
puting resources has opened up new possibilities. Many ap-

proaches that were previously labeled as brute force or 
deemed impossible to implement in real time are now effi-
ciently and reliably implementable. Although brute force 
does not reign yet in data-scarce applications or in online set-
tings, with few samples or severe real-time requirements.

Similarly, there have been significant advancements on 
the methodological front. Theory and deployment of optimi-
zation algorithms, such as autodifferentiation, uncertainty 
quantification techniques, such as distributional robustness, 
nonparametric regression methods based on reproducing 
kernels, advances in nonasymptotic and high-dimensional 
statistics, and many other innovations have brought a flurry 
of new ideas into our field and adjacent communities. These 
advancements have significantly shaped the landscape of 
data-driven control, enabling researchers to explore novel 
approaches and leverage the abundance of data and compu-
tational power available in the present era.

Sometimes, research paradigms from previous eras are also 
revisited. An example that I am intimately familiar with is the 
behavioral approach to systems theory [21], which provides a 
representation-free description of a system as a collection of tra-
jectories. After receiving little attention for a decade, it is now 
gaining traction, as it is naturally suited for data-driven control 
[22], [23]. Another approach that has been ahead of its time is 
regret-based analysis of learning-based optimal linear quadratic 
control [24], [25]. In both cases, today’s researchers adopted a 
fresh perspective on these paradigms, leveraging our ever-ad-
vancing technology, contemporary methods for uncertainty 
quantification and robust design, demands from timely applica-
tions, and advanced performance specifications (for example, 
safety, distributional uncertainty, or finite sample complexity).

All articles in this double special issue exemplify the inte-
gration of timeless paradigms from our field with modern 
approaches and computational methods. For instance, the 
“model” in model predictive control does not need to be the 
familiar state-space representation. It can be a Gaussian pro-
cess, a neural network, or a simple data matrix dating back to 
the heydays of subspace system identification or dynamic 
matrix control. Could this have been done decade(s) ago? 
Conceptually yes, but we now have advanced analysis meth-
ods, a broad interest in data-centric methods, practical busi-
ness cases, sufficient amounts of data, and the (real-time) 
computing power to make it feasible.

Finally, I witness a cultural sea change within the aca-
demic control community that has traditionally favored 
theory over engineering solutions. The AI community has 
convinced many of us that there is an empirical side to our 
field that deserves more attention. And there is still theory 
to be developed, especially via methods that were treated 
step-motherly so far, such as statistics.

MAPPING THE VAST, DIVERSE, AND  
DYNAMIC LANDSCAPE
As the reader can discern by now, there are numerous excit-
ing developments in the field of data-driven control, and it 
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would be unfair to single out individual success stories 
while neglecting others. The field is ever growing and 
becoming more diverse. In the past, specialized work-
shops on system identification and adaptive control were 
the main venues for discussions on data-driven control. 
However, it has now become a mainstream topic at the 
largest control conferences, it has spread to events related 
to machine learning or applications, and the successful 
Learning for Dynamics and Control Conference (see 
https://l4dc.seas.upenn.edu for the latest edition) was 
inaugurated in 2019.

Data-driven control is a vast intellectual landscape to proj-
ect our ideas upon, and the developments are fast paced. 
There are, however, few canonical problem settings, and the 
various research approaches are highly fragmented. To map 
this landscape, it is useful to  categorize different approaches 
via binary classifiers (adopting AI terminology), such as 
online versus offline data collection, batch versus iterative 
implementations, certainty-equivalence versus robust for-
mulations, or parametric versus nonparametric methods. 
The most significant divide is between direct versus indi-
rect methods, which refers to whether data are used directly 
for decision making or to model the data-generating pro-
cess, which informs decision making at a later stage. This 
divide is canonical in adaptive control [26], [27] and has 
been recognized across domains, as discussed in [28]. As 
technology and specifications become more complex, 
researchers often favor end-to-end (direct) methods, 
whereas practitioners often prefer modular (indirect) solu-
tions. This debate is raging in fields embracing AI and is 
unsettled, even in the AI community [29].

Certainly, the classifiers mentioned above are not unam-
biguously defined, and the lines between the different 
approaches are blurred. I will not attempt to clear the fog, 
but I note that the articles in this double special issue 
broadly sample from this landscape and collectively form a 
diverse and rich collection that spans a substantial portion 
of the map in the field of data-driven control and its appli-
cations in different domains.

THE ARTICLES OF THIS SPECIAL ISSUE
In what follows, I briefly summarize the four articles in the 
present special issue. The article “Data-Driven Control 
Based on the Behavioral Approach: From Theory to Appli-
cations in Power Systems” by Markovsky et al. [A1] presents 
the behavioral approach to data-driven control. The corner-
stone of this approach is that time series data, suitably 
assembled in a matrix, spans the set of all finite-length 

trajectories of a linear time invariant (LTI) system. In the 
deterministic LTI case, this result lends itself directly for 
optimal control. When deviating from this idealized set-
ting, the authors make their methods more robust by means 
of regularizations and apply them for control of power-elec-
tronics-dominated power systems. 

The article “Kernel Methods and Gaussian Processes for 
System Identification and Control” by Carè et al. [A2] sur-
veys contemporary methods for system identification and 
learning-based control. The content spans linear and non-
linear system identification in reproducing kernel spaces 
with a nice tutorial exposition of regularization methods 
and uncertainty quantification. Beyond system identifica-
tion, the article also covers applications of the methodology 
to different learning-based control paradigms and experi-
mental implementations.

The article “Quasi-Stochastic  Approximation: Design 
principles With Applications to Extremum Seeking Con-
trol” by Lauand and Meyn [A3] surveys the theory of 
(quasi)stochastic approximation and discusses connections 
to extremum seeking control. These methods are concerned 
with a root-finding problem based on random (respectively, 
deterministic) probing of the function of interest. The 
prime example and historical root is gradient-free optimi-
zation, which relates to adaptive control and reinforcement 
learning. The article gives a tutorial of the ordinary differen-
tial equation (ODE) method connecting discrete stochastic 
algorithms and their associated mean flows.

The article “Data-Driven Safety Filters” by Wabersich  
et al. [A4] addresses the topic of safety in  control systems. 
The authors introduce the concept of an ideal safety filter to 
enhance a controller with safety guarantees and present 
tutorials for three classes of safety filters:  Hamilton–Jacobi 
reachability, control barrier functions, and predictive con-
trol techniques. The article covers applications to first-prin-
ciple and data-driven models, a selection of model-based 
and learning-based controllers, and several illustrative case 
studies from the robotics domain.

SYNOPSIS: CONTROL NO LONGER  
A HIDDEN TECHNOLOGY
What does the future hold for data-driven control? I leave it 
to the authors of the articles in this special issue to commu-
nicate their respective visions. Returning to my opening 
quotation, only time will reveal the true significance of 
data-driven control as a long-term development within our 
field. However, in my opinion, data and learning have 
already had a significant impact on the scientific and public 

The AI community has convinced many of us that there is an empirical  

side to our field that deserves more attention.
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discourse, and technology will continue to drive this 
revolution in the foreseeable future. Algorithms (which are 
at the core of data-driven control) are no longer a hidden tech-
nology, as once famously voiced by a towering figure in our 
field [30], but rather in the spotlight and gaining increasing 
attention. The continued advancements in technology, com-
bined with the growing availability of data and the devel-
opment of new learning approaches, are likely to shape the 
landscape of control systems research and applications in 
the years to come.
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