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 Imagine technology as a living being. Perched 
on its left shoulder is a miniature angel, representing 
the good uses and beneficial consequences of the 
technology. On its right shoulder is a small devil, the 
bad or unintended consequences of the technolog-
ical application. Every technology that I know has 
these two potential results: one that we might call 
“good,” and the other we might deem “bad,” or, at 
least, “undesirable.”

Of course, when the technology is conceived 
and further developed, the innovators look almost 
exclusively at the potentially good uses of the new 
technology, and proclaim the need for the new tech-
nology to solve pressing societal problems [12]. This 
attitude is what motivates originators to concentrate 
on the technology in the first place.

However, once the technology has been loosed 
on the world, it, like Pandora’s box, exhibits both 
desirable and undesirable effects. Whether we con-
sider new chemicals, mechanisms, or procedures, 
we have seen how they do improve life as long as 
they are used correctly. But, intended or not, other 
uses of the technology arise, and not all of these 
solve more problems than they cause.

Yin and yang is a Chinese philosophical concept 
that describes how obviously opposite or contrary 
forces may actually be complementary, intercon-
nected, and interdependent in the natural world, 
and how they may give rise to each other as they 
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interrelate to one another. Yin is the receptive and 
yang the active principle, seen in all forms of change 
and difference, such as the opposite ultimate effects 
of applications of new technologies.

There are myriad examples of the uses and mis-
uses of new technologies. One of the most egregious 
of these is the misuse of opioid drugs, initially devel-
oped as an effective pain-relief mechanism that 
mimics the body’s own means to deal with pain. 
Opioid drugs were originally seen as a panacea for 
the problem of intractable pain. The same drugs 
soon became a means for users to deaden their own 
internal demons, and a rash of overdosage deaths 
has ensued.

Artificial intelligence (AI) holds a lot of prom-
ise for overcoming the shortcomings of human 
abilities. However, artificial intelligence, especially 
machine-learning techniques, is not always trans-
parent enough to be predictable, and so can pro-
duce unintended consequences. For example, one 
goal of some AI developers is to incorporate artifi-
cial emotional responses in computer and robotic 
systems. Who would want an angry robot? Even a 
joyful robot might act in ways that are unpredictably 
harmful to somebody.

Some artificial intelligence pioneers are attempt-
ing to develop systems to determine the emotional 
states of computer users or people whose images are 
caught on camera in different situations [15]. One 
system they are working on works indoors, with or 
without masks, and with poor lighting; it works out-
doors even when hats or sunglasses are worn. Being 
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able to recognize the inner feelings, motivations, 
and attitudes of people have commercial advan-
tages. If artificial intelligence algorithms can reliably 
interpret emotions and behaviors, then they could 
have many applications in the fields of robotics, 
health care, vehicle design, and many others. How-
ever, others argue that such intrusive systems pose 
a serious threat to privacy that societies may not be 
prepared to deal with.

An IEEE Spectrum article by Adib [1] described 
a system by which the presence of people standing 
behind an opaque wall could be detected by radio 
waves. Their system could even detect heart rate, 
breathing movements, and emotional state of the 
person hidden behind the wall. It is not a large leap 
to imagine that further developments could lead to 
exact identification of the person standing there. 
Such a scenario would totally eliminate privacy 
for someone not willing to identify him- or herself. 
Would it be ethical to identify a reluctant witness in 
a trial, or a witness to a crime, or someone in some 
other situation where personal safety could be at 
risk if that person would normally be considered to 
be hidden behind a solid obstacle?

A good general discussion of some of the scenar-
ios of the risks of artificial intelligence systems and 
capabilities can be found in an article by Bajema 
[2]. She describes six situations of unintended 
consequences that can turn artificial intelligence 
from a beneficial technology into one to be feared. 
Included in the discussion are: loss of identifiable 
reality, uncontrollable outcomes, assaults on pri-
vacy, exploitation of human weaknesses, bias in 
system designs, and fear of all artificial intelligence 
technologies. Certainly, artificial intelligence sys-
tems can have both upsides and downsides for users 
to be aware of.

Quadruple paralysis most likely isolates a person 
from any kind of technology with a mechanical inter-
face. Such devices include computers with their key-
boards and mice. Small silicon probes inserted into 
the brains of some of these victims have given them 
the ability to move robotic arms to grasp objects just 
by thinking about moving their limbs. Typing also 
becomes possible when the probes measure the fir-
ing of dozens of neurons in the brain. Sounds great? 
Yes, the benefits of this technology for the paralyzed 
parties involved are unquestioned. But, the same 
technologies that allow someone to control external 
mechanisms can also be turned inside out so that 

the probes deliver information to the brain instead 
of drawing it out. Mind reading and mind control, to 
say nothing of the loss of privacy of one’s thoughts, 
become possible with this same technology. The 
same artificial intelligence algorithms and computer 
technologies that can offer a helping hand when 
needed can also go amok, as what happened to 
Mickey Mouse in the Sorcerer’s Apprentice scene in 
Walt Disney’s movie Fantasia [11]. Mickey conjured 
up magic that gave him control of inanimate objects 
to carry water for him while he slept. He awoke later 
to find that the water carriers did not know when to 
stop, and the place was awash in a flood. Unless we 
are able to anticipate and control unintended con-
sequences of our new technologies, we, like Mickey, 
may rue what we have unleashed.

Cell phones and other technologies have the 
capability to track locations of individuals whether 
or not they are aware of such capabilities of their 
devices [13]. The Internet of Things (IoT) can also 
disclose the uses and habits of people owning appli-
ances connected to the internet. All of these pose 
privacy issues. People’s movements can be tracked 
and their personal issues can be made known to 
third parties who may not have the best intentions 
in mind.

Technologies enabling social media have had 
the promise of fostering communications and 
bringing people closer together. Social media have 
also been used by groups to coordinate their activ-
ities when separated by physical distances. Those 
are the good effects. However, it has recently come 
to light that, too often, comparisons between post-
ings can lead to mental anguish, especially among 
vulnerable teens.

Frances Haugen became a whistleblower, warn-
ing against the social media company Facebook 
with policies that were harmful to the mental health 
of teenagers and were also contributing to human 
trafficking through use of its services [7], [17]. Face-
book, she contended, was aware of the harms to 
which it was contributing, but was unwilling or una-
ble to counteract them. She claimed that the com-
pany was choosing profit over correction. Company 
Chief Executive Officer Mark Zuckerberg announced 
that the future of Facebook lay in developing a new 
virtual universe, which he called a Metaverse (which 
brings to mind the question: What is a Meta for?), 
that would fundamentally reshape how humans 
interact with technology. Haugen believed that the 
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Metaverse would further isolate people from one 
another, rather than bring them together. Only time 
will tell.

The role of whistleblower is not an easy one to 
assume [8]. Whistleblowers must often tell on pow-
erful government agencies or huge corporations. So, 
many unethical or harmful activities can continue 
to operate when no one is prepared to take the 
personal risks required in order to disclose infor-
mation that could cause discomfort or worse to a 
powerful body. The example of the Tuskegee study 
of untreated African American men with syphilis 
conducted by the U.S. government shows that this 
sort of behavior can go on even when sponsored by 
a presumedly trustworthy source.

Social media are these days extremely influen-
tial in molding attitudes and divisions in our soci-
ety. Shouting “fire” in a crowded theater is not only 
wrong, but is also dangerous. Some social media 
technologies can make the shouting seem much 
louder. The ridiculous nature of many social media 
entries was satirized in the cartoon “Speed Bump,” 
in which several ancient Greeks are sitting around 
talking, and one says: “I only hope one day there 
appears a device that allows all citizens to instan-
taneously share with the world every impulsive, 
irrational and mean-spirited thought that flits across 
their minds” [6].

Digital twinning is a technique that sets up in 
the virtual space an exact copy of a real physical 
structure [4], with the idea that the digital copy can 
exactly match the conditions and movements in the 
actual structure. That way, changes to movements 
and conditions can be tested digitally rather than 
move or modify actual hardware. Digital twins have 
been constructed for automobile assembly plants 
so that improvements in procedures can be tested 
quickly and relatively easily. Exact movements of 
workers in the actual plant are reflected in the digi-
tal twin. That is where a privacy issue comes in as a 
possible downside of this promising technique.

Television is a technology that was envisioned to 
bring visual programming of consequence into peo-
ple’s homes. And, for a while, it did just that. In its 
early years, television programming was limited to a 
few hours each day appearing on less than a hand-
ful of networks. One benefit of television at this point 
in its development was that most people with tele-
vision sets tuned in to the same popular programs, 
and so contributed to the societal cohesiveness that 

existed at the time. Although there were complaints 
about the quality of television programming, there 
was always an automatic topic of conversation 
among people as long as nearly everyone had the 
same viewing experiences.

Soon, though, the addictive nature of televi-
sion-watching became a societal concern. People 
sitting in front of their sets and watching drivel were 
considered a real problem for the public. Of special 
concern was the effect that watching television for 
hours at a time had on the development of young 
children. Television programs at the time were not 
the types to contribute to the advancement of chil-
dren’s intellects.

Then along came Sesame Street [23] in 1969, 
which exploited the addictive nature of watching tel-
evision with educational lessons, and with the goal 
of helping to prepare children, especially those from 
low-income families, for school. Sesame Street contin-
ues to demonstrate that the benefits of a technology 
can be enhanced if efforts are made in this direction.

Of course, all of these technologies have been 
beneficial in many ways. However, I know of no 
technology that doesn’t have detrimental conse-
quences either economic, societal, sustainability, 
environmental, or some other concern. Perhaps the 
untoward effects affect only a small portion of users, 
in which case the overall effects of the technology 
are vastly positive. Still, ameliorating the ill effects of 
a technology application should be a goal of devel-
opers and innovators.

Genetic mapping has had many useful applica-
tions. Knowing what genes are present and their 
effects on the organism containing them, known as 
functional genomics, has been helpful for predicting 
disease susceptibility, producing insulin and other 
compounds by microbes, and assisting people to 
learn of their ancestry. The last use has also, unfortu-
nately, led to disclosures that have disrupted family 
ties in some cases.

The gene-editing technique known as CRISPR 
is one technology for which the full implications 
are yet to be determined. There are both good and 
bad possible applications of CRISPR, and some in 
between, as the Chinese scientist He Jiankui demon-
strated when he edited the germ line of twin sister 
embryos to make them immune to HIV [6]. There 
could have been some justification for him to do so, 
but he was far ahead of the accepted current limits 
of CRISPR applications.



39January/February 2023

One area of new technology that seems to have 
received a reasonable amount of preintroduction 
consideration involves genetically-modified organ-
isms. It took years of study and trials before any 
genetically-modified organism, including improved 
crops, could be released into the world. Of particu-
lar interest at present is the release into the wild of 
mosquitoes with genetic changes that cause them to 
become sterile [20]. The hope is that these particular 
species, ones that harbor the malaria parasite, will 
cease to exist, taking the malaria threat to humans 
with them. Genetic alterations can produce genes 
that defy normal laws of heredity and are completely 
present in future generations. Such genes are called 
gene drives. If these genes also result in sterility, 
then the goal of species elimination can be realized. 
However, there may be more subtle environmental 
and ecological ramifications to release of mosqui-
toes containing the gene drive, and these are being 
considered thoroughly, because, once the release is 
made, it cannot be undone.

It is clear that the full effects of new technologies 
can go far beyond what their creators had envi-
sioned for them. The best time to deal with adverse 
effects of a technology is at the conceptual stage 
when embodiments are still fluid. Comprehending 
the full consequences of technology can be a daunt-
ing task. As the good uses have expanded, so have 
the harmful ones. There may also be a conflict that 
arises between personal and societal issues.

Scientists are often portrayed as spending much 
time and effort in the laboratory to bring their devel-
opments to life and out in the world. But, what they 
don’t spend much time on is the broader implica-
tions of their work [18].

Elkins-Tanton [9] calls it the “hero model” of sci-
ence and engineering research and invention. The 
recognized leading scholar in a given area of research 
is treated with respect and resources not available to 
others in his or her group. These “heroes” are the ones 
who are given priority for leadership, funding, recog-
nition, and control for research projects. They have 
a huge influence on the projects that are funded, the 
knowledge that is created, and how the technology 
should be adopted and regulated by society. Heroes 
develop into idols who often cannot see the full rami-
fications of their projects. This limits the outlooks and 
perspectives of technologies developed by groups 
headed by a hero. Elkins-Tanton [9] goes on to say 
that, in order to incorporate considerations related to 

bigger issues touched by research and development 
projects, all funded teams should be interdisciplinary 
in nature, and the questions to be answered by the 
team should be formulated by the whole team with 
perspectives coming from every direction. Stofan [21] 
agrees, saying that the hero model produces a person-
ality-based environment, discouraging collaboration, 
enhancing cutthroat competition for resources, and, 
in the extreme, leading to bullying and harassment.

Worse, for society at large, not enough attention 
is given to the wide range of possible uses and mis-
uses of a newly-developed technology as long as the 
hero is the sole person guiding the development.

Research and development efforts in the USA 
have become decentralized in recent years [10], 
relying on funding from business, philanthropy, and 
academic endowments as well as from more tradi-
tional federal, state, and local governments. Decen-
tralization can lead to better ideas and solutions to 
problems faced by commercial markets. The role 
of government in this process should be to ensure 
that the questions being asked of researchers are 
the ones most important to society. This will require 
government to involve inputs from many sources, 
inclusive of the public’s concerns.

If government oversight is what is needed to 
anticipate the broader implications of new tech-
nology applications, then there are a couple of 
prospects for this in the USA. The Office of Technol-
ogy Assessment (OTA) was an office of the United 
States Congress that operated from 1974 to 1995 
[22]. OTA’s purpose was to examine issues involv-
ing new or expanding technologies, to assess their 
impacts, to analyze alternative policies to avert 
crises, and for scientific expertise to match that of 
the executive branch. OTA was to provide congres-
sional members and committees with objective and 
authoritative analysis of the complex scientific and 
technical issues of the late 20th century. The OTA 
was defunded and disbanded in a cost-cutting move 
in 1995. However, it was recognized that the explan-
atory and assessment functions of the OTA were 
desirable, even necessary, for congressional mem-
bers to be able to deal with nascent technologies 
requiring government funding.

The Science, Technology Assessment, and 
Analytics Team of the U.S. Government Account-
ability Office has assumed the functions formerly 
performed by the defunct Office of Technology 
Assessment. As a member of that team, Wright [24] 
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helped to answer how the government can recruit 
and retain people needed to drive an innovation on 
a national scale. Their charge is to inform lawmakers 
about the central issues facing the government con-
cerning new innovations and to suggest what can be 
done to address these issues.

The National Science Foundation (NSF) has a pro-
gram called “Broader Impacts,” meant to encompass 
the potential to benefit society and contribute to the 
achievement of specific, desired societal outcomes 
[16]. Proposals submitted for funding to the NSF are 
encouraged to include consideration and description 
of possible benefits of a research project either not 
directly related to, or not readily apparent from, the 
topic of research proposed. As NSF expands upon 
these general criteria, it “values the advancement of 
scientific knowledge and activities that contribute 
to the achievement of societally relevant outcomes. 
Such outcomes include, but are not limited to: full 
participation of women, persons with disabilities, and 
underrepresented minorities in science, technology, 
engineering, and mathematics (STEM); improved 
STEM education and educator development at any 
level; increased public scientific literacy and public 
engagement with science and technology; improved 
well-being of individuals in society; development 
of a diverse, globally competitive STEM workforce; 
increased partnerships between academia, industry, 
and others; improved national security; increased 
economic competitiveness of the U.S.; use of sci-
ence and technology to inform public policy; and 
enhanced infrastructure for research and education.”

However, both of these government programs, 
and any others like them, deal specifically with the 
potential positive beneficial outcomes of techno-
logical research and development activities, or the 
yang of technology. There are no programs that I 
know that specifically consider the yin, or possibly 
negative outcomes, of new technology adoption. 
Matthew et al. [14] proposed principles of a govern-
ance structure that should be able to assure the fair 
and beneficial applications of new technologies, 
although not necessarily to mitigate adverse effects.

Bioethicist R. Alta Charo was asked whether sci-
entists are sufficiently trained to appreciate the eth-
ical implications of the research [and development] 
they may pursue [3]. She replied that physicists and 
engineers became aware of the possible application 
of their fundamental research work for military pur-
poses once the atomic bomb was developed and 

used in World War II. Biologists are beginning to have 
the same awakening. However, basic research is so 
far removed from possible applications, both good 
and bad, that it is hard for investigators to see the final 
results of their work. Discussions of societal control of 
their research are not realistic to them because of the 
remoteness of applications of their research results.

In some ways, she believes that teaching ethics to 
researchers, to give them some perspective on the 
eventual uses derived from their fundamental work, 
would not be as beneficial as teaching history, of 
how the work that they are presently conducting in 
the lab could someday transform a whole society. 
Everything starts with becoming aware of the poten-
tials of what they are doing.

Wylie [25] advocates involving people without 
science degrees in scientific work. She argues that 
recognizing skills rather than credentials is a means 
to incorporate diverse backgrounds and life expe-
riences in teams performing scientific research. 
Involving such people in scientific (and technology 
development) work would be a good means to bring 
more marginalized groups to an appreciation of 
what science is about and what it can do.

Whereas many of the unseen effects and con-
sequences of a new technology are not always 
directly related to that technology, and may not be 
technological in nature, groups developing new 
technologies should include a multitude of disci-
plines at the earliest stages of development. It is not 
common to include in a development team social 
scientists, representatives of the public-at-large, and 
other nontechnical people to advise about possible 
future shortcomings of the envisioned technology. 
Most developers of technologies are not equipped 
to become seers and all-knowing forecasters. Yet, 
inclusion of experts broadly trained and educated, 
ones who have wide ranges of experiences and 
knowledge of possible uses and misuses of the tech-
nology as conceived, can be useful to either avoid, 
or, at least, anticipate undesirable consequences 
and be able to deal with them before the technology 
has been finalized. That is one justification for inclu-
sion of general course credits in a college education 
program. It is also a reason to include respected and 
experienced members of the public in technology 
development teams.

Thus, there is a definite need for broadly-edu-
cated scientists and engineers who can become 
parts of teams working toward new technology 
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development. There is also need, of course, for 
those with deep expertise in some narrow specialty, 
depending on the nature of the proposed technol-
ogy. These are probably, unfortunately for the gener-
alists, those who would lead the teams and be given 
the bulk of the credit for their successes. However, it 
should be the responsibility of the team leader, the 
“hero,” to be sure, not only to include generalists and 
unconventional representatives as members of the 
team, but to take full council with such members in 
order to anticipate and perhaps be able to counter-
act the possible ill effects of the applications of tech-
nologies that they develop.

New technologies intended to solve important 
problems can have many possible benefits for their 
designated users. However, there are often at least 
two sides to every new technology. Society might 
be better off if the ill effects of technology use are 
anticipated and ameliorated in some way before the 
technology is introduced.� 
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