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Energy Efficiency Maximization in mmWave
Wireless Networks with 3D Beamforming

Mahdi Baianifar, S. Mohammad Razavizadeh, Hossein Akhlaghpasand, and Inkyu Lee

Abstract: In this paper, we address the problem of 3D beamforming
(3DBF) in millimeter wave (mmWave) wireless networks. In par-
ticular, we study the impact of base station (BS) antenna tilt angle
optimization on the energy efficiency (EE) of mmWave networks
under two different scenarios: a homogeneous network consisting
of multiple macro base stations (MBSs), and a heterogeneous net-
work where several femto base stations are added within the cov-
erage areas of the MBSs. First, by adopting a stochastic geometry
approach, we analyze the coverage probability of both scenarios
that incorporate 3DBF. Then, we derive the EE of the networks as
a function of the MBS antenna tilt angle. Next, optimization prob-
lems are formulated to maximize the EE of the networks by op-
timizing the tilt angle. Since the computational complexity of the
optimal solution is very high, near-optimal low-complexity meth-
ods are proposed for solving the optimization problems. Simula-
tion results show that in the mmWave networks, the 3DBF tech-
nique with optimized tilt angle can considerably improve the EE of
the network. Also, the proposed low complexity approach presents
a performance close to the optimal solution but with a significant
reduced complexity.

Index Terms: 3D beamforming, blockage effect, coverage probabil-
ity, energy efficiency, heterogeneous network (HetNet), mmWave
network, stochastic geometry, tilt angle optimization.

I. INTRODUCTION

INCREASING demands for high data rate in the 5th gen-
eration (5G) cellular systems need much more bandwidth

compared to current cellular networks. The millimeter wave
(mmWave) frequency bands have recently attracted a lot of at-
tentions due to large bandwidth that they offer [1], [2]. However,
in practice they encounter some challenges including high path
loss, high power consumptions and the blockage effect caused
by buildings and human bodies [3]–[5]. Another emerging tech-
nique in 5G wireless networks is 3D beamforming (3DBF)
which utilizes active large antenna arrays to control the antenna
patterns in a 3D space [6]. In fact, in the 3DBF more degrees of
freedom are exploited to adjust the beam patterns in both hori-
zontal and vertical (tilt angle) domains to improve the network
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performance in term of spectral efficiency and energy efficiency
(EE) [6], [7]. On the other hand, due to the short wavelength
of the mmWave bands, a large number of antenna elements can
be packed in a small area arrays which makes them suitable for
employing the 3DBF.

One of the recent powerful mathematical techniques that has
been proposed for analyzing the performance of cellular net-
works is stochastic geometry (SG) [2], [9], [10]. This technique
is widely used in evaluating different network performance met-
rics including coverage, capacity, spectral efficiency and the
EE in the microwave as well as mmWave systems. An SG-
based mathematical framework to model random blockage in
the mmWave networks has been proposed in [3] in which the
authors proved that the distribution of the number of the block-
ages in a link follows a Poisson distribution. In [2], the SG ap-
proach was employed for analyzing the coverage and rate of
the mmWave networks and it was shown that the mmWave net-
works achieve a comparable coverage but higher data rates than
microwave networks. Also, the SG technique was employed in
[11] to evaluate the performance of multi-tier networks and it
was shown that a sufficiently dense mmWave cellular network
can outperform microwave cellular networks in terms of the
coverage probability. In addition, the downlink of a multi-tier
heterogeneous mmWave cellular network in a Nakagami fading
channel was investigated by a SG approach in [12]. In [13], the
effect of user association and power control on the coverage and
EE of the mmWave system is investigated. The maximization of
the EE by considering a constraint on the coverage probability
is studied in [14] which provides insights for deployment of an
energy efficient mmWave network.

In this paper, we address the problem of the 3DBF in the
mmWave networks. In particular, our work focuses on the EE
maximization in the mmWave networks by tilt angle optimiza-
tion at the BSs that are equipped with active antenna systems.
To the best of our knowledge, this problem has not been stud-
ied before in literature. Furthermore, for our analysis, we use
a stochastic geometry approach. In this approach, the location
of BSs are modelled by a homogeneous Poisson point process
(PPP). In addition, we use a modified model for the propaga-
tion channel that properly incorporates the existence of block-
age effect in the environment. Using the above assumptions and
modeling, we first evaluate the signal-to-noise-plus-interference
ratio (SINR) coverage probability and then derive the EE of the
network as a function of the BSs’ tilt angle.

We solve the above problem for two different scenarios. In the
first scenario, a homogeneous network is studied where multi-
ple macro base stations (MBSs) serve a number of macro-users.
Applying the SG technique, we compute the coverage proba-
bility and the EE of the network. Afterwards, the optimum tilt

1229-2370/19/$10.00 © 2019 KICS



126 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 21, NO. 2, APRIL 2019

angle that maximizes the EE is found through an optimization
problem. Because of the complex form of the objective func-
tion, this optimization problem is hard and can not be solved
efficiently. The optimal value is then obtained by exhaustive
search over the available range of tilt angles. In order to reduce
the complexity, we propose an efficient algorithm based on bi-
section method which has a close performance to the exhaustive
search but with a considerably reduced complexity.

The second scenario that we examine in this paper includes
a two tier heterogeneous network (HetNet) composed of mul-
tiple MBSs and femto base stations (FBSs) which are modeled
by two PPPs with different densities. To limit interference, we
define a sleep region around each MBS so that the FBSs in the
sleep regions do not transmit any signal. Using this idea, the
coverage of the network is evaluated and the EE is calculated.
Then, the MBS tilt angle and the radius of the sleep regions are
jointly optimized through an optimization problem for maximiz-
ing the EE. We also propose an efficient method which consid-
erably reduces the computational complexity. It is shown that
the proposed efficient method has only a small degradation in
the performance with respect to the optimal solution obtained
by exhaustive search. In addition, in the second scenario, we
provide a lower bound on the coverage probability of the femto
users that is very tight.

Finally, through numerical simulations, we evaluate the per-
formance of the proposed schemes and confirm that in a
mmWave network, using the 3DBF technique with optimized
tilt angle considerably improves the performance of the network
in terms of the EE. Our simulations also demonstrate the effec-
tiveness of the proposed low-complexity optimization methods.

The rest of the paper is organized as follows: In Section II,
the system models of the homogeneous network and HetNet are
described. Section III derives the coverage probabilities and EE
of two scenarios. In Section IV, the EE maximization problem
is formulated and the low-complexity solving method is pre-
sented. Numerical results are presented in Section V, and finally
Section VI concludes the paper.

II. SYSTEM MODEL

We consider downlink of a multi-cell mmWave cellular net-
work under two scenarios: A homogeneous network composed
of multiple MBSs, and a two tier HetNet consisting of multiple
MBSs and multiple FBSs that both the MBSs and FBSs utilize
same frequencies in the mmWave bands. The path loss of the
channels between the MBSs and macro users are given by [3]

L (r) =

{
CLr

−αL with prob. PL (r) ,
CNr

−αN with prob. PN (r) ,
(1)

where CL and CN account for the path loss in a reference dis-
tance for line of sight (LOS) and non-LOS (NLOS) links, re-
spectively, r is the distance between a BS and its associated
user, and αL and αN denote the path loss exponents for LOS
and NLOS links, respectively. Links are in the LOS condition
with probability PL (r) = e−βr where β indicates the intensity
of the blockage effect; and in the NLOS condition with prob-
ability PN (r) = 1 − PL (r) [3]. Also, it is assumed that the
link between the MBSs and the femto users and that between

Fig. 1. Vertical antenna pattern at each BS.

FBSs and macro users are always in the NLOS condition. In
addition, since femto users are usually located indoor, the chan-
nel between a femto user and interfering (non-serving) FBSs are
assumed to be NLOS.

To design the 3DBF techniques, we need a model for the ver-
tical and horizontal antenna patterns at the MBSs. In this paper,
for the vertical plane, we adopt a model presented in [15] in
which each MBS’s antenna gain is expressed as

G (θ, θtilt) = −min

(
12

(
θ − θtilt

θ3dB

)2

,SLLdB

)
dB, (2)

where θ ≥ 0 is the angle between the horizon and the line con-
necting the MBS to the user (see Fig. 1). In addition, θtilt ≥
0, θ3dB, and SLLdB stand for the array tilt angle, the 3dB
beamwidth, and the side-lobe level of the MBS antenna pat-
tern in the vertical plane, respectively [16]. By defining Heff ,
HBS −Hu; where HBS and Hu represent the MBSs’ and users’
antenna heights, respectively, (2) can be rewritten as

G (R, θtilt) = −min

(
12

(
atan (Heff/R)− θtilt

θ3dB

)2

,SLLdB

)
dB,

where R equals the horizontal distance between the MBS and
the user. It is assumed that all FBSs’ and the users’ antennas
have an omni-directional pattern in the vertical domain.

For modeling the MBS’s and macro users’ antennas horizon-
tal pattern, a sectorized pattern is utilized that has constant gains
ofM andm in its main-lobe and side-lobe, respectively [2]. The
total antenna gain of a transmitter to receiver link in the hori-
zontal plane is modelled by a random variable D which takes
four values of d1 = MtMr, d2 = Mtmr, d3 = mtMr, and
d4 = mtmr with probabilities p1 = ctcr, p2 = ct (1− cr),
p3 = (1− ct) cr, and p4 = (1− ct) (1− cr), respectively. The
subscripts t and r stand for the transmitter (MBS) and receiver
(macro user), respectively. In addition, we have ct = ϕt/2π
and cr = ϕr/2π, in which ϕt and ϕr indicate the horizontal
beamwidth of the transmitter and the receiver antennas, respec-
tively. Also, we assume that antennas horizontal pattern for FBS
and femto users are Mf and mf in its main-lobe and side-lobe,
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respectively with φft and φfr as a horizontal beamwidth of the
FBSs and femto users, respectively. We denote total antenna
gain of the FBS and femto user byDf which takes value dfi with
probabilities pfi for i = 1, · · ·, 4, where they can be calculated
in similar manner as the MBS and macro user. In the following,
we explain these two scenarios for the mmWave network.

A. Homogeneous Cellular Network

In this scenario, only MBSs exist in the network whose posi-
tions are modeled by a homogeneous PPP Φm with density λm.
From the Slivnyak theorem [17], to evaluate the performance of
the network, it is sufficient to consider a typical user located at
the origin and analyze its performance. The received signal at
the typical user can be written as

y =
√
PmLm (r0,0)D0G0 · h0,0 s0

+
∑

j 6=0, Xj∈Φm

√
PmLm (rj,0)DjGj · hj,0 sj + n, (3)

where Pm represents the transmission power of each MBS and
rj,0, Lm (rj,0) and hj,0 indicate the distance, the path loss and
the small scale fading between the jth MBS (j = 0 is for the
MBS that serves the typical user) and the typical user, respec-
tively, Dj is the total horizontal antenna gain between the jth
MBS and the typical user, Gj = G (rj,0, θtilt) shows the ver-
tical antenna gains, sj equals the transmitted signal of the jth
MBS, n ∼ CN

(
0, σ2

)
stands for the noise, and the location of

the jth MBS is denoted by Xj . We consider Nakagami-m fad-
ing in which fading power |hj,0|2 follows a Gamma distribution
Γ (m, 1/m) with the following complementary cumulative dis-
tribution function (CCDF)

F̄ (z) = e−mz
m−1∑
k=0

(mz)
k

k!
.

In all equations, index 0 is used for identifying the typical user
and also the MBS that serves this user.

B. Two Tier Heterogeneous Network

In this scenario, in addition to the MBSs, a number of FBSs
exist in the network. The locations of the MBSs and FBSs are
modeled by two independent homogeneous PPP Φm and Φf
with densities λm and λf , respectively. Location of the jth FBS
is denoted by Yj . In this case, we analyze the performance of a
typical macro user as well as a typical femto user. It is assumed
that femto users are uniformly distributed within the coverage
area of its serving FBS, which has a circular area of radius Rf .
Defining the signal attenuation caused by walls as `W , the at-
tenuation of the links between the MBSs and the typical indoor
femto user and that between non-serving FBSs and the typical
indoor femto user are represented as `W and (`W )

2, respec-
tively. To decrease interference on the macro users, we consider
a sleep region with radiusRc around each MBS, where the FBSs
lying in this region are forced to enter a sleep mode and do not
transmit any signals. In other words, if the distance of a FBS

from each MBS is less than Rc, it will be turned off. By consid-
ering the above assumptions, the received signal at the typical
macro user and femto user respectively become

ym =
√
PmLm

(
rm0,0
)
D0G0 · h0,0s0

+
∑

j 6=0, Xj∈Φm

√
PmLm

(
rmj,0
)
DjGj · hj,0sj

+
∑

j, Yj∈Φ′f

√
Pf `WL

f
m

(
rfmj,0

)
Dfm
j · gfj,0xj + n, (4)

yf =

√
PfLf

(
rf0,0

)
Df

0 · g0,0x0

+
∑

j, Xj∈Φm

√
Pm`WLmf

(
rmfj,0

)
Dmf
j Gj · hmj,0sj

+
∑

j 6=0, Yj∈Φ
′
f

√
Pf (`W )

2
Lf

(
rfj,0

)
Df
j · gj,0xj + n′,

(5)

where rmj,0 and rfmj,0 denote the distance between the jth MBS
and the typical macro user and that between the jth FBS and the
typical macro user, respectively, rfj,0 and rmfj,0 show the distance
between the jth FBS and the typical femto user and that be-
tween the jth MBS and the typical femto user, respectively, Φ′f
indicates the modified version of Φf after excluding the FBSs in
radius of Rc of each MBS, Lfm (rj,0), Dfm

j and gfj,0 represent
the path loss, the total antenna gain in the horizontal domain
and the small scale fading between the typical macro user and
the jth FBS, respectively, xj stands for the transmitted signal
of the jth FBS, gj,0 and Lf

(
rfj,0
)

equal the small scale fading
and the path loss between the typical femto user and the jth
FBS, respectively, Df

j shows the total antenna gain between the
jth FBS and the typical femto user, Lmf

(
rmfj,0

)
, Dmf

j and hmj,0
represent the path loss, the total antenna gain in the horizontal
domain and the small scale fading between the typical femto
user and the jth MBS, respectively, Pf equals the transmitted
power of the jth FBS, and n and n′ are the complex Gaussian
noise as CN

(
0, σ2

)
. We define the values of variable Dfm by

dfmi , i = 1, · · ·, 4 with probabilities pfmi (calculations are sim-
ilar to MBS and macro users total antenna gain). Dmf takes
values dmfi with probabilities pmfi . Also, since these links are
in NLOS condition, gj,0, g

f
j,0, h

m
j,0 are distributed as CN (0, 1).

III. ENERGY EFFICIENCY CALCULATION

In this section, first the coverage probability of the network
is calculated and then used for deriving the EE under two above
scenarios. There exist different user association rules like the
nearest BS, minimum path or the strongest average power and
also maximum SINR [2], [18], [19] and in this paper, we use the
maximum average received power user association rule in which
each user is associated with the BS that provides it the strongest
average received power. However, it should be noted that in the
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mmWave networks, because of the blockage effect and different
path loss exponents for LOS and NLOS conditions, the strongest
BS is not necessarily the nearest BS. To address this issue, in
our analyses, we first map each NLOS BS located at distance
r from the origin to an equivalent LOS BS with a larger dis-
tance Req (r) = (CL/CN )

1/αL rαN/αL , and then use the dis-
tance criterion to associate the users to the BSs. In addition, by
considering different probabilities for LOS and NLOS links as
in (1), the homogeneous PPP, Φm can be divided into two in-
dependent non-homogeneous PPPs, ΦL and ΦN with densities
λL (r) = λmPL (r) and λN (r) = λmPN (r), respectively. The
distance between the typical user and its serving BS is a random
variable whose probability density function (PDF) is obtained
by the following lemma.

Lemma 1: Assuming the highest power user association
rule, the PDF of the distance between the typical user and its
serving BS is given by (6) at the top of the next page, where
R−1
eq (r) = µrκ, µ = (CN/CL)

1/αN and κ = αL/αN .
Proof: The CCDF of the distance of the nearest BS to the

typical user R can be calculated as

Pr {R > r}
= Pr {Φm (B (0, r)) = 0}
= Pr

{
(ΦL (B (0, r)) = 0) ∩

(
ΦN

(
B
(
0, R−1

eq (r)
))

= 0
)}

= Pr {ΦL (B (0, r)) = 0}Pr
{

ΦN
(
B
(
0, R−1

eq (r)
))

= 0
}
,

(7)

where B (0, r) shows a ball centering at origin with radius r,
Φm (B (0, r)) represents the number of PPP Φm in the ball
B (0, r), and the last equality comes from the fact that ΦL and
ΦN are independent. Hence Pr {ΦL (B (0, R)) = 0} can be cal-
culated as

Pr {ΦL (B (0, r)) = 0}

(a)
= exp

(
−
∫
B(0,r)

λL (‖x‖) dx

)
(b)
= exp

(
−2πλm

∫ r

0

ρPL (ρ) dρ

)
= exp

(
−2πλm

β2

(
1− (1 + βr) e−βr

))
, (8)

where (a) is due to the null probability [20] and (b) comes
from the definition of λL and PL (r). Following a similar
approach, we can calculate Pr

{
ΦN

(
B
(
0, R−1

eq (r)
))

= 0
}

.
Finally, by inserting into (7) and considering the fact that
fR (r) = − d

drPr {R > r}, the proof is completed. 2

A. Homogeneous Cellular Network

From (3), the received SINR at the typical user is obtained as

SINR =
PmLm (r0,0)D0G0|h0,0|2∑

j 6=0, Xj∈Φm
PmLm (rj,0)DjGj |hj,0|2 + σ2

.

It is assumed that the main beam of the typical user and its serv-
ing MBS’s antennas are aligned, and therefore D0 = MtMr.
Then, the coverage probability is calculated in the following the-

orem.

Theorem 1: The coverage probability of the typical user as-
sociated with the MBS that provides the highest received power
is obtained as

Pc (γ, θtilt)

= Pr {SINR > γ}

=

∫ ∞
0

e−msσ
2
m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`
LIΦm (z, θtilt)

]
z=ms

fR (ρ) dρ,

(9)

where s is defined as s = γραL/PmCLD0G0 and Ck,` =

(−1)
` (msσ2)

k−`

k!

(
k
`

)
, γ is the SINR threshold for the typical

user, and LIΦm (z, θtilt) represents the Laplace transform of
IΦm(θtilt) =

∑
j 6=0, Xj∈Φm

PmLm (ri,0)DjGj |hj,0|2 as

LIΦm
= EIΦm [exp (−zIΦm (θtilt))]

=

4∏
i=1

exp

(
−Ci

∫ ∞
ρ

FL (z, x, di, θtilt)xPL (x) dx

)

×
4∏
i=1

exp

(
−Ci

∫ ∞
R−1
eq (ρ)

FN (z, x, di, θtilt)xPN (x) dx

)
.

(10)

Here we define Ci = 2πλmpi and

Fw (z, x, di, θtilt)

= 1− 1(
1 + zPmCwdiG(x,θtilt)

mxαw

)m , w ∈ {L,N}.

Proof: Pc can be obtained as

Pc (γ, θtilt)

= Eρ,IΦm

{
Pr
{

SINR > γ

∣∣∣∣ r0,0 = ρ

}}
(a)
= Eρ,IΦm

{
Pr
{
|h0,0|2>

γραL

PmCLD0G0

(
IΦm+ σ2

)∣∣∣∣r0,0 = ρ

}}
(b)
= Eρ,IΦm

{
e−ms(IΦm+σ2)

m−1∑
k=0

(
ms
(
IΦm + σ2

))k
k!

}

=

∫ ∞
0

e−msσ
2
m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`
LIΦm (z, θtilt)

]
z=ms

fR (ρ) dρ,

where E {.} denotes the expectation operator and (a) follows
from Lm (r0,0) = CLr

−αL
0,0 for the maximum received power

association method, and (b) comes from the fact that |h0,0|2 ∼
Γ
(
m, 1

m

)
.
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fR (r) =2πλm

(
re−βr + µκr2κ−1

(
1− e−βR

−1
eq (r)

))
× exp

(
−2πλm

β2

(
1− (1 + βr) e−βr

))
× exp

(
− 2πλm

β2

(
β2
(
R−1
eq (r)

)2
2

+
(
βR−1

eq (r) + 1
)
e−βR

−1
eq (r) − 1

))
(6)

Also,

IΦm =
∑

j 6=0, Xj∈ΦL

PmCLr
−αL
j,0 DjGj |hj,0|2

+
∑

j 6=0, Xj∈ΦN

PmCNr
−αN
j,0 DjGj |hj,0|2

= IΦL + IΦN .

Since ΦL and ΦN are independent, LIΦm (s, θtilt) can be written
as

LIΦm (s, θtilt) = EIΦm {exp (−sIΦm)}
= EIΦL {exp (−sIΦL)}EIΦN {exp (−sIΦN )}
= LIΦL (s)LIΦN (s) . (11)

Hence we calculate LIΦL (s) as

LIΦL

= EIΦL

exp

−s ∑
j 6=0,
Xj∈ΦL

PmCLr
−αL
j,0 DjGj |hj,0|2




= EΦL,hj,0,Dj


∏
j 6=0,
Xj∈ΦL

exp
(
−sPmCLr−αLj,0 DjGj |hj,0|2

)
(a)
= EΦL


∏
j 6=0,
Xj∈ΦL

E

{
1(

1 + s
mPmCLr

−αL
j,0 DjGj

)m
}

(b)
=

4∏
i=1

exp

(
−Ci

∫ ∞
ρ

FL (s, v, di, θtilt) vPL (v) dv

)
,

where (a) and (b) are derived from the fact |hj,0|2 ∼ Γ
(
m, 1

m

)
and the definition of the total antenna gain in horizontal domain,
and also from the probability generating functional (PGFL)
of the PPP [17]. Then LIΦN (s) is computed by a similar
method. Substituting LIΦL (s) and LIΦN (s) into (11) with
s = γραL/PmCLD0G0, the proof is completed. 2

In the following, by using the coverage probability in (9), the
EE of the network is calculated. The EE is defined as [21], [22]

EE(θtilt) =
Pc (γ, θtilt) log2 (1 + γ)

Pcm + ηmPm
, (12)

where Pcm indicate the power consumption related to the signal
processing and cooling, and ηm is the power amplifier efficiency

of each BS. By substituting (9) and (10) in (12), we have

EE(θtilt) =∫∞
0
e−msσ

2

EIΦm

[
e−msIΦm

∑m−1
k=0

(
ms(IΦm+σ2)

)k
k!

]
fR (ρ) dρ

Pcm + ηmPm
.

(13)

B. Two Tier Heterogeneous Network

In this scenario, it is assumed that location of the MBSs and
FBSs are modeled by two independent PPP, Φm and Φf with
densities λm and λf , respectively. According to (4) and (5), the
SINR in the typical macro and femto users are given as

SINRm =
PmLm

(
rm0,0
)
D0G0|h0,0|2

ImΦm + Im
Φ
′
f

+ σ2
,

SINRf =
PfLf

(
rf0,0

)
Df

0 |g0,0|2

IfΦm + If
Φ
′
f

+ σ2
,

where

ImΦm =
∑
j 6=0,

Xj∈Φm

PmLm
(
rmj,0
)
DjGj |hj,0|2,

Im
Φ
′
f

=
∑

j, Yj∈Φ′f

Pf `WL
f
m

(
rfmj,0

)
Dfm
j |g

f
j,0|

2,

IfΦm =
∑

j, Xj∈Φm

Pm`WL
m
f

(
rmfj,0

)
Dmf
j Gj |hmj,0|2,

If
Φ
′
f

=
∑
j 6=0,
Yj∈Φ′f

Pf (`W )
2
Lf

(
rfj,0

)
Df
j |gj,0|

2.

It is assumed that the main beam of the typical femto user and
its serving FBS’s antennas are aligned i.e., Df

0 = Mf
t M

f
r .

Because of sleep regions, the FBSs are modeled by a Poisson
hole process. According to [20], Φ′f , has the density

λf ′ = λf exp
(
−λmπR2

c

)
.

The following theorem provides the coverage probability of the
macro users.

Theorem 2: In the HetNet scenario, by considering the sleep
region around each MBS, the coverage probability of a typical
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macro user is expressed as

Pcm (γm, θtilt, Rc)

=

∫ ∞
0

m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`
LIΦm,f (z, θtilt)

]
z=ms

fR (ρ) dρ,

(14)

where LIΦm,f (z, θtilt) =

(
LIΦm (z, θtilt)LIm

Φ′
f

(z, θtilt)

)
and

s = γmρ
αL/PmCLD0G0, γm represents the SINR thresh-

old for the typical macro user and LIm
φ′
f

(z, θtilt) indicates the

Laplace transform of the interference from the FBSs to the
macro user as

LIm
φ′
f

=

4∏
i=1

exp

−Cf ′i (sPf `WCNdfmi ) 2
αN π

αN sin
(

2π
αN

)
,

(15)

where Cf
′

i = 2πλf ′p
fm
i .

Proof: Adopting a similar approach to Theorem 1, we
have

Pcm (γm, θtilt, Rc)

= Pr {SINRm > γm}

=

∫ ∞
0

Pr

{
PmCLr

−αLD0G0|h0,0|2

ImΦm + ImΦ′f
+ σ2

> γm

∣∣∣∣r = ρ

}
fR (ρ) dρ.

We can compute the probability inside the integral as

Pr

{
PmCLr

−αLD0G0|h0,0|2

IΦm + ImΦ′f
+ σ2

> γm | r = ρ

}

=

m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`

(
LIΦm (z, θtilt)LIm

Φ′
f

(z, θtilt)

)]
z=ms

,

where we use the fact that |h0,0|2 has Gamma distribution.
Similarly, we have

LIm
Φ′
f

= E

exp

−s ∑
j, Yj∈Φ′f

Pf `WCN

(
rfmj,0

)−αN
Dfm
j |g

f
j,0|

2


(a)
= EΦ′f ,D

fm
j


∏

j, Yj∈Φ′f

1

1 + sPf `WCN

(
rfmj,0

)−αN
Dfm
j


(b)
=

4∏
i=1

exp

−Cf ′i ∫ ∞
0

x

1 +
(
sPf `WCNd

fm
i

)−1

xαN
dx

,
where (a) is due to the fact |gfj,0|2 ∼ exp (1) and (b) is derived
from the PGFL of the PPP Φ′f [17]. 2

Next, we derive the coverage probability of the typical femto

user in the following theorem.
Theorem 3: In the HetNet scenario, the coverage probability

of the typical femto user is expressed as

Pcf (γf , θtilt, Rc) = exp
(
−πλmR2

c

)
×
∫ Rf

0

e−sfσ
2

LIfΦm (sf , θtilt)LIf
φ′
f

(sf , θtilt) gR (ρ) dρdρ,

(16)

where sf =
(
γf/(PfCLD

f
0 )
)
· ραL , γf denotes the SINR

threshold for the typical femto user, and LIfΦm (sf , θtilt) and

LIf
Φ′
f

(sf , θtilt) are obtained as

LIfΦm =

4∏
i=1

exp

−Cmfi ∫ ∞
0

x

1 + xαN

sfPm`WCNd
mf
i G(x,θtilt)

dx

,
(17)

LIf
Φ′
f

=

4∏
i=1

exp

−2πλf ′p
f
i

∫ ∞
ρ

x

1 + xαN

sfPf (`W )2CNd
f
i

dx

,
(18)

where Cmfi = 2πλmp
mf
i and gR (ρ) = 2ρ/R2

f .
Proof: According to the hole point process, the prob-

ability that a FBS outside of a sleep region is active equals
exp

(
−πλmR2

c

)
. Thus we have

Pcf (γf , θtilt, Rc) = exp
(
−πλmR2

c

)
Pr {SINRf > βf} . (19)

The rest of calculation is similar to Theorem 2 and thus is not
repeated here. 2

In the following lemma, we derive a lower bound on the terms
of the coverage probability of the typical femto user.

Lemma 2: In the HetNet scenario, LIfΦm and LIf
Φ
′
m

in (17)

and (18) can be respectively lower bounded as

LIfΦm

≥ exp

−2πλm (sfPm`wCNGmax)
2
αN

πE
{
Dmf

2
αN

}
αN sin 2π

αN

 ,

(20)

LIf
Φ
′
m

≥ exp

−2πλf ′
(
sfPf (`w)

2
CN

) 2
αN

πE
{
Df

2
αN

}
αN sin 2π

αN

 .

(21)
Proof: To find a lower bound for (17), we replace G (x, θ)

by its maximum value Gmax which results in (20). Furthermore,
to obtain a lower bound for (18), we use the fact that for any
f (x) ≥ 0 and ρ ≥ 0,

∫∞
ρ
f (x) dx ≤

∫∞
0
f (x) dxwhich results

in (21). Also, we have E
{
D

2
αN

}
=
∑4
i=1 pid

2
αN
i . 2

Corollary 1: A lower bound on the coverage probability of
the typical femto user in (16) in an interference limited regime
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(i.e.σ2 ≈ 0) is given by

Pcf (γf , θtilt, Rc) ≥ C0e
−πλmR2

c , (22)

where C0 is obtained as

C0 =

(
αN
αL

R2
f (C1 + C2)

αN
αL

)
· γ
(
αN
αL

, (C1 + C2)R
2αL
αN
f

)
,

γ (., .) denotes the lower incomplete gamma function, and C1

and C2 are defined as

C1 = 2πλm

(
γfPm`wCN

PfCLD
f
0

) 2
αN π

αN sin 2π
αN

E

{
Dmf

2
αN

}
,

C2 = 2πλf ′

(
γf (`w)

2
CN

CLD
f
0

) 2
αN π

αN sin 2π
αN

E

{
Df

2
αN

}
,

respectively.
Proof: By substituting (20) and (21) into (16) and con-

sidering an interference limited regime (σ2 ≈ 0), the proof is
complete. 2

In this scenario, the EE of the network is written as

EE (θtilt) =

∑
i∈{m,f} λiPci (γi, θtilt, Rc) log2 (1 + γi)∑

i∈{m,f} λi (Pci + ηiPi)
, (23)

where Pf and Pcf respectively represent the transmitted power
and the constant power consumption in the FBSs and ηf is a
constant related to the power amplifiers efficiency of the FBSs.

IV. ENERGY EFFICIENCY MAXIMIZATION

As we see in (12) and (23), the EE is a function of θtilt and
therefore, it can be maximized by optimizing the tilt angle. The
optimum tilt angle of the BSs is obtained through the following
optimization problem

maximize
θtilt

EE(θtilt) (24)

s.t. 0 ≤ θtilt ≤ 90◦.

Unfortunately, the objective function of this problem is very
complex and in the following, we propose low complexity al-
gorithms for finding the optimal tilt angle in both scenarios.

A. Homogeneous Cellular network

In fact, to calculate the EE in this scenario, we first need to ob-

tain EIΦm

[
e−msIΦm

∑m−1
k=0

(ms(IΦm+σ2))
k

k!

]
by (10) for each

value of ρ. Then, the integral at the numerator (13) must be cal-
culated. Hence, the optimum tilt angle can not be found by an
efficient method and we have to perform an exhaustive search
over all possible values of θtilt which in this case is very hard to
implement.

To address this problem, in the following, we propose a low-
complexity method for finding the optimum tilt angle. As it is
seen in (9), for calculating the coverage probability, we need to
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Fig. 2. The values of ρ0, ρ1 and ρ̄ versus λm (for β = 3 × 10−3).

computeEρ
{
e−msσ

2 ∑m−1
k=0

∑k
`=0 Ck,`

[
d`

dz`
LI (z, θtilt)

]
z=ms

}
.

By considering the PDF of R (i.e., the distance between the
typical user and its serving BS) in (6), we define two distance
bounds of ρ0 and ρ1 such that Pr {ρ0 ≤ R ≤ ρ1} ≥ 1 − ε. Us-
ing these bounds, the optimal tilt angle will be restricted to the
following range

max

{
atan

(
Heff

ρ1

)
− θ0, 0

}
≤ θtilt ≤ atan

(
Heff

ρ0

)
+ θ0,

(25)

where θ0 = θ3dB
√

SLLdB/12. The values of ρ0 and ρ1 can be
obtained numerically using (6) for a given ε. In Fig. 2, we depict
the values of these two bounds for ε = 0.1 in different densities
of the BSs, λm. In addition, the average distance between the
typical user and its serving BS, i.e., ρ̄ = E {ρ} is also shown
in this figure. It is interesting to note that in large values of
λm (which is related to dense mmWave networks), both of ρ0

and ρ1 converge to ρ̄. We exploit this property to simplify the
calculations.

Using the above property, we can apply the Taylor expansion
at the point of ρ̄ to obtain the following approximation for (9) as

Eρ

{
e−msσ

2
m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`
LI (z, θtilt)

]
z=ms

}

= Eρ

{ ∞∑
n=0

(ρ− ρ̄)
n

n!

× dn

dρn

(
e−msσ

2
m−1∑
k=0

k∑
`=0

Ck,`

[
d`

dz`
LI (z, , θtilt)

]
z=ms

)∣∣∣∣
ρ̄

}

≈ e−ms̄σ
2
m−1∑
k=0

k∑
`=0

(
ms̄σ2

)k−`
k!

(
k

`

)
(−1)

[̀
d`

dz`
L′I (z, θtilt)

]
z=ms̄

,

(26)
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Algorithm 1: Bisection method.

1: Initialize θmin
tilt = θmin and θmax

tilt = θmax.

2: Calculate L′IΦm for θtilt =
θmin

tilt +θmax
tilt

2 .
3: If resulted LIΦm is greater than the result for θmin

tilt , then set
θmin

tilt = θtilt. Otherwise set θmax
tilt = θtilt

4: Stop when
∣∣θmin

tilt − θmax
tilt

∣∣ is less than a predefined value.

where s̄ = γ ρ̄αL/CLPoD0G0 and

L′IΦm (z, θtilt)

=

4∏
i=1

exp

(
−2πλmpi

∫ ∞
ρ̄

FL (z, x, di, θtilt)xPL (x) dx

)

×
4∏
i=1

exp
(
− 2πλmpi

∫ ∞
R−1
eq (ρ̄)

FN (z, x, di, θtilt)xPN (x) dx
)
.

(27)

In addition to the above approximation, another way to reduce
the complexity of the optimization problem in (24), is narrowing
the search interval of θtilt. From (25) and considering that in the
dense mmWave networks, both ρ0 and ρ1 converge to ρ̄, we can
obtain the bounds of θtilt as θmin ≤ θtilt ≤ θmax, where

θmin = max

(
0, atan

(
Heff

ρ̄

)
− θ0

)
,

θmax = atan
(
Heff

ρ̄

)
+ θ0. (28)

Therefore, an equivalent problem for (24) can be expressed as

maximize
θtilt

e−ms̄σ
2∑m−1

k=0

∑k
`=0

(ms̄σ2)
k−`

k!

(
k
`

)
(−1)

[̀
d`

dz`
L′I (z, θtilt)

]
z=ms̄

Pc + ηmP0

s.t. θmin ≤ θtilt ≤ θmax. (29)

This problem has a significantly reduced computational com-
plexity compared to the original problem in (24). Since, we do
not need to compute (10) for each value of ρ. In addition, the
search interval is also limited. It can be shown that (29) is a
convex problem and hence, it can be solved efficiently. In Al-
gorithm 1, we present a bisection method to solve it. In Sec-
tion V, we will show that the performance of the proposed low-
complexity approach is very close to the optimal solution found
by exhaustive search.

B. Two Tier Heterogeneous Network

As mentioned in Section III, in the HetNet scenario, to im-
prove the coverage of the macro users, a sleep region with radius
Rc is introduced around each MBS. On the other hand, when we
turn off some FBSs, the coverage of the typical femto user de-
creases. As a result, we have a tradeoff between the coverage
probabilities of the macro and femto users. Therefore, in our
optimization problem, the radius of the sleep region should be

considered as an optimization parameter in addition to the tilt
angle, and the EE maximization problem becomes

max
θtilt,Rc

∑
i∈{m,f} λiPci (γi, θtilt, Rc) log2 (1 + γi)∑

i∈{m,f} λi (Pci + ηiPi)

s.t. Pcm ≥ 1− εm, Pcf ≥ 1− εf ,
0 ≤ θtilt ≤ 90◦, 0 ≤ Rc ≤ Rmax

c , (30)

where εm and εf are the minimum coverage requirements in
the typical macro and femto users, respectively, and Rmax

c de-
notes the maximum radius of the sleep region which is equal
to Rmax

c = 1/
√
πλm. Again, this optimization problem is too

complex to solve numerically.
To reduce the complexity of the above optimization problem,

we follow a similar approach as in the homogeneous scenario.
To this end, we consider the following optimization problem

max
θtilt,Rc

λmPc
′

m log2 (1 + γm) + λf ′L′IfΦm
L′
If
Φ′
f

log2 (1 + γf )

λm (Pcm + ηmPm) + λf (Pcf + ηfPf )

s.t. L′IΦmL
′
Im
Φ′
f

≥ 1− εm, e−πλmR
2
cL′

IfΦm
L′
If
Φ′
f

≥ 1− εf

0 ≤ θtilt ≤ 90◦, 0 ≤ Rc ≤ Rmax
c , (31)

where

Pc
′

m =

m−1∑
k=0

k∑
`=0

(
ms̄σ2

)k−`
k!

(
k

`

)
(−1)

`

×
[
d`

dz`

(
L′IΦm (z, θtilt)L′Im

Φ′
f

(z, θtilt)

)]
z=ms̄

.

Here we define

L′Im
Φ′
f

=

4∏
i=1

exp

(
−2πλf ′p

fm
i

(
s̄Pf `wCNd

fm
i

) 2
αN π

αN sin 2π
αN

)
,

(32)

L′
IfΦm

=

4∏
i=1

exp

−2πλmp
mf
i

∫ ∞
0

xdx

1 + xαN

s̄fPm`wCNd
mf
i G(x,θtilt)

,
(33)

L′
If
Φ′
f

=

4∏
i=1

exp

−2πλf ′p
f
i

∫ ∞
ḡ

xdx

1 + xαN

s̄fPf (`w)2CNd
f
i

, (34)

where ḡ = E {gR (ρ)} and s̄f =
γf

PfCLD0
ḡαL . By using this

approach, the calculations are significantly simplified compared
to the optimum exhaustive search. Here, instead of calculating
(14) and (16) in which we need to compute (10), (15), (17) and
(18) for all values of ρ, it is sufficient to evaluate (27) and (32)
only for ρ = ρ̄ and obtain (33) and (34) only for ρ = ḡ. In the
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Fig. 3. Comparison of the coverage probability of the proposed low-complexity
approach and the optimal solution and with the 2DBF.
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Fig. 4. EE comparison of the proposed low-complexity approach and the opti-
mal solution and with the 2DBF.

next section, we will show that by applying this low-complexity
approach, only a minor degradation in the performance is ob-
served.

V. NUMERICAL RESULT

In this section, we numerically evaluate the performance of
the proposed 3DBF with tilt angle optimization scheme for the
mmWave networks. Through the simulations, we demonstrate
that how the EE of the network is improved when the tilt angle
of the BSs’ antenna is optimized. In addition, the performance
of the proposed low-complexity method is compared with the
optimal solution obtained by exhaustive search. Table 1 sum-
marizes the simulation parameters used in this section [3], [22].

We first examine the homogeneous scenario. The coverage
probability of the network under this scenario is depicted in

Table 1. Simulation parameters.

Parameter Value Parameter Value
SLLdB 20 dB θ3dB 6◦

αN 4 αL 2.5
Pf , Pfc 100 mW, 9.6 W ηf 4
Pm, Pmc 20, 68.73 W ηm 3.77

(Mr,mr, θr) (10 dB,−10 dB, 90◦) (Mt,mt, θt) (10 dB,−10 dB, 30◦)(
Mf
r ,m

f
r , θ

f
r

)
(10 dB,−10 dB, 90◦)

(
Mf
t ,m

f
t , θ

f
t

)
(10 dB,−10 dB, 30◦)

β1, β2 0.003, 0.006 Rf 30 m
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Fig. 5. EE comparison with respect to the BS tilt angle β = β1, γ = 20 dB,
λm = 5.093 × 10−6.

Fig. 3 as a function of the SINR threshold. The density of the
MBS is λm = 4.973 × 10−5 and the curves are obtained under
two different values of the blockage effect intensity β as in ta-
ble 1 and m = 5. It is observed that by increasing the 3DBF
outperforms in comparison with the network in which the tilt
angle is not optimized (marked as 2DBF in the figure) and also
the proposed low complexity method have performance close
the optimal solution resulted from the exhaustive search.

Fig. 4 illustrates the EE of the network in terms of the SINR
threshold for λm = 8 × 10−4 and two values of β as in Ta-
ble 1 under this scenario with m = 1. As we see in this figure,
the EE of the network that adopts 3DBF is always improved
in comparison with the 2DBF. This improvement is more than
100% in high SINR thresholds. In addition, in this figure, the EE
performance of the proposed low-complexity method is com-
pared with the optimum method based on the exhaustive search.
As we see in the figure, the performance of the proposed low-
complexity approach is the same as the optimal solution in al-
most all the SINR threshold and for both values of β.

Fig. 5 presents the network EE with respect to the tilt angle
for λm = 5.093× 10−6 and m = 5. In this figure, the optimum
tilt angles obtained by exhaustive search and the proposed low-
complexity method are shown. Also, the dashed lines represent
the tilt angle bounds obtained in (28). We see that both tilt angles
are almost the same.

In Fig. 6, performance of the HetNet scenario is evaluated.
This figure exhibits the effect of the FBSs density λf and the ra-
dius of the sleep region Rc on the optimum tilt angle that max-
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Fig. 6. The coverage probability of the typical macro user with various λf and
Rc (λm = 5.093 × 10−6, β = β1).
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Fig. 7. Comparison of the exact coverage probability of the typical femto
user and its lower bound with λf = 10λm (λm = 4.973 × 10−5),
σ2 = 5 × 10−4 (SNRf = 23 dB).

imizes the coverage of the typical macro user. In this figure we
see that by increasing the density of the FBSs, the optimum tilt
angle slightly decreases. Also by increasing Rc or reducing the
density of the FBSs, the coverage probability of the macro users
increases, since interference from the FBSs is reduced.

Fig. 7 illustrates the coverage probability of the typical femto
user in terms of Rc for case of σ2 = 5 × 10−4, which corre-
sponds to SNRf = Pf/σ

2 = 23 dB. In this figure, we see that
the lower bound obtained in (30) is very tight. It is observed
that although the lower bound is obtained under assumption of
an interference limited scenario, it is still quite tight in other
scenarios.

Figs. 8 and 9 plot the optimal EE, the optimal radius of
the sleep region and the optimal tilt angle, respectively, with
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Fig. 8. Comparison of the optimal EE for different values of the blockage
parameter (λm = 4.973 × 10−5) .
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Fig. 9. Comparison of the optimal Rc for different values of the blockage
parameter (λm = 4.973 × 10−5) .

εm = 0.2, ε = 0.7, γm = γf = 10 dB. We can check that the
proposed low complexity approach has only a minor degrada-
tion in the performance with respect to the exhaustive search.

VI. CONCLUSION

In this paper, we have studied the EE maximization problem
in the downlink of a 3D beamforming mmWave network. We
have optimized the tilt angle of the BSs to maximize the EE in a
homogeneous network and a two tier HetNet mmWave cellular
network. In both scenarios, we have optimized the tilt angle of
the MBS’s antenna to maximize the EE. In addition, in the sec-
ond scenario, the optimization of the radius of the sleep region
has also been considered. In addition, to reduce the complexity
of the optimization problems, an efficient method based on bi-
section algorithm has been proposed to compute the optimal tilt
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angle. The proposed algorithms result in almost the same EE
performance as the optimal method based on exhaustive search
but with much reduced complexity.
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