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AoI Analysis and Optimization in Systems with
Computations-Intensive Updates

Saeid Sadeghi Vilni, Mohammad Moltafet, Markus Leinonen, and Marian Codreanu

Abstract—We consider a status update system consisting of
a sampler, a controller, a processing unit, a transmitter, and
a sink. The sampler generates a sample upon receiving a
request from the controller and the sample requires further
processing before transmission, hence is computation-intensive.
This is mathematically modeled by a server called process server.
After processing the sample, the status update packet is generated
and sent to the transmitter for delivery to the sink. This is
mathematically modeled by a server called transmit server.
The service time of each packet at the transmit and process
servers follow geometric distributions. Moreover, we consider
that the servers serve packets under the blocking policy, i.e.,
whenever a server is busy at the arrival time of a new packet,
the new arriving packet is blocked and discarded. We analyze
the average age of information (AoI) for two fixed policies,
namely, 1) zero-wait-one policy and 2) zero-wait-blocking policy.
According to the former policy, the controller requests sampling
when there is no packet in the system. According to the zero-wait-
blocking policy, the controller requests a sample whenever the
process server is idle. Furthermore, we develop an optimal control
policy to minimize the average AoI using the tools of Markov
decision process (MDP). In numerical results, we evaluate the
performance of the policies under different system parameters.
Moreover, we analyze the structure of the optimal policy.

Index Terms: AoI, computation-intensive status update,
Markov decision process, optimal status update control.

I. INTRODUCTION

EMERGING real-time applications, e.g., autonomous ve-
hicles, wireless industrial automation, and health moni-

toring, in the upcoming generation of wireless communications
rely heavily on the timely delivery of status updates [1], [2].
The age of information (AoI) [1], [2] is a metric used to evalu-
ate the freshness of information in status update systems. AoI
is the difference between the current and generation times of
the last received status update packet at the destination [1], [2].
Each status update packet contains a timestamp representing
the time when the sample was generated and the measured
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value of the monitored process. At time instant t, denoting the
timestamp of the last received status update packet by U(t),
the AoI, ∆(t), is defined as ∆(t) = t− U(t) [1]–[4].

In some services with low latency requirements, e.g., au-
tonomous driving, anomaly detection, and augmented re-
ality (AR), the status updates need pre-processing before
transmission. These systems are typically referred to as
computation-intensive status update systems [5]–[7]. In these
cases, in addition to the sampling and transmission, the
processing time of each update also affects the information
freshness [8]. Emerging techniques, such as edge, fog, or
cloud computing, can be utilized to leverage the computing
resources at the network [9]. However, enabling large-scale
and distributed computing sources among heterogeneous de-
vices requires the ability to pool their computing resources
and computing resource management [10].

In this work, we consider a discrete-time status update
system consisting of a controller, a sampler, a processing unit,
a transmitter, and a sink (see Fig. 1). The sampler monitors a
physical phenomenon and each sampled data needs to be pro-
cessed before being transmitted. We mathematically model the
processing and transmission processes of packets as servers,
which are referred to as process server and transmit server,
respectively. Upon receiving a request from the controller,
the sampler generates a new sample which is then sent to
the process server. The processed sample is turned into a
status update packet and sent to the transmit server to be
transmitted to the sink. After successfully receiving the packet,
the sink sends an acknowledgment (ACK) to the transmit
server, which is also overheard by the controller. The sampling
time marks the beginning of the packets’ age. We consider
that the servers operate according to the blocking policy, i.e.,
if a new service requests arrive while the servers are busy
(e.g., processing a previous sample at the process server or
transmitting a previous status update at the transmit server),
the newly arriving request is discarded. We assume that the
service time of each packet at the transmit and process servers
follow geometric distributions. We assume that the controller
has global knowledge of the system, i.e., it can track the
occupancy status of both processing and transmit servers.

The considered system model may represent a status update
system providing health monitoring [11], [12]. In such a
scenario, some data are generated by different sensors, in
which the embedded information in data is not available
until being processed. To this end, the data is uploaded to
a process server, a pool of edge computing nodes, or a cloud
computing node and then sent to a destination via a commu-
nication network for monitoring [13]. As the measured data
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are changed dynamically, the generated data needs different
CPU cycles for processing [14]. In addition, each user uses
shared computing and communication resources. Therefore,
each packet encounters random delays for processing and
transmission.

In the first part of the paper, we analyze the average AoI
for two fixed policies, namely, 1) zero-wait-one policy, i.e., the
controller takes a sample whenever the process and transmit
servers are idle, and 2) zero-wait-blocking policy, i.e., the
controller takes a sample whenever the process server is idle.
We derive the closed-form expressions of the average AoI
under these policies.

In the second part of the paper, we develop an optimal
control policy to minimize the average AoI by finding the
optimal sampling times. We cast the problem as a Markov
decision process (MDP) problem and solve it numerically
via the relative value iteration algorithm (RVIA) [15]. In
numerical results, we evaluate the performance of the policies
under different system parameters. Moreover, we analyze the
structure of the optimal control policy.

The main contributions of the paper are summarized as
follows:

• We consider a discrete-time computation-intensive status
update system and study the AoI under a blocking policy.

• We derived closed-form expressions of the average AoI
for two fixed policies: 1) zero-wait-one policy and
2) zero-wait-blocking policy.

• We develop an optimal control policy to minimize the
average AoI using the relative value iteration algorithm.

• We investigate the structure of the optimal policy and
show that zero wait policies are not necessarily age-
optimal. Though counterintuitive, this shows that under
certain circumstances (e.g., right after a status update
was processed and delivered significantly faster than the
average time) it is beneficial to insert idle slots instead
of starting processing a new update whenever the system
is empty. This phenomenon was first time pointed out
in [16], and it was further investigated in [17], [18] under
a different system setup.

A. Related Work

In this section, first, we review the works with a focus on
AoI analysis or optimization in discrete-time status update
systems. Then, the most related works with a focus on the
computational-intensive status update system are presented.
Finally, we present the main differences between our work
and the most related works.

Prior works on the AoI in discrete-time status update
systems can be categorized into two groups, namely, i) the
works where the sampling process cannot be controlled and
thus, the AoI is analyzed under fixed status update policies,
e.g., [19]–[23], and ii) the works where the sampling pro-
cess can be controlled and thus, the main goal is to deter-
mine the sampling time to optimize the system performance,
e.g., [24]–[36]. These works use mathematical models such
as MDP or Lyapunov technique to solve their optimization
problem.

The authors of [19] studied the average AoI in a multi-
source status update system with Bernoulli arrivals and a geo-
metrically distributed service time. In [20] the authors derived
closed-form expressions of average AoI in a random access-
based status update system under different packet management
policies. In [21], the authors derived a closed-form expression
of the average AoI in a single-source rely-assisted status
update system using the concept of Markovian jump linear
systems. The authors of [22] analyzed non-linear functions of
the AoI in a single-source status update system. In [23] the
authors analyzed the stationary distribution of the AoI in a
single-source status update system with Bernoulli arrivals and
a generally distributed service time.

In [24], the authors proposed a power control policy to
minimize the average AoI under an average power constraint.
The authors of [25] proposed a near-optimal scheduling policy
to minimize the average AoI in a two-way delay status update
system. The work [26] studied a status update system under a
two-way delay. Besides deriving the closed-form expressions
of the average AoI for two fixed policies, they proposed an
optimal control policy to minimize the average AoI. In [27],
the authors proposed a transmission policy to minimize the
AoI in a hybrid automatic repeat request (HARQ) based
system with a non-orthogonal multiple access technique. The
authors of [28] studied the freshness in a HARQ-based status
update system in space–air–ground-integrated networks. They
considered both HARQ Type I and Type III protocols and pro-
posed a transmission policy for each protocol. The work [29]
studied a multi-source status update system with an energy-
harvesting-aided monitor which can request status updates
from sources. The sources monitor the same physical process
with different packet arrival rates. They proposed a scheduling
policy to minimize AoI in the system. In [30], the authors stud-
ied the weighted sum AoI minimization problem in a multi-
source status update system where the monitor decides which
source sends the update. The AoI of the source is partially
observable for the monitor. Using the partially observable
MDP, they provided a scheduling policy to solve the problem.
The authors of [31] studied a multi-user multi-sensor status
update system, where the energy-harvesting sensors send an
update by the users’ demand. They proposed a control policy
to minimize the average on-demand AoI. In [32], the authors
considered a multi-user HARQ-based status update system
with a generate-at-will source. They proposed several control
policies to minimize the average AoI under an average number
of transmissions constraint. The work [33] studied the average
transmit power minimization with an average AoI constraint.
They proposed a dynamic control policy to solve the problem,
determining the power allocation, sampling times, and sub-
channel assignment. The authors of [34] considered a system
in which one energy-harvesting time-critical node and one
data buffering node send packets over a shared channel to
a destination. They proposed a control policy to minimize
the average AoI of the time-critical node while keeping the
average number of buffered packets less than that of the
other node. In [35], the authors considered a status update
system in which the forward and backward (for feedback)
channels experience random delays. They proposed an optimal
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sampling policy that minimizes functions of the AoI subject
to a constraint on the sampling rate. In [36], the authors
studied a HARQ-based status update system with a random
arrival source. They proposed several transmission scheduling
policies for known and unknown environments.

The aforementioned works, i.e., [19]–[36], did not study the
computational-intensive status updating. In the following, we
review the most related works that study AoI minimization in
computational-intensive status update systems.

The works [5]–[7], [37]–[39] studied the computation-
intensive status update system in a continuous-time system
for different queueing models with random arrivals. In [37],
the authors studied a multi-source system. They calculated the
moment-generating function of AoI under two different packet
management policies using the stochastic hybrid systems tech-
nique. The AoI minimization in an IoT-based cellular network
is studied in [38]. Each IoT device has a local processor
and transmitter. They derived the closed-form expressions of
the average AoI and an energy efficiency metric and then,
minimized the expressions by finding the packet generation
and compression rates. The work [39] considered a status
update system where the IoT devices generate and offload
data as a task to the edge or fog servers to extract the IoT
devices’ status updates. They modeled the task offloading
as a two-stage tandem queue. They derived the closed-form
expressions of the average AoI for different fixed policies.
Moreover, using the closed-form expression of the average
AoI, they proposed an optimal scheduling policy determining
the packet generation rate, channel allocation, and computation
resource allocation. In [5], the authors studied the status update
system under three processing node models. They derived
the closed-form expressions of the average AoI for a fixed
policy under each processing node model. The author of [6]
considered a two hops status update system. The buffer-
assisted processing node receives the packets according to
a Poisson process, and after processing, packets are sent to
a sink via a buffer-assisted transmitter. They derived closed-
form expressions of the average AoI and peak AoI (PAoI)
for different fixed policies. The work in [7] studied a status
update system where a source sends packets to an edge node.
The communication and computing delays are modeled as two
queues in tandem. They derived the distribution of the PAoI
under different queueing models.

In contrast to the previous works, we consider a discrete-
time computation-intensive status update system. Moreover,
previous works on computation-intensive status update sys-
tems studied AoI when the sampling process can not be
controlled, i.e., they considered systems with random arrivals
and derived closed-form expressions of the average AoI or
PAoI, whereas, in this paper, in addition to AoI analysis, we
develop AoI optimal control policy for the system.

B. Organization
The rest of this paper is organized as follows. The system

model is presented in Section II. In Section III, we analyze
the AoI for the two fixed policies. The optimal control policy
is presented in Section IV. Numerical results are presented in
Section V. Finally, concluding remarks are made in Section VI.

Fig. 1. The considered computation-intensive status update system model.

II. SYSTEM MODEL

We consider a status update system consisting of a con-
troller, a sampler, a (pre)processing unit, a transmitter, and a
sink, as shown in Fig. 1. The processing and transmission
components are modeled as servers and referred to as the
process and transmit servers, respectively. The sampler moni-
tors a random process and can generate a sample at the con-
troller’s request. The generated sample is sent to the process
server, and the processing procedure starts. Upon finishing
processing a sample, the process server generates a status
update packet which is sent immediately to the transmit server.
Whenever the sink receives successfully a packet, it feedbacks
an acknowledgment (ACK) to the transmit server and it is
also overheard by the controller. Note that, depending on the
specific control policy, it is possible for a server to receive a
new task while still serving the previous one. In such cases, we
assume a blocking strategy, i.e., the new request is blocked and
discarded whenever a server is busy. We assume the controller
knows the utilization status of the process server, i.e., busy
or idle. In addition, the controller knows the sink’s reception
status (i.e., receives a packet or not) and the utilization status of
the transmit server via feedback. Therefore, the controller has
a global knowledge of the system’s status, i.e., the utilization
status of the servers and the sink reception status. We consider
a discrete-time system with unit time slots t ∈ {0, 1, 2, · · ·}.

At the beginning of each slot, the controller decides whether
to generate a new sample or not. Let a(t) ∈ {0, 1} denote
the controller action at slot t, where a(t) = 1 indicates that
the controller commands the sampler to generate a sample,
otherwise sampler remains idle.

Let g(t) ∈ {0, 1} denote the availability of the process
server to start processing a new sample at the beginning of
slot t, where g(t) = 1 indicates that the process server is
available (i.e., it is idle), and g(t) = 0 otherwise. Note that,
due to the discrete nature of time, if the server is idle at the
beginning of slot t, (i.e., g(t) = 1), and a new sample is
taken at slot t, the value of the server availability indicator
is not changed at slot t, i.e., g(t) = 1 for the entire duration
of slot t. We model the service times of the process server
as independent and identically distributed geometric random
variables with mean 1/γ.

Let y(t) ∈ {0, 1} denote the availability of the transmit
server at the beginning of slot t, where y(t) = 1 indicates that
the transmit server is available to send a new status update
packet, and y(t) = 0 otherwise. We assume that the packet
transmission times are independent and identically distributed
and are modeled via a geometrically distributed service time
with mean 1/p.
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III. AVERAGE AOI ANALYSIS

In this section, we derive closed-form expressions of aver-
age AoI for two fixed policies, namely: 1) the zero-wait-one
policy, where a new sample is taken just after the previous one
was successfully delivered to the sink (i.e., when the system
is empty) and 2) the zero-wait-blocking policy, where a new
sample is taken whenever the process server becomes idle.
Note that under the zero-wait-blocking policy, the transmit
server may receive a new status update packet while serving
the previous one; the new one is blocked and discarded
whenever this happens.

Let ∆(t) denote the AoI at the sink at slot t, defined
as the time elapsed since the sample associated with the
most recently received packet was taken. Let U(t) denote the
sampling time of the most recently received packet (i.e., the
time stamp), then, the AoI is given by ∆(t) = t − U(t). An
example of AoI evolution over time is shown in Fig. 2. Let ti
denote the sampling time of the ith received packet at the sink.
The processing of the packet is completed at time slot t

′

i, and
the transmission of the packet is completed at time slot t

′′

i .
Let ∆̄τ denote the average AoI until time slot τ , which is
given as

∆̄τ =
1

τ

τ∑
t=1

∆(t). (1)

Let L(τ) = max{i : t
′′

i ≤ τ} denote the number of
successfully received updates until time slot τ . The average
AoI is equal to the area under the AoI evolution curve depicted
in Fig. 2. The area is a sum of disjoint areas determined by
polygons Q, {Qi}L(τ)

i=2 , and Q. Thus, ∆̄τ is calculated as

∆̄τ =
Q+Q

τ
+

L(τ)− 1

τ

1

L(τ)− 1

i=L(τ)∑
i=2

Qi. (2)

To analyze the AoI, we use a transition between the dis-
crete AoI process and the AoI process. The AoI process is
equivalent to the discrete AoI process, except that the age
increases continually during a slot. To this end, let Q+, Q+

i ,
and Q

+
denote the trapezoids associated with Q, Qi, and

Q, respectively, as illustrated in Fig. 2. Using the trapezoid
versions of Q, {Qi}L(τ)

i=2 , and Q add a triangle of area 1/2 at
each slot to the area under ∆(t), thus, ∆̄τ is derived as

∆̄τ =
Q+ +Q

+

τ
+

L(τ)− 1

τ

1

L(τ)− 1

L(τ)∑
i=2

Q+
i − 1

2
. (3)

Let Ii = ti − ti−1 denote the time interval between the
sampling of packets i − 1 and i, delivered to the sink. Let
Ti = ti − t

′′

i denote the total service time (i.e., process and
transmit servers service times) of packet i. According to Fig. 2,
Q+

i is calculated as

Q+
i =

1

2
(Ti + Ii)

2︸ ︷︷ ︸
I

− 1

2
(Ti)

2︸ ︷︷ ︸
II

=
1

2
I2i + IiTi, (4)

where part I in (4) represent the triangle with sides Ii+Ti, and
part II represent the triangle with sides Ti. The long-term time

average AoI is defined as ∆̄ = limτ→∞ ∆̄τ . Thus, the term
(Q+ +Q

+
)/τ of (4) goes to zero when τ → ∞. We use the

common assumption (see, e.g., [1], [4], [26]) that {(Ii, Ti)}i≥1

is a stationary ergodic random process, i.e., limτ→∞
L(τ)−1

τ

and limτ→∞
1

L(τ)−1

∑i=L(τ)
i=2 Q+

i converge to their stochastic
average as 1/E{Ii} and E{Q+

i }, respectively. Therefore, the
average AoI is given as

∆̄ =
1

E{Ii}
E
{1

2
I2i + IiTi

}
− 1

2
. (5)

A. AoI Analysis for Zero-wait-one Policy

Let Gi ∼ Geo(γ) denote the process server service time of
the ith received packet and Yi ∼ Geo(p) denote the transmit
server service time of the ith received packet. AoI evolution
under the zero-wait-one policy is illustrated in Fig. 3. Recall
that under the zero-wait-one policy, the controller takes a sam-
ple whenever there is no packet in the system. Thus, processing
of a new status update starts immediately after the previous
one was successfully delivered (i.e., there are no slots where
both process and transmit servers are idle simultaneously).
Consequently, Ii and Ti are given as Ii = Gi−1 + Yi−1 and
Ti = Gi + Yi.

The mean of the inter-sampling time between two delivered
packet i and i− 1, E{Ii}, is given as

E{Ii} = E{Gi−1}+ E{Yi−1}

=
1

γ
+

1

p
, (6)

where (6) follows from the fact that the mean service times of
the process and transmit servers are 1/γ and 1/p, respectively.

In order to derive the second moment of the inter-sampling
time i, E{I2i }, we first derive the second moment of the
servers’ service time, where E{G2

i } is given as

E{G2
i } =

∞∑
j=1

j2Pr(Gi = j)

(a)
=

∞∑
j=1

j2γγ̄j−1

=
γ

γ̄

∞∑
j=1

j2γ̄j

(b)
=

γ

γ̄

γ̄(1 + γ̄)

γ3

=
2− γ

γ2
, (7)

where the equality (a) comes from Pr(Gi = j) = γγ̄j−1, and
the equality (b) follows since

∑∞
j=1 j

2lj = l(l + 1)/(1 − l)3

for all |l| < 1. Following the same step, the second moment
of the transmit server service time for packet i is given as

E{Y 2
i } =

2− p

p2
. (8)

Using (7) and (8), the second moment of the inter-sampling
time i, E{I2i }, is given as

E{I2i } = E{(Gi−1 + Yi−1)
2}
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Fig. 2. An example of the evolution of the AoI.

Fig. 3. AoI as a function of time under the zero-wait-one policy.

(a)
= E{G2

i−1}+ E{Y 2
i−1}+ 2E{Gi−1}E{Yi−1}

=
2− γ

γ2
+

2− p

p2
+

2

γp
, (9)

where the equality (a) comes from independence of Gi−1 and
Yi−1. The value of E{IiTi} is given as

E{IiTi} = E{(Gi−1 + Yi−1)(Gi + Yi)}
= E{Gi−1Gi}+ E{Yi−1Yi}

+ E{Gi−1Yi}+ E{Yi−1Gi}
(a)
= E{Gi−1}E{Gi}+ E{Yi−1}E{Yi}

+ E{Gi−1}E{Yi}+ E{Yi−1}E{Gi}

=
1

γ2
+

1

p2
+

2

γp
, (10)

where the equality (a) follows from independence of Gi−1,
Gi, Yi−1, and Yi.

Finally, substituting (6), (9), and (10) into (5), the average
AoI is given as

∆̄ =

1

2
(
2− γ

γ2
+

2− p

p2
+

2

γp
) +

1

γ2
+

1

p2
+

2

γp
1

γ
+

1

p

− 1

2
.

Fig. 4. An example of the evolution of the AoI under the zero-wait-blocking
policy.

B. AoI Analysis for Zero-wait-blocking Policy

Recall that under the zero-wait-blocking policy, the con-
troller takes a sample whenever the process server is idle. If
the transmit server receives a new packet while still serving the
previous one, the newly arrived packet is blocked and dropped.
Let ti,j denote the sampling time of the jth packet blocked at
the transmit server by the (i−1)th transmitted packet. Let t

′

i,j

denote the time instant that the blocked packet is generated
by the process server. An example of the evolution of the AoI
under the zero-wait-blocking policy is illustrated in Fig. 4.

Let Gi,j denote the process server service time of the jth
packet blocked by (i− 1)th served packet. Let Ỹi−1,k denote
the transmit server residual service time of the (i−1)th packet
at the sampling time of the kth packet, it could be a blocked
packet or a served packet. Let Di represent the event where
the packet i starts to be served at the transmit server, i.e., Di

happens if {Gi > Ỹi−1,i}. Note that in the case that there
is no blocking event between two served packets i − 1 and
i, we have Ỹi−1,i = Yi−1, and subsequently Di happens if
{Gi > Yi−1}. Let Bi,j represent the event where packet j
is blocked at the transmit server by transmitted packet i − 1,
i.e., Bi,j happens if {Gi,j < Ỹi−1,j}. Since the processing
of the new status update starts immediately after the previous
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one was processed, and a processed packet could be blocked
by the transmit server, the inter-sampling time between two
delivered packets i−1 and i is the process server service time
of packet i−1, Gi−1, and the summation of the process server
service time of the blocked packets by transmitted pack i− 1.
Let N denote a random variable representing the number of
blocked packets at the transmit server by transmitted packet
i− 1. Then, the inter-sampling time is given as

Ii = Gi−1 +Gi,1 + · · ·+Gi,N . (11)

The total service time for ith packet is given as

Ti = Gi + Yi. (12)

The mean of the ith inter-sampling time, E{Ii}, is derived
as

E{Ii} = E{E{Ii | N = n}}

=

∞∑
n=0

E{Gi−1 +

n∑
k=1

Gi,k}Pr(Bi,1, · · ·, Bi,n, Di)

(a)
=

∞∑
n=0

n+ 1

γ
Pr(Bi,1, · · ·, Bi,n, Di), (13)

where (a) comes from the fact that the service time of
packets in the process server are independent and identically
distributed with mean 1/γ. Note that n = 0 represents the
case that blocking does not happen, i.e., {Gi > Yi−1}. The
remaining task is to characterize Pr(Bi,1, · · ·, Bi,n, Di).

Due to the memoryless property of the geometric random
variables, the residual service times have the same distribution
as Yi−1 and are independent of each other. Consequently,
events Di, Bi,1, · · ·, Bi,n become independent of each other.
Thus, we have

Pr(Bi,1, · · ·, Bi,n, Di) = Pr(Bi,1)· · ·Pr(Bi,n)Pr(Di).

In the following lemma, we derive the probability of event
Bi,j .

Lemma 1. Let p̄ = 1−p and γ̄ = 1−γ, then, the probability
of event Bi,j , Pr(Bi,j), is given as

Pr(Bi,j) =
γp̄

1− γ̄p̄
. (14)

Proof. Let z1 denote the processing time of the jth blocked
packet. The probability of event Bi,j = {Gi,j < Ỹi−1,j} is
calculated as

Pr(Bi,j) =

∞∑
z1=1

Pr(Gi,j < Ỹi−1,j | Gi,j = z1)Pr(Gi,j = z1).

The probability that the processing time takes z1 slots is
given as Pr(Gi,j = z1) = γγ̄z1−1, and the probability that the
residual transmission time takes more than z1 slots is given as
Pr(Ỹi−1,j > z1) = p̄z1 . Thus, we have

Pr(Bi,j) =

∞∑
z1=1

p̄z1γγ̄z1−1 (15)

(a)
=

γp̄

1− γ̄p̄
,

where (a) follows since
∑∞

z1=1 l
z1 = l/(1− l) for all |l| < 1.

Following the same steps as for the proof of Lemma 1,
one can show that Pr(Di) = 1 − γp̄/(1− γ̄p̄). As Pr(Bi,j)
and Pr(Di) are the same for different i and j, hereinafter, for
simplicity of presentation, we use PB = Pr(Bi,j), ∀i, j, and
PD = Pr(Di), ∀i.

Using Lemma 1 and equation (13) the mean of the ith inter-
sampling time is derived as

E{Ii} =

∞∑
n=1

n

γ
PD

(
PB

)n−1

(a)
=

PD

γPB

PB

P 2
D

=
1

γPD
, (16)

where (a) follows since
∑∞

z1=1 z1l
z1 = l/(1 − l)2 for all

|l| < 1, and PD = 1− PB .
Using (11), the second moment of the inter-sampling time

is derived as

E{I2i } = E{E{I2i | N = n}}

a
=

∞∑
n=0

E{
(
G2

i−1 + 2Gi−1

n∑
k=1

Gi,k +

n∑
k=1

G2
i,k

+ 2

n∑
k=1

k−1∑
z1=1

Gi,kGi,z1}PDPn
B

b
=

∞∑
n=1

n
2− γ

γ2
PDPn−1

B +

∞∑
n=1

n(n− 1)

2

2

γ2
PDPn−1

B

c
=

2− γ

γ2

1

P 2
D

PD

+

∞∑
n=1

n2

γ2
PDPn−1

B −
∞∑

n=1

n

γ2
PDPn−1

B

d
=

2− γ

γ2PD
+

PD

PBγ2

P 2
B + PB

P 3
D

− PD

PBγ2

PB

P 2
D

=
2− γ

γ2PD
+

PB + 1

γ2P 2
D

− 1

γ2PD

=
1− γ

γ2PD
+

PB + 1

γ2P 2
D

, (17)

where (a) follows since (
∑∞

n=1 ln)
2 =

∑∞
n=1 l

2
n +

2
∑∞

n=1

∑n−1
z1=1 lnlz1 , (b) follows since

∑Z
z1=1

∑z1−1
z2=1 l =

lZ(Z − 1)/2, (c) follows since
∑∞

z1=1 z1l
z1 = l/(1− l)2 for

all |l| < 1, (d) follows since
∑∞

z1=1 z
2
1 l

z1 = l(l + 1)/(1− l)3

for all |l| < 1.
The value of E{IiTi} is given as

E{IiTi}
a
= E{Ii}E{Gi + Yi}

=
1

γPD
(
1

γ
+

1

p
)

=
1

PDγ2
+

1

PDpγ
, (18)

where (a) holds because Ii, Gi, and Ti are independent.
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Finally, by substituting (16), (17), and (18) in (5), the
average AoI for zero-wait-blocking policy is derived as

∆̄ =

1

2
(
1− γ

γ2PD
+

PB + 1

γ2P 2
D

) +
1

γ2PD
+

1

PDpγ
1

γPD

− 1

2

=
1

2
(
1− γ

γ
+

PB + 1

γPD
) +

1

γ
+

1

p
− 1

2
.

IV. OPTIMAL CONTROL POLICY

In this section, we propose an optimal control policy.
Specifically, we consider the expected long-term time average
AoI, given as

lim sup
T→∞

1

T

T∑
t=1

E{∆(t)},

and find the optimal action, a(t), at each slot to minimize the
average AoI. Note that we use lim sup instead of lim to ensure
the limit exists. We formulate our problem as a MDP problem
and solve it with the RVIA.

A. AoI Model

For the purpose of deriving an optimal control policy, we
use the common assumption (see, e.g., [32], [33], [40]) that
the age of the packets in the system can be upper bounded
by a value ∆max, i.e., ∆(t) = min{t−U(t),∆max}. Besides
making the problem tractable, this also models the fact that
once the available information about the process of interest
becomes excessively stale (i.e., age reached ∆max), further
increasing the age would be irrelevant.

In order to characterize the evolution of AoI at the sink,
it is useful to define the age of the under-serving packet at
each server. Let ∆s(t) denote the age of the under-processing
sample at the process server at time t. In the following, we
elaborate on the evolution of the age of packets at the servers.

Suppose first the process server is busy at slot t, i.e.,
g(t) = 0; in the next slot, there are three possible cases:
1) the server remains busy at the next slot, g(t + 1) = 0,
and the age of the under-processing sample at the next slot
becomes min{∆s(t) + 1,∆max}, 2) at the next slot the server
becomes idle, g(t+1) = 1, and the controller takes a sample,
a(t+ 1) = 1; then the age of the under-processing sample at
the next slot becomes zero, and 3) at the next slot the server
becomes idle, g(t+1) = 1, and the controller does not request
a new sample, a(t+ 1) = 0; in this case, the server is empty
and the age is undefined.

Consider now the case that at slot t, the process server is
idle, g(t) = 1, and the controller takes a new sample, a(t) = 1;
in the next slot there are three possible cases: 1) the process
server does not finish the service, g(t+1) = 0, and, therefore,
the age of the under-processing sample at the next slot
becomes one, 2) the server finishes the service in one slot (i.e.,
slot t) and the process server becomes available, g(t+1) = 1,
and the controller takes a new sample, a(t+ 1) = 1, then the
age of the under-processing sample at the next slot becomes

zero, and 3) as before, the server finishes the service at slot t
and become available at slot t + 1, g(t + 1) = 1, but the
controller does not request a new sample, a(t+1) = 0; in this
case the server is empty and, therefore, the age is undefined.
Note that, in general, if the process server is available and the
controller does not request a new sample at a slot, the age is
undefined at the slot. For the sake of conciseness, we introduce
the short notation Is(t) = (g(t), a(t), g(t+ 1), a(t+ 1)). The
evolution of ∆s(t) is given as

∆s(t+ 1) =



min{∆s(t) + 1,∆max}, Is(t) = (0, ∗, 0, ∗)
0, Is(t) = (0, ∗, 1, 1)
1, Is(t) = (1, 1, 0, ∗)
0, Is(t) = (1, 1, 1, 1)

∗, Is(t) = (∗, ∗, 1, 0),
(19)

where the notation ∗ means that either 1) the variable’s value
does not affect the age value, or 2) the age value is undefined
(i.e., the server is empty).

Let ∆x(t) denote the age of the under-transmitting packet at
the transmit server at time t. Let n(t) be an indicator of a new
packet arrival at the transmit server, i.e., n(t) = 1 indicates
that a new packet arrived at the transmit server at slot t, and
n(t) = 0 otherwise.

Suppose first that the transmit server is busy at slot t,
y(t) = 0; at the next slot, there are three possible cases: 1) the
transmit server remains busy, y(t+1) = 0, then the age of the
under-transmitting packet becomes min{∆x(t) + 1,∆max},
2) the server becomes available, y(t + 1) = 1, and receives
a new packet, n(t + 1) = 1, then the age of the under-
transmitting packet becomes min{∆s(t) + 1,∆max}, and
3) the server becomes available, y(t+1) = 1, and receives no
packet, n(t+1) = 0, then as the transmit server is empty the
value of the age becomes undefined.

Now consider the case that the transmit server is available
at slot t, y(t) = 1, there are five possible cases: 1) the transmit
server receives a new packet at slot t, n(t) = 1, and becomes
busy at the next slot, y(t+1) = 0, then the age of the under-
transmitting packet becomes min{∆x(t) + 1,∆max}, 2) the
transmit server receives a new packet at slot t, n(t) = 1,
becomes available at the next slot, y(t+ 1) = 1, and receives
a new packet at the next slot, n(t+ 1) = 1, then the age of the
under-transmitting packet becomes one, 3) the transmit server
receives a new packet at slot t, n(t) = 1, becomes available
at the next slot, y(t + 1) = 1, but it does not receive a new
packet at the next slot, n(t+ 1) = 0, then the age of the under-
transmitting packet becomes undefined, 4) the transmit server
receives no packet at slot t, n(t) = 0, remains available at
the next slot, y(t + 1) = 1, and receives a new packet at the
next slot, n(t+ 1) = 1, then the age of the under-transmitting
packet becomes min{∆s(t) + 1,∆max}, and 5) the transmit
server receives no packet at slot t, n(t) = 0, becomes available
at the next slot, y(t + 1) = 1, and receives no packet at the
next slot, n(t+ 1) = 0, then the age of the under-transmitting
packet becomes undefined. In general, if the transmit server is
available and does not receive a new packet at a slot, the age
is undefined at the slot. For the sake of brevity, we introduce
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the short notion Ix(t) = (y(t), n(t), y(t+ 1), n(t+ 1)). The
evolution of ∆x(t) is given as

∆x(t+ 1) =



min{∆x(t)+1,∆max}, Ix(t) = (0, ∗, 0, ∗)
min{∆s(t)+1,∆max}, Ix(t) = (0, ∗, 1, 1)
min{∆x(t) + 1,∆max}, Ix(t) = (1, 1, 0, ∗)
1, Ix(t) = (1, 1, 1, 1)

min{∆s(t) + 1,∆max}, Ix(t) = (1, 0, 1, 1)

∗, Ix(t) = (∗, ∗, 1, 0).
(20)

Having defined ∆s and ∆x, we now characterize the AoI
at the sink. Let r(t) be an indicator of a new packet arrival
at the sink at slot t, where r(t) = 1 indicates that the sink
receives a new packet at slot t, and r(t) = 0 otherwise.
If the sink receives a new packet at slot t, AoI becomes
min{∆x(t− 1) + 1,∆max}, otherwise AoI is incremented by
one up to ∆max. The evolution of ∆(t) is given as

∆(t+ 1) =

{
min{∆x(t) + 1,∆max}, r(t+ 1) = 1

min{∆(t) + 1,∆max}, r(t+ 1) = 0.
(21)

B. MDP Model

An MDP is defined by a tuple {S,A,P, C} of four ele-
ments: State space, action space, state transition probabilities,
and an (immediate) cost, which are elaborated below:
State: Let s(t) ∈ S denote the state of the system at slot t,
where S is the the state space. The state of the system is given
as s(t) = {g(t),∆s(t), y(t),∆x(t),∆(t)}.
Action: The action at slot t is defined as a(t) ∈ A = {0, 1},
where A is the action space.
Immediate cost: The immediate cost is the AoI, i.e.,
C(t) = ∆(t).
State transition probabilities: Let Pss′(a) = Pr(s′ | s, a)
denote the probability of moving from current state s to a
next state s′ under action a. Recall that we assume a blocking
strategy, i.e., while the server is busy, any new request for
service is blocked and discarded. In the following, we calcu-
late the state transition probabilities for different actions and
four general states: s1 = {1, ∗, 1, ∗,∆}, s2 = {1, ∗, 0,∆x,∆},
s3 = {0,∆s, 1, ∗,∆}, and s4 = {0,∆s, 0,∆x,∆}. Let us de-
note γ̄ = 1 − γ, p̄ = 1 − p. The state transition probabilities
for different actions can be expressed as

Pr
(
{1, ∗, 1, 1,∆+ 1} | s1, a = 1

)
= γ

Pr
(
{0, 1, 1, ∗,∆+ 1} | s1, a = 1

)
= γ̄

Pr
(
{1, ∗, 1, ∗,∆+ 1} | s1, a = 0

)
= 1

Pr
(
{1, ∗, 1, 1,∆x + 1} | s2, a = 1

)
= γp

Pr
(
{1, ∗, 0,∆x + 1,∆+ 1} | s2, a = 1

)
= γp̄

Pr
(
{0, 1, 1, ∗,∆x + 1} | s2, a = 1

)
= γ̄p

Pr
(
{0, 1, 0,∆x + 1,∆+ 1} | s2, a = 1

)
= γ̄p̄

Pr
(
{1, ∗, 1, ∗,∆x + 1} | s2, a = 0

)
= p

Pr
(
{1, ∗, 0,∆x + 1,∆+ 1} | s2, a = 0

)
= p̄

Pr
(
{1, ∗, 1,∆s + 1,∆+ 1} | s3, a = 0

)
= γ

Pr
(
{0,∆s + 1, 1, ∗,∆+ 1} | s3, a = 0

)
= γ̄

Pr
(
{1, ∗, 1,∆s + 1,∆x + 1} | s4, a = 0

)
= γp

Pr
(
{1, ∗, 0,∆x + 1,∆+ 1} | s4, a = 0

)
= γp̄

Pr
(
{0,∆s + 1, 1, ∗,∆x + 1} | s4, a = 0

)
= γ̄p

Pr
(
{0,∆s + 1, 0,∆x + 1,∆+ 1} | s4, a = 0

)
= γ̄p̄, (22)

whereas the other cases are zero.

Theorem 1. The defined MDP is unichain.

Proof. An MDP is unichain if, under every deterministic
policy, it induces a single recurrent class plus a possibly
empty set of transient states [41]. It is sufficient to show
that under any feasible deterministic policy, there exists a
recurrent state, i.e., a state that is accessible from every
other states [42, Exercise 4.3]. For the case that γ ̸= 1 and
0 < p ≤ 1, the recurrent state is {0,∆max, 1, ∗,∆max}. This
is due to the fact that the process server would have a packet,
and the probability of the event of generating a packet in
∆max consecutive slots is non-zero. For the case that p ̸= 1
and 0 < γ ≤ 1, the recurrent state is {1, ∗, 0,∆max,∆max}.
This is because the probability of the event of generating a
packet at one slot and unsuccessful transmission of a packet
in ∆max consecutive slots are non-zero1. Thus, the defined
MDP is unichain for every deterministic policy.

Let π denote a policy that determines the action
taken at each state. A stationary randomized policy is
mapping from each state to a distribution over actions,
π(a | s) : S ×A → [0, 1],

∑
a∈As

π(a | s) = 1. A (stationary)
deterministic policy chooses an action at a given state with
probability one, which is a special case of the stationary
randomized policy. With a slight abuse of notation, we de-
note the action taken in state s by a deterministic policy π
with π(s). Let C̄π = lim supT→∞

1
T

∑T
t=1 E{C(t)} denote

the average AoI cost obtained under policy π. Due to the
unichain structure, the time average expected value of the cost
is independent from the initial state [43, Proposition 8.2.1].
Having defined the MDP elements, the MDP problem is given
as

minimize
π

C̄π. (23)

The optimal value of problem (23) is denoted by C∗, and an
optimal policy is denoted by π∗.

In the next subsection, we solve problem (23).

C. Optimal Control Policy

In this section, we solve MDP problem (23) using the RVIA
[41, Section 4.3]. According to [43, Theorem 8.4.3, Theorem
8.4.4], for an MDP with 1) finite state and action space and
2) unichain structure, there exists a relative value function
h(s), s ∈ S, that satisfies

C∗ + h(s) =

min
a∈A

[
C(s, a) +

∑
s′∈S

Pr(s′ | s, a)h(s′)
]
, ∀s ∈ S.

1Since in the case that γ = p = 1, the optimal policy is to sample at each
slot, we do not study this case.
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Algorithm 1: The RVIA to solve MDP problem (23)

Input: P , sref , and ϵ
Initialize: 1) i = 1, 2) set h0(s) = 1, h1(s) = 0,

Q0(s) = 0 for all s ∈ S
1 while maxs∈S |hi(s)− hi−1(s)| ≥ ϵ do
2 i = i+ 1
3 for s ∈ S do
4 Qi(s)=

mina∈A
[
C(s, a)+

∑
s′∈S Pr(s′|s, a)hi−1(s′)

]
5 hi(s) = Qi(s)−Qi(sref)
6 end
7 end
8 for s ∈ S do
9 π∗(s) =

argmina∈A
[
C(s, a) +

∑
s′∈S Pr(s′ | s, a)hi(s′)

]
10 end

Subsequently, the optimal policy, π∗, is obtained as [43,
Theorem 8.4.4]

π∗(s) = argmin
a∈A

[
C(s, a) +

∑
s′∈S

Pr(s′ | s, a)h(s′)
]
, ∀s ∈ S.

The RVIA is an iterative algorithm in which the relative
value function is updated at each iteration i ∈ {0, 1, · · ·}. Let
Qi(s) denote the value function given as

Qi(s) = min
a∈A

[
C(s, a) +

∑
s′∈S

Pr(s′ | s, a)hi−1(s′)
]
.

The relative value function is updated at each iteration as
hi(s) = Qi(s) − Qi(sref), where sref ∈ S is an arbitrarily
chosen reference state which remains unchanged throughout
the iterations.

The RVIA is presented in Algorithm 1, where ϵ ∈ (0, 1) is
a small constant for the RVIA termination criterion.

Theorem 2. For any state s ∈ S and initialization Q0(s), the
sequences {hi(s)}i=1,2,··· and {Qi(s)}i=1,2,··· converge, i.e.,
limi→∞ hi(s) = h(s) and limi→∞ Qi(s) = Q(s).

Proof. According to [41, Proposition 4.3.2], it is sufficient to
show that the MDP under every deterministic policy induces a
Markov chain that is unichain and aperiodic. In Theorem 1, it
was proven that the MDP is unichain. If an state in a recurrent
class is aperiodic then all the state in the class are aperiodic
[42, Theorem 4.2.8]. As each recurrent state can move to itself
with a non-zero probability, the MDP is aperiodic under every
deterministic policy.

V. NUMERICAL RESULTS

In this section, we evaluate the proposed optimal control
policy and the fixed control policies: 1) zero-wait-one policy
and 2) zero-wait-blocking policy. Furthermore, we numerically
analyze the structure of the optimal policy. To run Algorithm 1,
we set the maximum value of the AoI ∆max = 50 and

the stopping criterion threshold ϵ = 0.001. The rest of the
parameters are specified in each figure.

A. Comparison of the Policies

Fig. 5 illustrates the average AoI for the presented poli-
cies: 1) zero-wait-one, 2) zero-wait-blocking, and 3) optimal
control policy, versus the transmit server service rate, p, with
three process server service rates, γ. We also show the AoI
obtained by the case where the servers are able to preempt the
under-service sample/packet when they receive a new task.
Since the service times are memoryless, it is clear that the
optimal control policy is to always preempt the under-service
sample/packet whenever a new one arrives; thus, we refer to
this policy as the optimal policy preemption.

According to Fig. 5, when the servers’ service rates increase,
the average AoI decreases. This is because the controller
can update the sink more frequently with a small number
of blocking. As we expected, the optimal control policy
outperforms the fixed policies. When the service rates are large
(e.g., p = 0.9 and γ = 0.7), the zero-wait-blocking policy
performance is very close to the optimal policy. It is because
the probability of blocking a packet is considerably reduced,
and thus the zero-wait-blocking policy frequently delivers
packets to the sink. The zero-wait-one policy outperforms the
zero-wait-blocking policy for a small transmit server service
rate (e.g., p = 0.2), however, in the large service rate, the zero-
wait-blocking policy outperforms the zero-wait-one policy. It
is because in a low transmit server service rate, the probability
of blocking a packet increases, and vice versa.

B. Structure of Optimal Policy

Fig. 6 demonstrates the structure of the optimal policy in
the case that the system is empty, i.e., s1 = {1, ∗, 1, ∗,∆} by
showing the optimal action for the different values of γ and
p.

According to Fig. 6, the optimal policy in these states has
a threshold structure with respect to the AoI, ∆. For example,
when p = 0.2 and γ = 0.3, the threshold value for AoI is
∆ = 4: the optimal action for ∆ ≤ 4 is to stay idle, a = 0,
and the optimal action for ∆ > 4 is to take a sample, a = 1.
The threshold value decreases when the process server service
rate, γ, increases. This behavior is due to the fact that when
the processing time of the packet is decreased for the same
transmit server rate, the probability of blocking is increased
and puts the process server out of access. Note that the optimal
action after the threshold value remains the same. Overall,
these results show that taking a sample when the system is idle
for most of the cases is optimal. However, with low service
rates when the AoI is small, in line with [16], the optimal
action is to stay idle.

Furthermore, in Fig. 7, we analyze the optimal policy
structure for the case that the transmit server is busy and the
process server is idle, i.e., s2 = {1, ∗, 0,∆x,∆}. The results
shows that the optimal policy in these states has a threshold
structure with respect to the AoI at the transmit server, ∆x.
For example, when p = 0.4 and γ = 0.5, the threshold value
for the AoI at the transmit process is ∆x = 3: the optimal
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Fig. 5. Average AoI for different policies and the process server service rate
with respect to the transmit server service rate with ϵ = 1e− 3.
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Fig. 6. Structure of the optimal policy for state s1 = {0, ∗, 0, ∗,∆} with
respect to the AoI, ∆, and the transmit server rate, p, for three different
process server rates, γ.

action for ∆ ≤ 3 is to stay idle, a = 0, and the optimal
action for ∆ > 3 is to take a sample, a = 1. When the
process server rate, γ, decreases, the threshold value increases.
This behavior is because in a low process server rate, taking
a sample puts the process server for a bigger interval out of
access. In addition, when the transmit server rate increases, the
threshold values are decreased. It is because the probability of
blocking is reduced. The optimal action remains unchanged
for the values larger than the threshold value. Overall, it can
be concluded that taking a sample when the process server is
idle while the transmit server is busy is not optimal for the
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Fig. 7. Structure of the optimal policy for state s1 = {0, ∗, 1,∆x,∆} with
respect to the AoI at the transmit server, ∆x, and the transmit server rate, p,
for three different process server service rates, γ.

low service rates.

VI. CONCLUSION

We considered a time-slotted computation-intensive status
update system. We derived the average AoI expression for
two fixed policies: 1) zero-wait-one, i.e., the controller takes a
new sample whenever both servers are available, and 2) zero-
wait-blocking, i.e., the controller takes a sample whenever the
process server is idle and block any newly arrived packet to

the transmit server while it is busy. Furthermore, we proposed
an optimal control policy to minimize AoI using the MDP
technique. In numerical results, we analyze the optimal policy
structure for two different states of the system: 1) the servers
are empty, and 2) the process server is available while the
transmit server is busy. The results reveal that, in the first
state, it is not optimal to take a sample when AoI and the
service rates are small. Similarly, for the second case, it is
not optimal to take a sample when AoI at the transmit server
and the service rates are small. Furthermore, we compare
the performance of the optimal and fixed policies. It was
shown that the zero-wait-one policy outperforms the zero-wait-
blocking policy in the small service rates. However, in the
larger service rates, the zero-wait-blocking policy outperforms
the zero-wait-one policy and performs very close to the
optimal policy.
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