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Distributed Totally Decomposed Cumulative Goppa
Coded-Cooperative Communication with Optimized

Selection in the Relay
Daniel Kariuki Waweru, Fengfan Yang, Chunli Zhao, Lawrence Muthama Paul, and Hongjun Xu

Abstract—In this paper, powerful induced-cyclic totally decom-
posed cumulative Goppa (TDCG) codes are selected and used for
coded-cooperative diversity, which can fit wireless communication
applications. Two TDCG codes employed at the source and
relay nodes establish the joint design of the destination channel
code. In the cooperation phase, we consider an optimized relay
channel code which improves the overall bit-error-rate (BER)
performance. Two methods of optimization are explored. The
most practical method for optimization in terms of reduced
processing complexity is proposed. We use a joint decoding
which exploits all the resources gained by the cooperation scheme
at the destination. The BER performance is evaluated through
Monte-Carlo simulations with BPSK modulation and coherent
detection over the flat Rayleigh fading channel. The proposed
TDCG coded-cooperative diversity scheme exhibit a better BER
performance than the non-cooperation scheme and other existing
coded cooperation methods of similar code rates under similar
channel conditions.

Index Terms—Coded-cooperative communication system, joint
decoding, optimized relay channel, totally decomposed cumula-
tive Goppa codes.

I. INTRODUCTION

MULTIPATH fading occurs due to multiple paths of radio
signals from the transmitter to the receiver. The multi-

path fading is one of the substantial factors that degrade the
performance of wireless communication systems. One method
of mitigating multi-path fading is integrating the diversity
technique, where the same signal appears in multiple instances
in time, frequency, or antennas that fade independently. Node
cooperation is an effective way of providing diversity in
wireless networks [1], [2], whereby, exploiting the inherent
broadcast nature of the wireless channel same information
signal get distributed to two or more users who then coopera-
tively transmit it to a common destination. Node cooperation
transmission scheme innately work as a virtual multiple input
multiple output (MIMO) with distributed antennas (i.e., relays
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or cooperating users). In contrast to MIMO systems, however,
the relay node is constrained to work in half-duplex mode,
i.e., the node can either transmit or receive information signal
at a time.

Recently, the integration of node cooperation with channel
codes employed at the source and relay nodes has proven
to be a beneficial technique to enhance the performance of
the wireless system by improving the error-correction capabil-
ity [3], [4]. Coded-cooperative communication is an enhanced
decode-and-forward (DF) relaying technique [2], where two
or more error control codes employed at the source and relay
nodes jointly construct the destination code, which allows
for joint decoding. Coded-cooperative communications bring
higher data throughput, spectral and power efficiency, and
reliability.

Many coded-cooperative diversity schemes already exit,
such as Reed-Muller (RM) codes [5], Reed Solomon (RS)
codes [6], low density parity check (LDPC) codes [4], [7],
turbo codes [8], [9] and polar codes [10]–[12]. In this paper,
we apply a ‘best-known’ linear algebraic code in coded-
cooperative communication. A linear code is said to be the
“best-known linear code” if it has the highest minimum weight
among all known linear codes of the same length and rate.
The minimum Hamming distance and the weight spectrum
are the two most important performance indicators of linear
codes [13]. Given that a decoding algorithm, which can realize
the full performance of a linear code exists, the best-known
linear code offers better error rate performance. For a given
code, the higher the minimum Hamming distance of the code,
the better the performance. Moreover, in contrast to all past
research and findings, another unique issue used in this study
is an optimization method at the relay node based on the
minimum Hamming distance and the weight spectrum of the
jointly constructed destination code. We present an efficient
algorithm for designing the optimized channel code at the
relay. The optimized relaying accord improved cooperation in
the coded-cooperative scheme. Hence, the paper is devoted to
studying the coded-cooperative communication system, based
on a subclass of classical Goppa codes, called the totally
decomposed cumulative Goppa (TDCG) codes, in a three-node
network comprising a source, a single relay and a destination.

Let q = pm with p a prime number and
m ∈ N∗, G(x) ∈ Fq[x] be of degree s, and
L = {γi : 0 ≤ i ≤ n− 1} ⊆ Fq , γi ̸= γj for i ̸= j. Assume
that L does not contain a root of G(x), then a classical
Goppa code, denoted as Γ(L,G(x)), is an [n, k, d] linear
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code defined as the set of all vectors c = [c0, c1, · · ·, cn−1]
with components in Fp which satisfy the condition

n−1∑
i=0

ci
x− γi

≡ 0 mod G(x).

The set L is called the locator set and its cardinality de-
fines the length n of Γ(L,G(x)). The polynomial G(x) is
called the Goppa polynomial. The dimension of Γ(L,G(x))
is k ≥ n − ms and the minimal Hamming distance d
satisfies d ≥ s + 1, called the Goppa bound. The classical
Goppa code, whose codewords have components in Fp, is a
subfield subcode of a generalized Reed-Solomon (GRS) code
defined in an extension field Fq of Fp [14]. They were first
introduced in 1970 by Goppa [15], and are well known to
be non-cyclic in general [16]. Goppa construction is more
powerful as we are sure that there are families of Goppa
codes that reach the Gilbert-Varshamov bound [17], [18] and
that many binary Goppa codes are placed in the table of the
best-known linear codes [19]. The Goppa codes are easy to
encode and decode [17], [20] and hence are quite practical for
implementation. Goppa [15] also introduces four important
subclasses of Goppa codes based on the form of a Goppa
polynomial: Γ(L,G(x)) is a cyclic code when G(x) = xs,
a separable code when G(x) is a separable polynomial, an
irreducible code when G(x) is an irreducible polynomial,
and a cumulative Goppa code when G(x) = (x − β)s. In
1976, Sugiyama et al. [21] considered some generalization
of cumulative binary Goppa codes with Goppa polynomials:
G1(x) = g(x)q and G2(x) = g(x)(q−1), where g(x) is
a separable polynomial. A Goppa code Γ(L,G(x)) with
G(x) = (x − β)s and L ⊆ Fq \ {β : G(β) = 0}, where
G(x) is a polynomial totally decomposed in Fq , is called
a TDCG code [22]. The parameter s is called the order of
cumulativity of this code. The corresponding TDCG code
will be denoted as Γ(L,G(x), s). It turns out that the TDCG
code Γ(L,G(x), s) can be made to define a cyclic code
by appropriately selecting the locator set L [23]–[25]. The
cyclic property of the Γ(L,G(x), s)-code is induced by some
semilinear transformation f ∈ PΓL(2,Fq) of the underlying
GRS code. The action of f over L = {γ0, γ1, · · ·, γn−1} is
defined as

Lf = {f(γ0), f(γ1), · · ·, f(γn−1)}, (1)

where γσ(i) = f(γi) and σ a permutation of {0, 1, · · ·, n −
1} [26], [23]. The parameters of the cyclic TDCG codes we
use in this research are such as those of the best-known linear
cyclic codes [22], [19].

This paper utilizes the cyclic TDCG codes in a
coded-cooperative diversity scheme. TDCG coded-cooperative
schemes are suitable for use in a wide range of upcoming
short- and medium-range (i.e., a few centimetres to several
hundreds of meters) wireless devices. These devices, the
majority of which are Internet of things (IoT) and mobile
internet, are now a part of our daily lives and connect people
to one another and their environments. Our suggested coded-
cooperative scheme based on TDCG codes can be applied to
critical short- and medium-range IoT applications that relate

to the low-cost, massive in number, and low-powered devices
communication among themselves [27]. Such IoT character-
izes a wide range of technologies, such as smart metering,
advanced wearables, logistics and body sensors, massive auto-
mated cities and industrial control and monitoring. The coded-
cooperative networks, which can encompass these massive-
access networks, require high-efficient short/medium block
length channel codes (i.e., codes with information words
of length 50 to 1000 bits). The TDGC code is a superior
candidate for these coded-cooperative massive-access wireless
networks.

A totally decomposed cumulative Goppa coded-
cooperative (TDCGCC) diversity scheme for a single
relay scenario has two cyclic TDCG codes placed at
the source and relay cooperatively communicating with
a common destination and operate in a two-time-slot
transmission. The time-division-based half-duplex relaying
is chosen because of its practical utility. The importance of
the resources made available by relay optimization is shown
through joint decoding using naive and smart algorithms.
It is also assumed that in the coded-cooperation scenario,
the transmissions from source-to-destination (S-D), from
source-to-relay (S-R) and relay-to-destination (R-D) links
do not employ orthogonal channels. The use of the non-
orthogonal channel models is motivated by the fact that it
offers a higher channel capacity than the cooperation schemes
assuming orthogonal channels [28]. Monte-Carlo simulations
show that the proposed TDCGCC scheme significantly
outperforms the non-cooperation scheme and other existing
coded cooperation methods of similar code rates under
similar channel conditions. The general assumptions made
for simulations are: all corresponding receivers have perfect
channel side information, BPSK modulation is used at all the
transmit nodes, and each transmission scheme transmits at an
equal power for a fair comparison. One key issue used in this
paper is the match between our binary error-correction codes
and the BPSK modulation scheme. However, appropriate
higher modulation schemes can be inferred for specific
short and medium-range wireless communication application
requirements.

The remainder of this manuscript is structured as follows.
The overall description of a single relaying coded-cooperative
method is provided in Section II. The TDCG codes and system
model for a single relay TDCGCC scheme are described in
Section III. The optimization process and effective algorithm
utilized to create an optimized relay channel code are de-
scribed in Section IV. The joint decoding based on naive
and smart algorithms is described in Section V. The results
of the numerical simulation are provided in Section VI. The
paper is concluded in Section VII. This manuscript’s main
contributions are:

1) Investigate the feasibility of using TDCG codes in coop-
erative systems.

2) Implement an optimization criterion in the relay node and
evaluate the performance of the suggested cooperative
scheme against the non-cooperative scheme.

3) Evaluate the performance of the proposed coded-
cooperative in a practical scenario.
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Fig. 1. Coded-cooperation with a single relay.

4) Evaluate the performance of TDCG codes in compari-
son to Bose–Chaudhuri–Hocquenghem (BCH) codes and
other existing coded cooperation methods of similar rates
under similar channel conditions.

II. GENERAL DESCRIPTION OF SINGLE RELAY CHANNEL
CODING SCHEME

An elementary three-node network [29] with a source, a
single relay, and a destination is depicted in Fig. 1. The
relay has been positioned intentionally closer to the source
than the destination is to the source. We now describe our
coding strategy operating in a two-time-slot transmission.
Two linear codes are used at the source and relay, as was
previously mentioned. The first code CS(n1, k1, d1) with a
generator matrix GS is employed by the source. A code-
word c1 = [c0, c1, · · ·, cn1−1] is generated from the message
block m1 = [m0,m1, · · ·,mk1−1], i.e., c1 = m1GS , where
ml, cs ∈ Fq , 0 ≤ l ≤ k1 − 1, 0 ≤ s ≤ n1 − 1, and
q = pk with p a prime number and k ∈ N∗. In the 1st
time slot, the source transmits all n1 coded information bits
to the relay and destination over noisy channels simultane-
ously. This phase is called broadcast transmission. The second
code CR(n2, k2, d2) (k2 ≤ k1) with the generator matrix
GR is employed by the relay. In the 2nd time slot, the
relay decodes the noise-corrupted observation r̂1 to obtain a
codeword ĉ1 ∈ CS and then obtains the estimated message
block m̂1 = [m̂0, m̂1, · · ·, m̂k1−1], m̂l ∈ Fq . Assuming
that the relay channel code has already been optimized (see
Section IV), the relay selects k2 out of k1 decoded bits of
m̂1 as its own message m2, based on the optimal selection
pattern, and instantaneously re-encodes it into c2 = m2GR.
Then, c2 is sent to the destination over the noisy channel.
This second phase is called cooperation transmission. The
destination gathers the n1 + n2 noise-corrupted observations
received in the two phases as a single block [̂r1, r̂2] and
decodes it. So, the following is the destination code:

CD(n1 + n2, k1) ={[c1, c2] | c1 = m1GS ,

c2 = m2GR,m1 ∈ Fk1
q ,

m2 ∈ Fk2
q }. (2)

The observation [̂r1, r̂2] is decoded into some codeword
[ĉ1, ĉ2] ∈ CD by joint decoding. The code rate of CD is

k1/n1 + n2, and its minimum Hamming distance, called the
free distance, denoted as dfree, is highly dependent on the
message symbol selection at the relay. More details are given
in Section IV.

III. SINGLE RELAY TDCG CODING SCHEME WITH A
SUBCODE DESIGN AT THE DESTINATION

A. TDCG Codes with Very Good Parameters

In Section I, induced-cyclic TDCG codes were introduced.
In this paper, we will only be concerned with induced-cyclic
TDCG codes Γ(L,G(x), s) of length n = q2+q+1 which are
explicitly defined as follows. Consider a finite Galois cubic
field Fq3 , with q = pm. The Goppa code Γ(L,G(x), s) of
length n = q2 + q + 1 has a Goppa polynomial of the form
G(x) = (x + β)s with β = γn, for some primitive element
γ ∈ Fq3 . The locator set L ⊂ Fq3 is a single n-cycle set gen-
erated by f ∈ PΓL(2,Fq) such that L = {γ0, γ1, · · ·, γn−1},
γi ̸= γj for i ̸= j, γn−1 = 1, γn

i = γ−1
i = γn−2−i for all

0 ≤ i ≤ n− 2, and

γ(i mod n)+1 = f(γi) =
γi

(
1+β2µ
β−βµ

)
+ 1

γi +
(

µ+β2

β−βµ

) , (3)

where µ is an nth root of unity and β is ((q3 − 1)/n)th root of
unity. The Γ(L,G(x), s)-codes have excellent estimations of
the minimum distance and dimension, as well as parameters
that are such as those of the best-known codes [19].

To demonstrate our proposed coding scheme, we first con-
sider short cyclic TDCG codes of length n = 21 over F212

with the elements of its locator set L having the ordering:
γi+1 = γi·γ1731+1

γi+γ1265 for i = 1, · · ·, 20, and γ21 = 1, i.e.,

L = {γ1271, γ3725, γ2341, γ3116, γ772, γ3827,

γ2785, γ972, γ890, γ3862, γ233, γ3205,

γ3123, γ1310, γ268, γ3323, γ979, γ1754,

γ370, γ2878, 1} ⊂ F212 .

Secondly, we use relatively longer cyclic TDCG codes of
length n = 73 over F29 with the elements of the locator set L
having the ordering: γi+1 = γi·γ126+1

γi+γ200 for i = 1, · · ·, 72, and
γ73 = 1, i.e.,

L ={γ78, γ382, γ29, · · ·, γ482, γ129, γ433, 1}
⊂ GF (29).

Table I give the TDCG codes exploited in the various TD-
CGCC schemes presented in Table II. The same n-cycle
locator set has been used to define all TDCG codes of the
same length.

B. System Model

1) Cooperative scheme: Fig. 2 illustrates the single relay
TDCG coding scheme. Two cyclic TDCG codes are used in
the TDCG coding system, CS at the source and CR at the
relay, and they both operate over a Rayleigh fading channel.
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TABLE I
TDCG CODES EXPLOITED IN VARIOUS TDCGCC SCHEMES.

G(x) Γ(L,G(x), s) The weight spectrum of Γ(L,G(x), s)
(x+ β)1 [21, 14, 4]2 [1, 0, 0, 0, 84, 0, 924, 0, 2982, 0, 5796, 0, 4340, 0, 1956, 0, 273, 0, 28, 0, 0, 0].
(x+ β)3 [21, 11, 6]2 [1, 0, 0, 0, 0, 0, 168, 0, 210, 0, 1008, 0, 280, 0, 360, 0, 21, 0, 0, 0, 0, 0].
(x+ β)5 [21, 5, 10]2 [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 21, 0, 7, 0, 3, 0, 0, 0, 0, 0, 0, 0].
(x+ β)7 [21, 3, 12]2 [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 7, 0, 0, 0, 0, 0, 0, 0, 0, 0].

(x+ β)11 [73, 27, 20]2

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 26280, 0, 0, 0, 667293, 0, 0, 0,
6981136,0, 0, 0, 28840329, 0, 0, 0, 49665696, 0, 0, 0, 35826210, 0, 0, 0, 10837872, 0,
0, 0,1307430, 0, 0, 0, 64824, 0, 0, 0, 657, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0].

(x+ β)13 [73, 18, 24]2

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1533, 0, 0, 0, 12629, 0,
0, 0, 59130, 0, 0, 0, 92929, 0, 0, 0, 72927, 0, 0, 0, 20367, 0, 0, 0, 2409, 0, 0, 0, 219,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0].

TABLE II
TDCGCC SCHEMES.

Serial CS CR CD dfree Rate (R)
M1 [21, 5, 10] [21, 3, 12] [42, 5] 10 0.1190
M2 [21, 14, 4] [21, 11, 6] [42, 14] 4 0.3333
M3 [73, 27, 20] [73, 18, 24] [146, 27] 20 0.1849
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Demodulator
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Fig. 2. The system model of a single relay TDCG coding scheme.

The message sequence m1 is encoded to the codeword
c1 ∈ CS during the 1st time slot, and the source si-
multaneously broadcasts the coded modulated symbol se-
quences xS,R = [x0

S,R, x
1
S,R, · · ·, x

n1−1
S,R ] to the relay node and

xS,D = [x0
S,D, x1

S,D, · · ·, xn1−1
S,D ] to the destination node. For

each i = 0, 1, · · ·, n1 − 1, during the 1st time slot of the ith
instant, i.e., i1th time instant, the modulated symbols xi

S,R

and xi
S,D are transmitted to their respective nodes over the

Rayleigh fading channel. The received signals yiS,R at the relay
node and yiS,D at the destination node are given by:

yiS,R = hi
S,Rx

i
S,R + ni

S,R, (4)

yiS,D = hi
S,Dxi

S,D + ni
S,D. (5)

The hi
S,R (respectively, hi

S,D) represents the channel coeffi-
cient owing to Rayleigh fading, a complex Gaussian variable
with a zero mean and 0.5 variance per dimension. The ni

S,R

(respectively, ni
S,D) represents the additive white Gaussian

noise, a complex Gaussian variable with a zero mean and
0.5 variance per dimension. After transmitting all the n1

modulated symbols, the received signal sequences: At the relay
node is denote by yS,R = [y0S,R, y

1
S,R, · · ·, y

n1−1
S,R ], and at the

destination node is denoted yS,D = [y0S,D, y1S,D, · · ·, yn1−1
S,D ].

During the 2nd time slot, the relay receives the estimated
message m̂1 from the source. The relay then selects the
message sequence m2 from m̂1, encodes it to the codeword
c2 ∈ CR and broadcasts the coded modulated symbol se-
quence xR,D = [x0

R,D, x1
R,D, · · ·, xn2−1

R,D ] to the destination
node. The received signal at the destination node during the
i2th time instant, for each i = 0, 1, · · ·, n2 − 1, has the
following form:

yiR,D = hi
R,Dxi

R,D + ni
R,D. (6)

Here, hi
R,D and ni

R,D are defined similar to hi
S,R and ni

S,R,
respectively. After transmitting all the n2 modulated sym-
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bols, the received signal sequence at the destination node is
yR,D = [y0R,D, y1R,D, · · ·, yn2−1

R,D ].
The overall received signal sequence at the destination node

following the transmission of all the n1 + n2 modulated
symbols is given by y = [yS,D,yR,D]. Demodulating the
signal y yields r̂ = [̂r1, r̂2], which is the initial likelihood of
some codeword [ĉ1, ĉ2] ∈ CD, with ĉ1 ∈ CS and ĉ2 ∈ CR.
If the relay selects its k2 message sequence m2 independent
of m̂1 to generate the initial likelihood r̂∗2, then through the
joint construction, the destination obtains the initial likelihood
[̂r1, r̂

∗
2] of some codeword [ĉ1, ĉ

∗
2] ∈ CD. In this case,

the optimized jointly-constructed destination code CD is a
subcode of CD.

2) Non-cooperative scheme: Without a relay’s assistance,
the source is transmitting the n1 symbols in 5 to the des-
tination. The received signal yS,D is then demodulated into
r̂1, which represents the initial likelihood of some codeword
ĉ1 ∈ CS .

IV. OPTIMIZING SELECTION IN THE RELAY

In this section, we describe an optimization design criterion
and an efficient algorithm to achieve the design objective. In
order to explicitly state the related positions of each of the
k2 bits chosen from k1 information bits, we will refer to the
patterns produced by the combination

(
k1

k2

)
as having an index

j ∈ Λ =

{
1, · · ·,

(
k1
k2

)}
, (7)

where each j is in one-to-one correspondence to a distinct
pattern, a k2-tuple Ωj = [l

(j)
1 , · · ·, l(j)k2

], that we will refer to as
the jth selection pattern, where 0 ≤ l

(j)
1 < · · · < l

(j)
k2

≤ k1−1.
Thus, a set Φ = {Ωj | j ∈ Λ} is formed by all of the selection
patterns. The k2 bits chosen from the k1 decoded bits that
correspond to each jth selection pattern Ωj are denoted by
the symbol m(j)

2 = [m
(j)
0 ,m

(j)
1 , · · ·,m(j)

k2−1], with m
(j)
l ∈ Fp.

The jth selection pattern produces a destination code

C
(j)
D (n1 + n2, k1) =

{[c1, c(j)2 ] | c1 = m1GS , c
(j)
2 = m

(j)
2 GR}, (8)

whose minimum Hamming distance, which we call the free
distance, is denoted as d(j)free. For obtaining the optimal message
bit selection pattern at the relay, the following optimization
techniques are suggested.

A. Exhaustive Search

Consider the TDCGCC scheme M1 defined in Table II. We
have k1 = 5, k2 = 3, Λ =

(
5
3

)
= 10, and the set of information

selection patterns is

Φ =
{
Ω1,Ω2,Ω3,Ω4,Ω5,Ω6,Ω7,Ω8,Ω9,Ω10

}
=

{
[0, 1, 2], [0, 1, 3], [0, 1, 4], [0, 2, 3], [0, 2, 4],

[0, 3, 4], [1, 2, 3], [1, 2, 4], [1, 3, 4], [2, 3, 4]
}
.

Table III is a list of the destination codes C
(j)
D corresponding

to various jth selection patterns. For each j ∈ Λ, we determine

that the maximum free distance d
(j)
free = 10. We should also

point out that, even though the minimum Hamming distance
of the code C

(j)
D (42, 5) is not improved, the weight spectrum

get optimized in the sense that codewords of low weight in
C

(j)
D (42, 5) are greatly reduced for every j as compared to the

codewords of CS(21, 5, 10).
Let d(Max)

free be defined as follows:

d
(Max)
free = max

j

{
d
(j)
free | j ∈ Λ

}
. (9)

At the relay, we seek the unique optimal bit selection pat-
tern that allows the destination code C

(j)
D (n1 + n2, k1) to

achieve the maximum free distance d
(j)
free = d

(Max)
free . Thus,

the resulting code and its free distance are thus denoted as
CD(n1+n2, k1, dfree), by dropping the index j, and the search
is complete. From Table III, an optimum code, CD(42, 5), in
terms of highest free distance, can not be determined uniquely
because all the destination codes C

(j)
D (42, 5), for each j ∈ Λ,

achieve the maximum free distance d
(Max)
free = 10. A few more

steps are required. Starting with i = 0, d(j)free = d
(j)
free + 0, and

such that d1 ≤ d
(j)
free + i ≤ n1, let N

d
(j)
free+i

be the number of

codewords of Hamming weight d(j)free+ i in C
(j)
D (n1+n2, k1).

The unique optimum code CD(n1 + n2, k1, dfree) is obtained
by maximizing the d

(j)
free + i while minimizing the N

d
(j)
free+i

among all candidates C
(j)
D (n1 + n2, k1), j ∈ Λ. In Table IV,

we obtain all the destination codes C(j)
D (14, 5) associated with

various selection patterns in Φ, for which d
(j)
free + 0 = 10 and

N
d
(j)
free+0

= 2. Because both codes in Table IV have the same
Hamming weight spectrum, either of them is optimal and will
produce a fully optimized relay channel code.

In general, the exhaustive search method comprises the pre-
cise steps enumerated in Algorithm 1. Although an exhaustive
search guarantees an optimally designed relay channel code,
the efficiency of this method decreases as the value of k1
increases because the processing complexity of Algorithm 1
also increases. It is more practical to conduct a partial search
for promising candidates. We will now go over the partial
search method in detail.

B. Partial Search

We suggest a division strategy that splits the k1 decoded
message bits at the relay into two nearly equal parts and
two scenarios. This is illustrated in Fig. 3 for the TDCGCC
scheme M2. Define υ = ⌈k1/2⌉ = 7 and let µ be an integer
such that k2/2 < µ ≤ min(υ, k2). As a result, µ ∈ {6, 7}.
In the division strategy, instead of selecting all k2 = 11
bits from the k1 = 14 bits available, which can be done
in

(
k1

k2

)
=

(
14
11

)
= 364 ways, we sample all

(
υ
µ

)
possible

choices of µ bits from first part, in scenario (i), and then
sample all

(
υ
µ

)
possible choices of µ bits from the last part,

in scenario (ii). The remaining (k2 − µ) bits in each scenario
are fixed randomly from the respective remaining parts. Let
us denote an 11-tuple as

Ωj = [l
(j)
1 , l

(j)
2 , l

(j)
3 , l

(j)
4 , l

(j)
5 , l

(j)
6 , l

(j)
7 , l

(j)
8 , l

(j)
9 , l

(j)
10 , l

(j)
11 ].
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TABLE III
RESULTED CODES AT DESTINATION RELATED TO VARIOUS SELECTION PATTERNS Φ.

j Ωj C
(j)
D (42, 5) d

(j)
free The weight enumerator: wt(j)(x)

1 Ω1 C
(1)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

2 Ω2 C
(2)
D (42, 5) 10 1 + 2x10 + 1x12 + 19x22 + 6x24 + 3x26

3 Ω3 C
(3)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

4 Ω4 C
(4)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

5 Ω5 C
(5)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

6 Ω6 C
(6)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

7 Ω7 C
(7)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

8 Ω8 C
(8)
D (42, 5) 10 1 + 2x10 + 1x12 + 19x22 + 6x24 + 3x26

9 Ω9 C
(9)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

10 Ω10 C
(10)
D (42, 5) 10 1 + 3x10 + 0x12 + 18x22 + 7x24 + 3x26

TABLE IV
RESULTED CODES RELATED TO Φ FOR WHICH d

(j)
free + 0 = 10 AND N

d
(j)
free

+0
= 2.

j Ωj C
(j)
D (42, 5) d

(j)
free The weight enumerator: wt(j)(x)

2 Ω2 C
(2)
D (42, 5) 10 1 + 2x10 + 1x12 + 19x22 + 6x24 + 3x26

8 Ω8 C
(8)
D (42, 5) 10 1 + 2x10 + 1x12 + 19x22 + 6x24 + 3x26

0 1 2 3 4 5 6 7 8 9 10 11 12 13

First part

υ

Last part
k1 − υ

Fig. 3. The division strategy for dividing the k1 = 14 message bits positions.

In scenario (i), first, we select µ = 7 bits from the first part,
which can only be done in

(
7
7

)
= 1 way, giving a pattern

Ω1 = [0, 1, 2, 3, 4, 5, 6, l
(1)
8 , l

(1)
9 , l

(1)
10 , l

(1)
11 ],

where l
(1)
8 , l

(1)
9 , l

(1)
10 , l

(1)
11 are to be fixed randomly from the last

part. Setting l
(1)
8 = 7, l(1)9 = 8, l(1)10 = 9, l(1)11 = 10, we obtain

Ω1 = [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Secondly, we select µ = 6
out of the 7 bits from the first part, and this can be done in(
7
6

)
= 7 ways, giving the patterns

Ω2 = [0, 1, 2, 3, 4, 5, l
(2)
7 , l

(2)
8 , l

(2)
9 , l

(2)
10 , l

(2)
11 ],

Ω3 = [0, 1, 2, 3, 4, 6, l
(3)
7 , l

(3)
8 , l

(3)
9 , l

(3)
10 , l

(3)
11 ],

Ω4 = [0, 1, 2, 3, 5, 6, l
(4)
7 , l

(4)
8 , l

(4)
9 , l

(4)
10 , l

(4)
11 ],

Ω5 = [0, 1, 2, 4, 5, 6, l
(5)
7 , l

(5)
8 , l

(5)
9 , l

(5)
10 , l

(5)
11 ],

Ω6 = [0, 1, 3, 4, 5, 6, l
(6)
7 , l

(6)
8 , l

(6)
9 , l

(6)
10 , l

(6)
11 ],

Ω7 = [0, 2, 3, 4, 5, 6, l
(7)
7 , l

(7)
8 , l

(7)
9 , l

(7)
10 , l

(7)
11 ],

Ω8 = [1, 2, 3, 4, 5, 6, l
(8)
7 , l

(8)
8 , l

(8)
9 , l

(8)
10 , l

(8)
11 ],

where l
(j)
7 , l

(j)
8 , l

(j)
9 , l

(j)
10 , l

(j)
11 , j = 2, 3, 4, 5, 6, 7, 8, are to

be fixed randomly from the last part of Fig. 3. For
j = 2, 3, 4, 5, 6, 7, 8 we set that l(j)7 = 7, l(j)8 = 8, l(j)9 = 9,
l
(j)
10 = 10, l(j)11 = 11 and get

Ω2 = [0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11],

Ω3 = [0, 1, 2, 3, 4, 6, 7, 8, 9, 10, 11],

Ω4 = [0, 1, 2, 3, 5, 6, 7, 8, 9, 10, 11],

Ω5 = [0, 1, 2, 4, 5, 6, 7, 8, 9, 10, 11],

Ω6 = [0, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11],

Ω7 = [0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11],

Ω8 = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11].

In symmetry, we repeat the above procedure now in sce-
nario (ii) by reversing the roles played by the first and last
parts of Fig. 3. So select µ = 6 of the 7 bits from the last-part
to obtain 7 more patterns;

Ω9 = [l
(9)
2 , l

(9)
3 , l

(9)
4 , l

(9)
5 , l

(9)
6 , 7, 8, 9, 10, 11, 12],

Ω10 = [l
(10)
2 , l

(10)
3 , l

(10)
4 , l

(10)
5 , l

(10)
6 , 7, 8, 9, 10, 11, 13],

Ω11 = [l
(11)
2 , l

(11)
3 , l

(11)
4 , l

(11)
5 , l

(11)
6 , 7, 8, 9, 10, 12, 13],

Ω12 = [l
(12)
2 , l

(12)
3 , l

(12)
4 , l

(12)
5 , l

(12)
6 , 7, 8, 9, 11, 12, 13],

Ω13 = [l
(13)
2 , l

(13)
3 , l

(13)
4 , l

(13)
5 , l

(13)
6 , 7, 8, 10, 11, 12, 13],

Ω14 = [l
(14)
2 , l

(14)
3 , l

(14)
4 , l

(14)
5 , l

(14)
6 , 7, 9, 10, 11, 12, 13],

Ω15 = [l
(15)
2 , l

(15)
3 , l

(15)
4 , l

(15)
5 , l

(15)
6 , 8, 9, 10, 11, 12, 13],

where l
(j)
2 , l

(j)
3 , l

(j)
4 , l

(j)
5 , l

(j)
6 for j = 9, 10, 11, 12, 13, 14, 15

are fixed randomly from the first part. Thus for
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Algorithm 1 Exhaustive search algorithm
1) For all j ∈ Λ and Ωj ∈ Φ, determine all the candidates

C
(j)
D (n1+n2, k1) and their corresponding free distances,

d
(j)
free.

2) Determine the maximum free distance d
(Max)
free =

max
{
d
(j)
free | j ∈ Λ

}
.

3) Determine Λ0 = {j ∈ Λ | d(j)free = d
(Max)
free } and Φ0 =

{Ωj ∈ Φ | j ∈ Λ0}.
4) If |Φ0| = 1, then the search is complete. The code

C
(j)
D (n1 + n2, k1) and its free distance d

(j)
free are optimal,

and thus denoted as CD(n1 + n2, k1, dfree) by dropping
the index j. Otherwise go to step (5).

5) If |Φ0| > 1, iteratively starting with i = 0, and such that
d1 ≤ d

(j)
free + i ≤ n1:

a) For each Ωj ∈ Φi, find out the number N
d
(j)
free+i

of

codewords of Hamming weight d(j)free + i in C
(j)
D (n1 +

n2, k1).
b) Determine the minimum number N

(Min)

d
(j)
free+i

=

min
{
N

d
(j)
free+i

| Ωj ∈ Φi, j ∈ Λi

}
.

c) Determine Λi+1 = {j ∈ Λi | Nd
(j)
free+i

= N
(Min)

d
(j)
free+i

} and

Φi+1 = {Ωj ∈ Φi | j ∈ Λi+1}.
d) If |Φi+1| = 1, then the search is complete, and the

code C
(j)
D (n1 + n2, k1) and its free distance d

(j)
free are

optimal and thus denoted as CD(n1 +n2, k1, dfree) by
dropping the index j. Otherwise go to step (e).

e) Repeat steps (a) through (d) after replacing i with i+1

until d(j)free+ i = n1, for which any one of the Ωj ∈ Φi

is an optimal selection pattern.

j = 9, 10, 11, 12, 13, 14, 15, we set l
(j)
2 = 2, l

(j)
3 = 3,

l
(j)
4 = 4, l(j)5 = 5, l(j)6 = 6 and obtain

Ω9 = [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12],

Ω10 = [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13],

Ω11 = [2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13],

Ω12 = [2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13],

Ω13 = [2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13],

Ω14 = [2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13],

Ω15 = [2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13].

Lastly, we select all µ = 7 patterns from the last part, to
obtain only one pattern

Ω16 = [l
(16)
3 , l

(16)
4 , l

(16)
5 , l

(16)
6 , 7, 8, 9, 10, 11, 12, 13],

where l
(16)
3 , l

(16)
4 , l

(16)
5 , l

(16)
6 are fixed randomly from the first

part. Setting l
(16)
3 = 3, l(16)4 = 4, l(16)5 = 5, l(16)6 = 6, we

obtain Ω16 = [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].
Thus, the distinct set of information selection patterns is as

follows:

Φ =
{
Ω1,Ω2,Ω3,Ω4,Ω5,Ω6,Ω7,Ω8,Ω9,

Ω10,Ω11,Ω12,Ω13,Ω14,Ω15,Ω16

}
. (10)

Algorithm 2 Partial search algorithm
1) Divide the k1 decoded message bits, at the relay, into two

nearly equal parts as shown in Fig. 4, where υ = ⌈k1/2⌉.
2) Let µ be an integer such that k2/2 < µ ≤ min(υ, k2).

The relay selects its k2 message bits from the k1 recov-
ered message bits in the various

(
υ
µ

)
ways as follows:

a) Scenario (i): Select µ positions from the first part, and
the other k2 − µ positions are randomly selected from
the last part.

b) Scenario (ii): Select µ positions from the last part, and
the other k2 − µ positions are randomly selected from
the first part.

3) Considering the two scenarios, let Φ be the set of partial
message selection patterns obtained and Λ be an indexing
of the elements of Φ. That is, all the partial message
selection patterns form a set given as Φ = {Ωj | j ∈ Λ}.

4) Apply the Algorithm 1, after replacing Λ by Λ and Φ by
Φ, respectively.

The final step in the partial search is to apply Algorithm 1
after replacing after replacing Λ with Λ and Φ with Φ. This
effectively reduces an exhaustive search to a partial search
over 16 candidates rather than 364 in total.

To that end, using Algorithm 1, we obtain the maximum
free distance d

(Max)
free = 4, Λ0 = {1, 2, · · ·, 16}, Φ0 = Φ, and

since |Φ0| = 16, the procedure proceeds to Algorithm 1’s
iterative step 5. At iteration i = 0, for which d

(j)
free + 0 = 4,

we obtain N
d
(j)
free+0

= 1, Φ0 = {Ω3,Ω7,Ω15} and |Φ1| = 3.
As a result, the procedure enters iteration i = 1. For iter-
ations i = 1, 2, 3, 4, 5, d

(j)
free + i = 5, 6, 7, 8, 9, and we get

N
d
(j)
free+i

= 0, 6, 0, 0, 0 and all the way through |Φi| = 3

with every Φi = Φ0. At iteration i = 6, we find that
for d

(j)
free + 6 = 10, N

d
(j)
free+6

= 50, |Φ6| = 1 where

Φ6 = {Ω7 = [0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]}, and the search
is complete.

In general, the partial search procedure entails a division
strategy at the relay for dividing the k1 decoded message bits
into two nearly equal parts and two scenarios, as illustrated
in Fig. 4. Algorithm 2 summarizes the specific steps of the
partial search method. We will refer to a design at the relay by
Algorithms 1 and 2 as optimal and sub-optimal, respectively.
A randomly designed relay channel code is one in which
the selected bits patterns are drawn at random from both the
message and parity bits of the decoded codeword ĉ1 ∈ CS ,
and it is never empirically optimal or sub-optimal.

C. Complexity Analysis for the Two Relay Optimization Meth-
ods

In order to achieve the optimum destination codebook
C

(j)
D with respect to the largest free distance and improved

spectrum, the relay must choose the best pattern Ωj during
the cooperation phase.
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0 1 2 k1 − 1

First part

υ

Last part
k1 − υ

(a) Scenario (i)

0 1 k1 − 1

First part

k1 − υ

Last part
υ

(b) Scenario (ii)
Fig. 4. Two scenario division strategy for dividing the k1 message bits positions.

TABLE V
THE SELECTION PATTERNS IN THE TDCGCC SCHEMES.

Scheme Selection Type Selection pattern
M1 Optimal [0, 1, 3]

Sub-optimal [1, 2, 4]
Random [0, 1, 2]

M2 Optimal [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13]
Sub-optimal [0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]
Random [0, 1, 2, 3, 4, 5, 6, 7, 10, 11,12]

M3 Sub-optimal [0, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19]
Random [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]

In the exhaustive search method, we apply Algorithm 1 to
all φ = |Φ| codebooks where

|Φ| =
(
k1
k2

)
=

k1!

k2!(k1 − k2)!
. (11)

Since the factorial function, i.e., f(n) = n! increase asymptot-
ically with the value of n, then except for short codes, or values
of k2 very close to those of k1, φ is a very large number. The
partial search approach, on the other hand, apply Algorithm 1
to φ = |Φ| codebooks where

|Φ| =
∑
µ

(
υ

µ

)
=

∑
µ

υ!

µ!(υ − µ)!
,

υ = ⌈k1/2⌉, and k2/2 < µ ≤ min(υ, k2). This method, in
particular, produces results where the difference between the
values of υ and µ is much smaller than the difference in the
values of k1 and k2. Hence, φ << φ.

To encode one message of block length k1 using a generator
matrix GS of size k1 × n at the source, the number of
multiplication operations performed is O×

s = k1n, and the
number of addition operations is O+

s = (k1 − 1)n. Hence, a
total of O×

s + O+
s = k1n + (k1 − 1)n elementary operations

are involved in encoding one message block. The number of
elementary operations then becomes

Osource = Γn
(
2k1 − 1)

)
for Γ message blocks encoded by the source. Similarly, the
total number of elementary operations required to encode Γ
message blocks retransmitted by the relay node is

Orelay = Γn
(
2k2 − 1)

)
.

In the destination’s view, Γn direct sum operations of the two
codewords generated by the source and relay are performed.

Hence, the total number of elementary operations performed
for each unique jth selection pattern Ωj fixed at the relay is

O(1) = Γn
(
2k1 − 1) + Γn

(
2k2 − 1)

)
+ Γn

= Γn
(
2(k1 + k2)− 1

)
.

Consequently,

Oφ = Γφn
(
2(k1 + k2)− 1

)
elementary operations are carried out in the exhaustive search
method for φ different selection patterns that are successively
fixed at the relay. The number of elementary operations carried
out in the partial search method is

Oφ = Γφn
(
2(k1 + k2)− 1

)
for φ distinct selection patterns that are successively fixed at
the relay. We obtain Oφ << Oφ.

V. JOINT DECODING

We designate by CS-decoder and CR-decoder the decoders
related to the TDCG codes employed by the source and relay,
respectively. Each decoder will utilize the maximum likelihood
decoding algorithm.

We employ a joint decoding scheme based on two different
algorithms, namely, the naive Algorithm 3 and smart Algo-
rithm 4. In contrast to the naive algorithm, smart algorithm
always fully exploits the resources at the destination from each
time slot of the coded-cooperation. In every joint decoding
scheme, the two decoders, CS-decoder and CR-decoder, will
be applied at the destination to decode the two parts of noise-
corrupted compound codeword [̂r1, r̂2] jointly constructed by
the source and relay, respectively.
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Algorithm 3 Naive algorithm
1) Decode the first part of sequence [̂r1, r̂2] with the CS-

decoder and the second part with the CR-decoder to get
the estimated codeword sequences ĉ1 and ĉ2, and thus the
estimated message sequences m̂1 and m̂2, respectively.

2) Determine a suitable threshold point ρ, which is the SNR
value at which the BER performances of CS and CR

cross each other over the Rayleigh fading channel. Point
ρ is obtained by simulating the two signals beforehand.

3) If SNR ≤ ρ, the joint decoder returns m̃1 = m̂1;
otherwise, if SNR > ρ, the initially selected k2 bits of
m̂1 are replaced by corresponding k2 bits m̂2, yielding
m̃1 = m̂′

1.
4) Get the appropriate sequence m̃1, which represents the

estimated message bits, from the observation r̂1 that the
source node transmitted.

Algorithm 4 Smart algorithm
1) Decode the second part of sequence [̂r1, r̂2] using CR-

decoder to get the estimated systematic codeword se-
quences ĉ2 and subsequently the sequence m̂2.

2) The initially chosen k2 bits of the systematic message
sequence m1(r̂1) of the demodulated sequence r̂1 are
switched out with the corresponding k2 bits of the esti-
mated sequence m̂2 to produce a joint sequence r̄1.

3) Decode the sequence r̄1 using CS-decoder and get the
estimated codeword sequences ĉ1, and from there, the
sequence m̃1.

VI. ERROR PERFORMANCE COMPARISONS FOR VARIOUS
SCHEMES

This section examines the bit-error-rate (BER) performances
of the TDCGCC schemes in a flat fading channel under various
channel conditions. The numerical simulation analysis has
considered the TDCGCC schemes listed in Table II. Each
TDCGCC system employs BPSK modulation with coherent
detection over a fast Rayleigh fading channel. We represent
the SNR for the channel between the (S-D), (S-R), and (R-D)
links, respectively, by the symbols λS,D, λS,R, and λR,D. The
total energy of each transmission scheme is taken to be unity.
Each corresponding receiver has complete knowledge of the
channel state. The relay always achieves SNR gain over the
source because it is closer to the source than the destination
is to the source. It is also assumed that λR,D = λS,D +2 dB.

A. BER Performance of TDCGCC Scheme under Different
Designed Relay Channel Codes

A performance comparison between optimized (i.e., optimal
and sub-optimal) and un-optimized (i.e., random) designed
relays in each TDCGCC scheme is investigated in this section.
For a fair comparison, (S-R) link is assumed to be ideal,
i.e., (λS,R = ∞), and the joint decoder employs the smart
algorithm. First, we look at the simulation results of the
TDCGCC schemes M1 and M2 with both optimal and sub-
optimal relay designs plotted in Figs. 5 and 6, respectively.
Both optimal and sub-optimal relay designs yield nearly the

0 2 4 6 8 10 12
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/N0 (dB)

B
it
 E

rr
o
r 

R
a

te
 (

B
E

R
)

 

 

TDCGCC M1,BPSK,SMART,OPTIMAL

TDCGCC M1,BPSK,SMART,SUBOPTIMAL

TDCGCC M1,BPSK,SMART,RANDOM

Fig. 5. BER performances of TDCGCC scheme M1 for random, sub-optimal,
and optimal designed relays.

same BER performance at low to medium SNR, while at
high SNR, the TDCGCC schemes with optimally designed
relay nodes slightly outperform ones with the sub-optimally
designed relay nodes. Since the sub-optimal design of a relay
has a reduced processing complexity, it is then suggested
and adopted for optimizing the TDCGCC schemes in all
subsequent performance analyses.

Secondly, we look at the simulation results of the TDCGCC
schemes M1, M2, and M3 with un-optimized (i.e., random)
and optimized (i.e., sub-optimal) designed relay designs plot-
ted in Figs. 5, 6, and 7, respectively. The un-optimized
designed relay lags behind the optimized designed relay and
continuously gets degraded with an increase in the SNR.
Evidently, optimized design in the relay node greatly improves
the overall performance of a TDCG coding scheme. The loss
in the BER performance of un-optimized design channel code
is attributable to improper bit selection at the relay, which
reduces the cooperation resources and hence the overall system
performance.

B. BER Performance of TDCGCC Schemes Employing Naive
and Smart Joint Decoding Algorithms

We should use a decoding approach that can make use of
all the resources that our optimized relay channel has to offer.
For each of the three schemes M1, M2, and M3, two decoding
strategies the Naive Algorithm 3 and Smart Algorithm 4 joint
decoding algorithms-are compared. We assume that each of the
schemes uses an ideal (S-R) link and a sub-optimal designed
relay. Figs. 8, 9, and 10 display the results from the Monte
Carlos simulation. When the joint decoder uses the smart
algorithm instead of the naive algorithm, the BER performance
is better for each of the three TDCGCC schemes. This is
due to the fact that the smart algorithm gains an advantage
by feeding more reliable CR-decoder decoded bits into the
CS-decoder during the joint decoding. For instance, utilizing
the smart algorithm schemes M1, M2, and M3, respectively,
outperforms the naive algorithm scheme by approximately
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Fig. 6. BER performances of TDCGCC scheme M2 for random, sub-optimal,
and optimal designed relays.
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Fig. 7. BER performances of TDCGCC scheme M3 for random and sub-
optimal designed relays.

0.8 dB, 1 dB, and 1.1 dB each at the BER = 10−2, as shown
in Figs. 8, 9, and 10, respectively. These results demonstrate
the value of resources made available through optimized
cooperation.

C. BER Performance Comparison of TDCGCC Schemes with
their Corresponding Non-cooperative Counterparts

In the preceding simulation results in Sections VI-A and
VI-B, the best conditions for a TDCGCC scheme to achieve
full diversity are illustrated. These include a perfect (S-R)
link, joint decoding based on a smart algorithm, and opti-
mized relay channel code design. When comparing the BER
performance of the non-cooperative (direct link) system and
the TDCGCC scheme, we make use of these best conditions.
Cooperation leads to improvements, as shown in Figs. 11, 12,
and 13. Scheme M1 has a 1.9 dB gain, for instance, when
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Fig. 8. BER performances of TDCGCC scheme M1 for sub-optimal designed
relay, and employing naive and smart joint decoding algorithms.
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Fig. 9. BER performances of TDCGCC scheme M2 for sub-optimal designed
relay, and employing naive and smart joint decoding algorithms.

BER = 1× 10−2. Scheme M2 gain is approximately 2.7 dB at
BER = 1.1×10−2, while Scheme M3 gain is roughly 3 dB at
BER = 1×10−2. We observe that the TDCGCC schemes post
impressive performance as compared with corresponding non-
cooperative counterparts. These results validates the efficacy
of the proposed TDCGCC scheme.

D. BER Performance of TDCGCC Scheme over Practical
(Non-Ideal) and Ideal Source-to-Relay Channels

The perfect (S-R) channel, i.e., λS,R = ∞, is not possible
for the majority of real-world applications. The following
presumptions are made to evaluate the performance of each
of the three TDCGCC schemes in such situations. We choose
to set the non-ideal channel circumstances to either a poor
(S-R) link, let’s say λS,R = 0 dB, or a good (S-R) link, let’s
say λS,R = 15 dB. We also assume that no additional error
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Fig. 10. BER performances of TDCGCC scheme M3 for sub-optimal
designed relay, and employing naive and smart joint decoding algorithms.
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Fig. 11. BER performance comparison between the non-cooperative scheme
and the TDCGCC scheme M1 with a sub-optimal designed relay and
employing joint smart decoding algorithm.

propagation mitigation techniques, such as those proposed
in [3], [30], are used at the relay and that the relay always takes
part in the coded cooperation regardless of whether the relay
terminal’s decoding is accurate or not. Fig. 14 shows that at
BER = 1×10−3, the TDCGCC scheme M1 with a (S-R) link
of λS,R = 15 dB is only behind the ideal (S-R) link by about
2.2 dB. Similar results can be seen in Figs. 15 and 16, where
the TDCGCC schemes under (S-R) link of λS,R = 15 dB
are only 1.8 dB and 2.6 dB worse than that under the ideal
(S-R) link at BER = 1×10−2 correspondingly. Therefore, the
TDCGCC scheme performance approaches that of an ideal
link when the (S-R) link become excellent.

However, the BER performance of TDCGCC schemes is
severely hampered if the (S-R) link deteriorates, let’s say to
λS,R = 0 dB. Figs. 14, 15, and 16 demonstrate this, where
the BER curves become practically flat at the (S-R) link of
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Fig. 12. BER performance comparison between the non-cooperative scheme
and the TDCGCC scheme M2 with a sub-optimal designed relay and
employing joint smart decoding algorithm.
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Fig. 13. BER performance comparison between the non-cooperative scheme
and the TDCGCC scheme M3 with a sub-optimal designed relay and
employing joint smart decoding algorithm.

λS,R = 0 dB. The relay node is unable to perform an accurate
decoding due to the poor channel state between the source and
relay nodes. As a result of the propagation of errors from the
relay node, the destination node is unable to perform accurate
joint-decoding, which lowers overall BER performance.

E. BER Performance of TDCGCC in Comparison to BCH
Coded-cooperative Scheme and Other Existing Coded Coop-
eration Methods of Similar Rates

The Goppa code is a subfield subcode of a GRS code,
just like the BCH code [31] is a subfield subcode of a RS
code. Since their theory and application are reasonably simple,
BCH codes are the most used in practice. Both codes are
two most important subclasses of a broad class of Alternant
codes [14]. BCH codes are well-known for performing well
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TABLE VI
BCHCC SCHEMES.

Scheme Serial CS(n1, k1, d1) CR(n2, k2, d2) CD(n1 + n2, k1) dfree Rate (R)
M4 [21,6,7] [21,4,9] [42, 6] 7 0.1429
M5 [21,15,3] [21,12,5] [42, 15] 3 0.3571
M6 [73,28,17] [73,19,21] [146,28] 17 0.1918

TABLE VII
THE SELECTION PATTERNS IN THE BCHCC SCHEMES.

Scheme Selection Type Selection Pattern
M4 Sub-optimal [0, 2, 3, 4]
M5 Sub-optimal [0, 1, 2, 3, 4, 5, 6, 8, 9, 12, 13, 14]
M6 Sub-optimal 0, 1, 3, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]
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Fig. 14. BER performance comparison of TDCGCC schemes M1 under
channel conditions λS,R = 0, λS,R = 15, and λS,R = ∞.

at short lengths, outperforming other codes including LDPC,
RM, and polar codes [32]. As a fair comparison, first, we
measure the TDCG code’s performance against a binary BCH
code with a comparable length and code rate. The parameters
of the BCH codes, which are used in schemes M4, M5 and
M6 to compare with TDCG codes in schemes M1, M2, and
M3, are described in Table VI. Since the BCH code only
has one extra information bit than the comparable TDCG
code, we assume the difference in data rates is negligible.
Table VII lists the selection patterns associated to the various
BCH coded-cooperative (BCHCC) schemes. Next, we present
a BER performance comparison between the TDCGCC and
the existing coded cooperation methods referenced. We have
considered the following coded cooperation methods. RM
codes, which employ CS = RM(2, 4) and CR = RM(1, 4),
and overall system rate of 11/32 [33], RS coded cooperation
with adaptive cooperation level scheme with an overall system
rate of 2/5 [6], and network-turbo code based distributed
space-time block code (DSTBC-NTC) cooperative scheme
with an overall system rate of 1/3 [34]. As such, we compare
them with the TDCGCC scheme M2, which has a similar
overall system rate of 14/42.
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Fig. 15. BER performance comparison of TDCGCC schemes M2 under
channel conditions λS,R = 0, λS,R = 15, and λS,R = ∞.

Figs. 17, 18, and 19 show that, at BER = 1 × 10−2,
the TDCGCC schemes M1, M2, and M3 perform better
than the BCHCC schemes M4, M5, and M6, respectively,
by about 1.1 dB, 0.8 dB, and 1.7 dB. Despite having one
less information bit, a TDCGCC scheme offers a substantial
advantage over a BCHCC scheme of a similar overall system
rate. This enticing advantage can be attributed to the TDCG
codes used at the source and relay nodes having a noticeably
greater minimum Hamming distance, i.e., they have parameter
such as those of the best-known linear codes. Therefore, when
utilized in coded-cooperative coding schemes, TDCG codes
remain to be superior to binary BCH codes.

The simulation results, which are also presented in Fig. 18,
show how the proposed TDCGCC scheme outperforms ex-
isting ones like the RMCC in [33], the RS adaptive scheme
(50% cooperative) in [6], and the DSTBC-NTC cooperative
scheme in [34]. In comparison to the RMCC, RS adaptive
(50% cooperative), and DSTBC-NTC cooperative schemes,
the TDCGCC scheme, for instance, achieves improvements
of around 0.9 dB, 2.5 dB and 2.8 dB at BER ≈ 1 × 10−2,
respectively.



194 JOURNAL OF COMMUNICATIONS AND NETWORKS VOL. 25, NO. 2, APRIL 2023

0 1 2 3 4 5 6 7 8 9 10
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/N0 (dB)

B
it
 E

rr
o
r 

R
a

te
 (

B
E

R
)

 

 

TDCGCC M3,BPSK,SUBOPTIMAL,SMART,λ
S,R

= ∞

TDCGCC M3,BPSK,SUBOPTIMAL,SMART,λ
S,R

=15 dB

TDCGCC M3,BPSK,SUBOPTIMAL,SMART,λ
S,R

=0 dB

Fig. 16. BER performance comparison of TDCGCC schemes M3 under
channel conditions λS,R = 0, λS,R = 15, and λS,R = ∞.
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Fig. 17. Performance comparison between the TDCGCC scheme M1 and
the BCHCC scheme M4.

VII. CONCLUSION

The main goal of the research is to investigate a novel
induced-cyclic TDCG coded-cooperative diversity scheme.
Since TDCG codes are among the best-known linear codes,
they produce an excellent coded-cooperative system. The relay
channel code is optimized using an effective method, which is
shown to improve system performance. The simulation results
showed that, when using joint decoding based on the smart
algorithm and with an optimized relay, the TDCGCC scheme
outperforms the non-cooperative method with outstanding re-
sults. The two factors that account for the TDCGCC schemes’
impressive performance are the joint decoding carried out at
the destination, which successfully recovers the information
from the source, and the added SNR gain provided by the
optimized relay. Indeed, numerical simulation findings demon-
strate that the proposed TDCGCC scheme performs better than

Fig. 18. Performance comparison between the TDCGCC scheme M2 and
the BCHCC scheme M5, the RMCC, the RS adaptive (50 % cooperative),
and the DSTBC-NTC cooperative schemes.
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Fig. 19. Performance comparison between the TDCGCC scheme M3 and
the BCHCC scheme M6.

the BCHCC and other existing coded-cooperation methods
using the RM, RS, and DSTBC-NTC codes.
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