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Abstract—IEEE 802.11ay supports a multi-user multiple-
input-multiple-output (MU-MIMO) beamforming training
(BFT); hence, an access point (AP) can perform data
transmissions simultaneously with multiple stations (STAs).
During MU-MIMO BFT, the AP sends a significant number of
action frames to the STAs to determine appropriate directional
antenna patterns. However, if transmit sectors (TSs) used in
the transmission of action frames are selected inefficiently,
the AP could perform redundant transmissions; this could
eventually lead to the poor performance of the MU-MIMO
BFT in terms of signaling and latency overhead. To select the
appropriate TSs, the AP is required to accurately estimate the
link qualities measured at the STAs when certain TSs are used
simultaneously to transmit an action frame. Therefore, in this
study, we propose a deep neural network (DNN)-based scheme
that performs efficient MU-MIMO BFT. It achieves this by
accurately estimating link qualities measured at the STAs when
an action frame is transmitted through multiple TSs. Moreover,
it performs this function without collecting any additional
channel information that is not specified in the standard. For
performance evaluation, we conducted extensive simulations
with realistic mmWave channel and antenna array models in
four indoor and outdoor propagation scenarios. The simulation
results demonstrate that our scheme transmits fewer action
frames and achieves a lower BFT time than existing schemes.

Index Terms—Beamforming training, deep neural networks,
IEEE 802.11ay, MU-MIMO.

I. INTRODUCTION

ITH constantly growing data traffic driven by high-

rate applications such as high-definition video stream-
ing and virtual reality gaming, millimeter wave (mmWave)
communication is crucial to meeting the throughput and la-
tency requirements of such applications [1]. While mmWave
technologies have abundant spectrum resources, their transmis-
sions must be directional in order to handle high attenuation
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characteristics [2]; recently, the 802.11ay has been standard-
ized to address this challenge and enables wireless local area
network (WLAN) devices to achieve transmission rates of up
to 100 Gbps in the 60 GHz band [3].

To realize transmission rates in the order of tens of
Gbps, 802.11ay supports a downlink multi-user multiple-input-
multiple-output (DL MU-MIMO) transmission. This means
that an access point (AP) can send multiple data streams
simultaneously to multiple stations (STAs). The MU-MIMO
transmission must be directional and, to this end, the AP
performs MU-MIMO beamforming training (BFT) with the
STAs, which has already been defined as an multi-user (MU)
group [3], [4]. Specifically, the AP splits the MU group into
one or more subgroups of STAs and determines each transmit
antenna weight vector (AWV) to be used when performing
DL MU-MIMO transmission with each subgroup; the AP then
informs the STAs in the MU group about respective receive
AWVs to be used when the STAs in each subgroup receive DL
MU-MIMO transmission. During the procedure of the MU-
MIMO BFT specified in the IEEE 802.11ay standard, the AP
is required to send a significant number of action frames to
the STAs; the action frames include parameters for the setup,
training, feedback, and selection subphases of the BFT phase.
The standard states that the minimum number of action frames
should be transmitted in the MU-MIMO BFT; however, the
standard does not specify how the AP selects transmit sectors
(TSs), or precomputed AWVs, to transmit an action frame.
All vendors need to address the problem of selecting the
TSs used in the transmission of action frames to improve the
performance of MU-MIMO BFT in terms of signaling and
latency overhead [5]-[7].

Studies [4] and [5] provided a summary of the MU-MIMO
BFT protocol specified in the 802.11ay standard, focusing
on the formats of action frames and signaling procedures.
The authors of [8]-[10] developed novel algorithms to deter-
mine beam patterns for simultaneous transmission of multiple
spatial streams; In particular, their proposed algorithms were
designed to reduce inter-stream interference. Other studies [11]
and [12] formulated beam alignment problems to determine
the optimal beam parameters that achieved minimum latency.
Fixed wireless access has been investigated in [13] and
[14], which described key elements incorporated into IEEE
802.11ay, including beamforming and link maintenance. For
IEEE 802.11ay dense environments, [15] and [16] designed
advanced protocols for adjustable BFT with the aim of short-
ening the BFT time. Furthermore, a recent study [2] described
efficient BFT algorithms formulated as a first-order Markov
process that supports multiple beam pairs, exploiting the
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spatial-temporal consistency of the mmWave channel.

While the aforementioned studies investigated the details of
the directional transmission protocols in the mmWave channel,
they did not address the problem of selecting the TSs used in
the transmission of action frames during the MU-MIMO BFT,
which is referred to as the transmit antenna configuration.
Our prior studies [6] and [7] introduced transmit antenna
configuration schemes for the MU-MIMO BFT protocol spec-
ified in the standard. The IEEE 802.11ay standard defines
transmitter blocks through which the bit stream of an action
frame is transmitted using multiple antenna arrays applying
a spatial expansion with cyclic shift diversity [3]; the cyclic
shift diversity enables the AP to achieve transmit antenna
gain resulting from the use of multiple antenna arrays at
a time. Moreover, a mmWave channel between the AP and
each STA is characterized by the line-of-sight component as
well as a few reflected and diffracted components. Hence,
when multiple beams are simultaneously transmitted through
multiple antenna arrays, the multipath components of each
single beam may cause inter-symbol interference (ISI).

The scheme of [6] uses multiple antenna arrays simultane-
ously to transmit an action frame; to this end, it selects the
TSs of respective transmit antenna arrays based on the signal
to noise ratio (SNR) measured with every single TS. However,
the scheme of [6] cannot consider the effect of ISI and the
cyclic shift diversity; hence, it is limited by the accuracy
of estimation of SNR to be measured at each STA when
multiple TSs are used simultaneously. This causes the AP to
be unable to identify STAs within reach of the transmission
of an action frame, leading to redundant transmissions thereby
increasing the signaling and latency overhead during the MU-
MIMO BFT. In contrast, the scheme of [7] estimates accurate
SNRs based on the channel information that each STA calcu-
lates by leveraging the auto-correlation property of a Golay
complementary pair. However, the scheme of [7] includes
an additional overhead of collecting the channel information
because this procedure is not specified in the standard.

To overcome the limitations of our previous studies, we
propose a deep neural network (DNN) based transmit antenna
configuration (DTAC) scheme for MU-MIMO BFT. Using a
DNN, our DTAC scheme estimates the qualities of the ISI
links to be measured when an action frame is transmitted
through multiple TSs simultaneously. In contrast to the pre-
vious study [7], our scheme does not collect any information
on the channel between the AP and each STA. Instead, our
DTAC scheme collects, as inputs of the DNN, link qualities
measured with every single TS of the AP which is the existing
BFT operations specified in the standard. Thus, our proposed
scheme can effectively identify STAs within reach of the
transmission of the action frame, while maintaining lower
signaling and latency overhead during the BFT compared to
the existing schemes.

Finally, we conducted extensive simulations to accurately
evaluate our DTAC scheme and compare its performance with
that of existing schemes [6], [7]. Specifically, the mmWave
channel was implemented with a quasi-deterministic (Q-D)
channel model based on NIST and TGay measurement cam-
paigns. As described in previous studies [19]-[20], extensive
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channel measurement campaigns were conducted in specific
indoor and outdoor environments with mmWave channel
sounders. This was done because the mmWave channel is
sparse and can be represented by clustered multipath com-
ponents. Through the measurement campaigns, the properties
of the clustered multipath components were primarily investi-
gated in the delay-angle space.

The remainder of this paper is structured as follows. In
Section II, we review related work on the MU-MIMO BFT and
mmWave channel models. Section III describes the proposed
DTAC scheme. In Section IV, we present the simulation
results and discuss the performance of our DTAC scheme and
compare it to existing schemes. Finally, Section V concludes
the paper.

II. BACKGROUND AND CONTRIBUTIONS

In this section, we briefly present the procedure of MU-
MIMO BFT specified in the standard and then describe how
the existing methodologies improve the performance of the
BFT and discuss the limitations of the existing ones. We
also present prior studies that use deep learning approaches
to improve the performance of the BFT. It is important to
model the mmWave channel for the precise evaluation of
the proposed and existing schemes; we introduce three broad
categories of mmWave channel models and explain how the
channel models were used in the existing studies. Finally, the
major contributions of this study are summarized.

A. MU-MIMO BFT Schemes and Their Limitation

The 802.11ay standard defines the MU-MIMO BFT proce-
dure [3], and the procedure has been summarized in a number
of studies including [4]-[7]. The MU-MIMO BFT procedure
commences with the single-input-single-output (SISO) phase,
followed by the MIMO phase, as shown in Fig. 1.

The SISO phase comprises two consecutive subphases:
transmit sector sweep and SISO feedback. In the transmit
sector sweep subphase, the AP transmits short sector sweep
(SSW) frames through different TSs of each of its transmit
antenna arrays, and each STA measures SNRs corresponding
to the SSW frames. The AP subsequently collects SNRs during
the SISO feedback subphase.

There are four subphases in the MIMO phase: BF setup, BF
training, BF feedback, and BF selection. During the MIMO
phase, the AP transmits a significant number of action frames
to the STAs. The action frames transmitted in the BF setup
subpahse contain parameters, such as TSs that will be trained;
the ones transmitted in the BF training subpahse include
TRN fields to test candidate transmit AWVs [21]. In the
BF feedback subphase, the AP collects the feedback for the
test performed during the BF training subpahse; finally, the
action frames transmitted in the BF selection subphase contain
information regarding the receive AWVs to be used for DL
MU-MIMO transmission.

However, the 802.11ay standard does not specify the method
to select the appropriate TSs used in the transmissions of these
action frames [3]. To select appropriate TSs, the AP needs to
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Fig. 1. The procedure of the MU-MIMO BFT specified in the IEEE 802.11ay standard: (a) SISO and (2) MIMO phases.

accurately identify STAs within the reach of an action frame
transmitted through the TSs simultaneously. For example, in
the case of the BF setup or selection subphase, the AP is
required to continue transmitting copies of an action frame
until all STAs in the MU group have received the action frame;
however, if the AP is incapable of identifying STAs within
the reach of each transmission, this causes the AP to perform
redundant transmissions.

The schemes in [6] and [7] select multiple TSs to be
used simultaneously to transmit an action frame. In [6], the
SNRs corresponding to TSs, which were included in the SISO
feedback, were considered to identify the reach of the action
frame. Specifically, the LSB scheme in [6] selects the TSs
with the largest SNRs to transmit an action frame, whereas
the LNS scheme in [6] selects the TSs through which the
transmission can reach the largest number of STAs. However,
in the LSB and LNS schemes, the AP is incapable of ensuring
that an action frame transmitted throughput multiple TSs
reaches STAs. This is because these schemes only utilize the
SNR corresponding to each single TS; hence, the LSB and
LNS schemes cannot consider the effect of the ISI channel
incurred when multiple TSs are used simultaneously.

The study [7] developed the ILQE scheme that selects
the TSs similarly as the LNS scheme; however, in contrast
to the LNS scheme, the ILQE scheme accurately estimates
the quality of the links between the AP and the STAs by
considering the transmit diversity of the ISI channel. To this
end, the ILQE scheme includes an additional overhead of
collecting the channel information which is not specified in
the standard.

B. DNN Schemes for Beamforming Training

Deep learning approaches have been used in some stud-
ies [22]-[24] to reduce the beam training overhead especially
in terms of computational complexity. The study [22] proposed
a deep learning-based beam selection scheme with low over-
head by virtue of the super-resolution technology; this super-
resolution-inspired deep learning constructs the beam qualities
and received powers of narrow beams based on the wide-
beam measurements. In [23], a learning-based adjustable beam
training scheme was proposed to intelligently and flexibly
select beam training candidates according to user mobility

and propagation scenarios. The scheme in [23] can achieve
real-time performance by constructing parallel multiple deep
learning networks to determine training candidates dynami-
cally. The study [24] proposed a deep learning-based beam
management and interference coordination scheme for the
concurrent use of directional transmission in dense mmWave
networks; this scheme transforms a conventional complex
beam management and interference coordination algorithm
into a simple deep neural network-based approximation.

C. Millimeter Wave Channel Modeling

Determining the TSs used in the transmission of action
frames plays a crucial role in making MU-MIMO BFT ef-
ficient [6], [7]. To evaluate the performance of the transmit
antenna configuration, the modeling of the mmWave channel
is required to accurately calculate SNRs measured at STAs
for the transmission of action frames. There are three broad
categories of mmWave channel models: analytical, stochastic,
and quasi-deterministic [25].

The performance of the LSB and LNS schemes was eval-
uated using the analytical channel model. Analytical studies
for the mmWave channel have typically employed simplified
equations to calculate the SNRs [6], [26], [27], and [28].
Moreover, these studies considered transmit and receive beam-
forming gains and path loss that were modeled by equations
or random distributions. However, analytical channel models
limit the representation accuracy of multipath components
with realistic antenna arrays [25]. In stochastic spatial channel
models, multipath components are generated from a set of ran-
dom distributions with parameters determined by experimental
measurements on the mmWave channel [29]. Stochastic spatial
channel models have also been widely used. One example
is the 3GPP channel model in [30], although these models
can be applied in a common rural or urban scenario, they
are inaccurate in specific indoor scenarios, such as a lecture
room [25].

Finally, in the Q-D channel model, direct and reflected
multipath components were characterized with high accuracy
in the given environments; therefore, the Q-D channel model
was adopted by the IEEE 802.11ay task group [19]. The ILQE
scheme was evaluated using the Q-D channel model [7], and
this evaluation was more accurate than that of the LSB and
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LNS schemes. In this study, our proposed scheme is evaluated
with more realistic antenna arrays and accurate measurement
campaigns, compared to [7]. Furthermore, the evaluation was
conducted in four indoor and outdoor scenarios with their own
propagation characteristics.

D. Contributions

We can summarize the major contributions of this study as
follows:

First, we present a deep learning model to accurately
estimate the SNRs measured at STAs when an action frame
is transmitted during MU-MIMO BFT. The proposed DTAC
scheme refrains from collecting any additional channel in-
formation during the SISO phase, in contrast to the ILQE
scheme and provides an estimation as accurate as the ILQE
scheme. Thus, our proposed scheme transmits fewer redundant
action frames and allow more STAs to engage in the BFT by
capturing the benefit of the transmit diversity gain; in addition,
it reduces the possibility of transmission failure, in comparison
to the LSB and LNS schemes.

Second, we develop a heuristic method to reduce the number
of times SNRs is estimated from our proposed deep learning
model; hence, we can significantly reduce the computation
overhead for MU-MIMO BFT.

Third, we conduct extensive simulations with an antenna
model more realistic than that in the existing studies in [6] and
[7], as mentioned in Section II-C; in particular, we consider the
orientation and rotation of antenna arrays and their respective
positions. In addition, to ensure precise evaluation, we model
correlated channels based on the distance between the two
antenna arrays.

Fourth, for implementating the Q-D channel, we consider
diffuse rays, in addition to the deterministic and specular rays
used in the study [7], where diffuse rays are generated owing
to the scattering of specular rays from rough surfaces. In Sec-
tion IV, we have described how the diffuse rays cluster around
the specular rays and are modeled stochastically with TGay
or NIST measurement; similar to that in [17], [25], and [31],
we performed ray-tracing simulations to obtain the properties
of clustered specular and diffuse rays in the four indoor and
outdoor scenarios of lecture room, L-shaped room, hotel lobby,
and street canyon, which have different propagation character-
istics [32]. We then conducted link abstraction to calculate the
bit error rate in control mode communication specified in the
IEEE 802.11ay standard, referring to studies [33] and [34].
Finally, we performed system-level simulations with network
simulator (ns-3), which supports the procedure of MU-MIMO
BFT specified in the standard by extending the findings of
works [35] and [36].

IIT. DNN BASED TRANSMIT ANTENNA CONFIGURATION
FOR MU-MIMO BFT

This section presents our proposed DTAC scheme to solve
the problem of selecting an appropriate precomputed AW Vs
for the MU-MIMO BFT, in which each selected set of TSs is
used to transmit an action frame.
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We first introduce the overall operation of our DTAC
scheme. We then describe how our DTAC scheme utilizes
DNN to estimate the SNRs of the candidate sets of TSs. Fol-
lowing this, we explain the heuristic algorithm that determines
the transmit antenna configuration for each subphase of MU-
MIMO BFT while reducing the computational complexity. Fi-
nally, we present an example scenario for easy comprehension.

A. Overall Operation of DTAC Scheme

We assume a sub-connected architecture where each radio
frequency (RF) chain is associated with its own single-antenna
array [7]. As specified in [3] and [37], a spatial expansion
with cyclic shift diversity is applied to transmit the action
frame; hence, the bit stream of an action frame is mapped to
all RF chains. Eventually, the bit stream of each RF chain is
transmitted via the antenna array connected to the RF chain.

Fig. 2 describes the overall operations of our proposed
DTAC scheme. (1) It utilizes the SNRs corresponding to TSs,
which have been fed back from each STA in the SISO phase;
these SNRs are exploited to estimate SNRs corresponding to
candidate sets of TSs to be used to transmit action frames
for the MIMO phase. The computational complexity of our
DTAC scheme depends on the number of times the SNRs
corresponding to candidate sets of TSs have to be estimated.
(2) In our heuristic algorithm, a lookup table is used to reduce
the number of times the SNRs are estimated from a pretrained
DNN; our scheme can easily initialize the lookup table using
the SISO feedback. (3) Using the lookup table, our scheme
selects sets of TSs to be used for the transmission of action
frames in the MIMO phase. (4) To check whether the selected
sets of TSs are appropriate, our scheme employs the pretrained
DNN; if inappropriate, our scheme updates the relevant SNRs
in the lookup table and then re-selects sets of TSs.

B. Deep Neural Network based SNR Estimation

The SISO feedback contains a list of TSs detected when
each STA receives the SSW frames and SNRs corresponding
to the detected TSs, as shown in Fig. 2(1). Our proposed DTAC
scheme utilizes multiple TSs simultaneously to transmit an
action frame. Accordingly, our DTAC scheme estimates the
SNR to be measured at each STA for the multiple TSs. This
estimation is based on the SNRs measured with every single
TS, which is known from the SISO feedback.

We use a multilayer perceptron neural network to estimate
the SNR of the multiple concurrent beams; each layer, except
the last one, is fully connected to the next, and there are no
connections within a layer. The first layer contains the input,
and it can be presented as a tuple (R}, Ry), where RY, is
the set of SNRs measured at STA u when the action frame is
transmitted through every single TS, and RY is a set of SNRs
that represents SNRs corresponding to TSs in a candidate set
of multiple TSs c. Let 7% be the SNR corresponding to TS «a.
Then, rg € R%, is the SNR corresponding to TS « in the SISO
feedback of STA wu, provided that TS « is included in the SISO
feedback; otherwise, r;, is zero. For TSs in the candidate set c,
the set RY includes the same SNRs as those in the set R;%b;
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Fig. 2. Procedure of our DTAC scheme: (1) SISO feedback, (2) initialization of table I', (3) transmit antenna configuration, and (4) update of table I'.

TABLE I
NOTATIONS FOR THE MODELING AND ANALYSIS OF MU-MIMO BFT.

Notation \ Description

Ny Number of transmit antenna arrays

Omu SNR threshold, i.e., the minimum SNR that guar-
antees reliable transmission

UTot Set of all STAs in the MU group

CTot Collection of all candidate sets of TSs

CSetup Collection of sets of TSs to be used for the
transmission of the BF setup or selection frames

CTrain Collection of sets of TSs to be used for the
transmission of BRP-RX/TX frames in the BF
training subphase

Cpoll Set of TSs to be used when transmitting a BF
poll frame to STA u

?b Set of SNRs measured at STA u« when an action

frame is transmitted through every single TS

RY Set of SNRs that represents SNRs corresponding
to TSs in a candidate set ¢ € ¢

T SNR measured at STA « when an action frame
is transmitted through TS ¢, ie., 75 € R;b

I'(u,c) | SNR corresponding to STA « and candidate set ¢
in the lookup table I"

STA1

STA1
be
Quasi-omni
i antenna pattern

NR for the set

' ¢ =(TS2,TS4)

Osraz RSTAL

el
R ---"" Sector sweep

m— DA m— PAA2
(a)

Fig. 3. (a) Example scenario for the transmit sector sweep of the SISO phase
and (b) DNN when the candidate set ¢ includes TSs 2 and 4.

however, for the other TSs, all the values of their SNRs are
ZEero.

The final layer of the neural network contains the output;
given the input (R";b,R;‘j), the output conveys the SNR to
be measured at STA u when the action frame is transmitted
simultaneously through TSs in the set c. Intervening layers
are referred to as hidden, and each hidden layer comprises a

random number of nodes.

C. Proposed Transmit Antenna Configuration

Our proposed DTAC scheme lists all candidate sets of TSs
to be used to transmit action frames for the MIMO phase of
MU-MIMO BFT. Let ¢ denote a collection of all candidate
sets of TSs; then, ¢,y comprises all combinations of TSs that
are included in the SISO feedback received from at least one
of the STAs in the MU group. Let ¢ € ¢, be a candidate set
of TSs; then, this set is given by ¢ = (a1, -+ , a5, - ,an,),
where o is a TS associated with the s" antenna array and
Ny is the number of transmit antenna arrays.

Subsequently, we create a lookup table that contains each
SNR to be measured at each STA u € ug,, when all TSs in
each candidate set ¢ € cry are used simultaneously. Let I' and
I'(u, c) denote the lookup table and SNR to be measured at
STA u for the candidate set c; then, I'(u, ¢) is estimated from
the pretrained DNN, as described in Section III-B.

Once the lookup table I' is given, our DTAC scheme
determines sets of TSs, i.e., transmit antenna configurations,
in a manner identical to that in [7]. These configurations will
be used for each subphase of the MIMO phase. Hereinafter,
Csewp and Crrain denote the collection of sets of TSs to be used
for the transmission of an action frame in the BF setup or
selection subphase and for the transmissions of BRP-RX/TX
frames, respectively; ¢, denotes a set of TSs to be used when
transmitting a BF poll frame to STA w.

In particular, in the BF setup and selection subphases, the
AP repeats the transmission of an action frame with a different
set of TSs to ensure that all STAs in the MU group can
receive the action frame. Thus, for each transmission, our
DTAC scheme selects the corresponding set of TSs for which
the transmission reaches the largest number of STAs that have
not received the action frame in the MU group. Given the
corresponding set ¢ € Cry, our scheme considers STA w to be
within the reach of the transmission if its SNR in the lookup
table is greater than the SNR threshold, i.e., I'(u,¢) > -
Then, let u, denote the subgroup of STAs in the MU group
that are within reach of an action frame transmitted through
a candidate set c. To be concrete, for the transmit antenna
configuration in the BF setup and selection subphases, our
proposed scheme first selects a set of TSs ¢ so that the
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subgroup u. includes the largest number of STAs; the set ¢
can be obtained as follows:

¢ = arg max |ug|.
¢’ Ecror

e))

The selected set c is included in the collection €sep Where
Cserwp 18 initially set to ¢. Our scheme then removes all STAs
in the subgroup u. from the set ury. If the set up, becomes
empty, our scheme finally obtains the collection Csep; Other-
wise, it repeats the process by selecting a new set of TSs from
(1) for the remaining STAs in the set ury.

In the BF training subphase of the MIMO phase, our
proposed scheme determines the sets of TSs to be used for
the transmissions of BRP-RX/TX frames to ensure that the
AP performs BFT with all different subgroups of STAs in
the MU group. Specifically, in the same manner as for the
BF setup and selection subphases, our proposed scheme first
selects a set of TSs ¢ from (1); then, the selected set c¢ is
included in the collection Crni, Where cri, i initially set
to ¢. Subsequently, our scheme removes all sets ¢’ from ¢y
if the subgroup associated with the selected set ¢ includes the
subgroup associated with the set ¢/, i.e., if ue C u.. If the
collection ¢, becomes empty, our scheme finally obtains the
collection crr,i,; otherwise, it repeats the process by selecting
a new set of TSs from (1) for the remaining sets in the
collection Cryy.

In the BF feedback subphase, for each STA in the MU
group, our DTAC scheme selects a set of TSs where the
corresponding SNR is the highest in the lookup table. Then,
the set of TSs to be used when transmitting a BF poll frame
to STA wu, can be obtained as follows:

Cpont = arg max I'(u, ).
CECTo

(@)

As mentioned earlier, the computational complexity of our
proposed scheme is primarily determined by the number of
estimates of SNRs corresponding to candidate sets of TSs.
To reduce the complexity, our DTAC scheme employs a
heuristic method, which significantly reduces the number of
times SNRs is estimated from DNN. We assume that owing
to the transmit diversity gain, the SNR of multiple concurrent
beams is greater than that of the respective single beams
but less than the sum of that of all single beams. Under
this assumption, the heuristic algorithm selects the transmit
antenna configuration for action frames transmitted in the
MU-MIMO BFT by employing the SNRs of the respective
single beams included in the SISO feedback. To check if
the selected transmit antenna configuration is appropriate, our
DTAC scheme estimates the corresponding SNRs, as described
in Section III-B. The detailed operations are described in
Algorithms 1 and 2.

D. Proposed DTAC Scheme in Example Scenario

We can consider the example scenario depicted in Figs. 2
and 3, where the AP has two phased antenna arrays (PAAS).
Each PAA is associated with three TSs, and the MU group
comprises four STAs, as shown in Fig. 3(a).

After the transmit sector sweep of the SISO phase is com-
pleted, the AP obtains SNRs corresponding to the respective

| Deep neural network

r:l Transmit antenna configuration I- |ﬁ r::;eb"ef::z:

B Lookup table including SNRs |
[B oo, [ PHY nktaer absacton ertr curves)
| Codebook generator I
! System-Level (ns-$) l
&} Scenario definition: Nodes position, MU-MIMO BFT signaling =
mobility, rotation, geometry, ete. procedure —{[B]  Codebook files for AP and STA
l Steering Vector, Antenna Weight Vectors, etc
| Q-D realization software | |§ System-level results |
Q-D files for every STA l
MPCs characteristics (Number of paths, path | | —
Loss, Delay, Ao, AoD, etc.) [7 [ Visualizer ]

Fig. 4. Implementation of simulation programs with MATLAB, ns-3, and

python [32].

single TSs from respective STAs. In Fig. 2(1), the first row
of the table indicates that the SNR measured at STAI is 4 dB
when an action frame is transmitted through TS1 of PAAI.
Our DTAC scheme creates a lookup table and initializes
it, as shown in Fig. 2(2). In the case of the candidate
set ¢ (TS1,TS6), its SNR is set to the sum of the
SNRs corresponding to TS1 and TS6 in Fig. 2(1); hence, for
STA1, the SNR of the candidate set ¢ is initialized to 5 dB,
ie., 4 dB+ 1 dB.
Considering the lookup
determines the transmit antenna configurations
and ¢, and  subsequently checks  whether
the lookup table requires wupdating. Let wus assume
CSetup {(TS1,TS5), (TS2,TS4)}, Oy =6 dB, and
rs = 0.5 dB; €sewp = {(TS1,TSS), (TS2,TS4)} means that,
for the BF setup or selection subphase, the AP transmits
two action frames and, TS1 and TS5 (TS2 and TS4) are
simultaneously used to transmit the first (second) action
frame. In addition, we assume that the SNRs corresponding
to TS2 and TS4 are 5 and 2 dB, respectively, for STA1 in
the SISO feedback. Subsequently, as shown in Fig. 2(4),
the SNR corresponding to candidate set (TS2,TS4) is
7 dB, ie., I'(STAL,(TS2,TS4)) 7 dB; however, this
SNR should be updated because it is greater than the
SNR threshold §,,, and the respective SNRs of TS2 and
TS4 are all less than d,,, plus a predetermined margin
value rs, as described in Algorithm 2. To update the value
of T'(STA1, (TS2,TS4)), our DTAC scheme utilizes DNN,

as shown in Fig. 3(b). When the SISO feedback of STAI is

STAl __ r,STAl ,.STAl ,.STAl ,STAI ,.STAI ,.STAl
Ry = {rist 2752 s71s3 » s T7ss s Trse - the set of

SNRs representing candidate set (TS2,TS4) = ¢ € Csewp 18
RS = {0,r$131,0,7$141,0,0}. The tuple (RSN, RS™)
is used as the input for DNN, and T'(STAIL, (TS2,TS4)) is
updated by the output SNR.

table, our DTAC scheme

Csetups
CTrain»

IV. PERFORMANCE EVALUATION

We evaluated our proposed DTAC scheme, and compared
its results with those of the existing LSB, LNS, and ILQE
schemes.

A. Simulation Setup

We utilized MATLAB, ns-3, and Python programs [32], as
shown in Fig. 4, and the configuration and operation of the
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Algorithm 1 Proposed DTAC algorithm for transmit antenna configuration

1: for each STA u € ugy and each candidate set ¢ = {ay, - ,an,} € e do

2 I(u,c) + Zivztl Ta.; // Tnitially, T'(u, ¢) is simply set to the sum of the SNRs corresponding to all TSs

3: end for in the candidate set ¢ that have been known from the SISO feedback of the STA w.
4: repeat

5: Csetup TransmitAntConfigForSetup(T'); // Step 1: Once the lookup table I is given, the collections €setp
6 CTrain < TransmitAntConfigForTraining(I'); and CTpi, and the set c;jon are obtained in the same

7 for each STA u € ury do manner identical to that described in Section III-C.

8 ¢pon ¢ TransmitAntConfigForPolling (I, u);

9 end for

10: I' < UpdateLookupTable(T', Csetup);
11: I’ + UpdateLookupTable (T, e1yin);

12: for each STA u € ury do

13: I' < UpdateLookupTable(I", {cj; });

14: end for

15: until there are no updates in I"

/1 Step 2: Considering the determined transmit antenna configurations Cseyp,
CTyain, and Cgon’ our DTAC scheme checks if the lookup table I'
needs to be updated; to this end, Algorithm 2 is used.

/I Step 3: Repeat Steps 1 and 2 until I" has not been changed.

Algorithm 2 Function to update the lookup table, "

1: function UpdateLookupTable(T';,,, ¢in)
2; for each STA u € ur, and each candidate set ¢ = {ay, - ,an,} € ¢, do
if T';, (u, ¢) has never been updated and 7% < ., + 15 for Yo € c then

3:

4.

5: end if

6: end for

7: return I';,,
8: end function

9:

L'in(u,c) < DNNBasedSNREstimation(R},, R¢);

/I If the SNRs corresponding to the TSs in the set ¢, which are known from the SISO

feedback of STA w, are all less than the SNR threshold 6,,,,, plus a predetermined margin value 75,
our proposed scheme updates I';;, (u, ¢) to SNR estimated from the DNN

in the manner identical to that described in Section III-B.

(a) Lecture room

‘A AP B STA — Line-of-sightray —— Non-line-of-sight rays‘

(b) L-shaped room

(c) Hotel lobby (d) Street canyon

Fig. 5. Visualization of our evaluation scenarios: (a) Lecture room, (b) L-shaped room, (c) hotel lobby, and (d) street canyon.
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(a) Visualization of three PAAs of the AP, i.e., PAAs 1 to 3, and

(b) azimuth-cut patterns of nine TSs which are associated with each PAA.

primary simulation modules are as follows:

Q-D channel model with four scenarios: To accurately
predict the characteristics of the mmWave channel, we em-
ployed the NIST Q-D channel realization software. We con-

sidered one AP and 11 STAs, and the channel between the AP
and each STA was characterized by the direct and first-order
reflected multipath components. In addition, pathloss, delay,
phase shift, angle of arrival, and angle of departure were calcu-
lated as the properties of the respective multipath components.
In our evaluation scenarios, the AP had three PAAs, and each
STA used one PAA to realize a quasi-omni-receive pattern. In
contrast to [7], the direct and specular multipath components
were independently generated for each PAA of the AP. This is
because the channel was weakly correlated when the centroid
positions of the PAAs were mutually separated by a distance
greater than one half-wavelength [32].

The indoor and outdoor scenarios of the lecture room, L-
shaped room, hotel lobby, and street canyon were considered,
as shown in Fig. 5, the AP was always fixed at a position,
and the STAs were randomly located. To be precise, the AP
was fixed at the coordinates (1,3,1), (9,3,1), (1,7.5,5.5),
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and (0.78,—10,6) m for the lecture room, L-shaped room,
hotel lobby, and street canyon, respectively. We conducted
simulations using two different modes, as described below.

1) Purely-deterministic (PD) mode: In this mode, the
Q-D channel realization software captured only determin-
istic rays, i.e., line-of-sight and first-order reflected rays,
obtained using ray tracing. The reflection loss of every
specular ray was a constant value that had been predefined
according to the material of the reflecting surface.

2) Stochastic diffuse scattering mode: In addition to the
strong deterministic rays, we considered weaker rays
which were generated due to the scattering of the specular
rays from rough surfaces; we defined a cluster as a set of
a deterministic ray and the corresponding diffuse rays.
The properties of the diffuse rays and their reflection
loss were obtained stochastically based on a measurement
campaign conducted by NIST [18] in the scenarios of lec-
ture room and L-shaped room; however, in the scenarios
of hotel lobby and street canyon, these properties were
stochastically obtained using measurements given in the
TGay channel document [19].

Antenna model: We utilized three uniform planar arrays to
represent the PAAs of the AP; each array had sixteen elements,
i.e., 2 x 8, the elements were spaced at a distance of one half-
wavelength from each other. As shown in Fig. 6, PAAs 1 to 3
were rotated with respect to the z-axis by —30°, 210°, and 90°,
respectively, from the yz-plane. The total number of TSs were
27, and Fig. 6(b) shows the azimuth-cut patterns of the nine
TSs associated with each PAA. The azimuth angles outside
the interval [0, 180] were located in the baffled region because
we assumed that the radiation pattern was obstructed by the
printed circuit board of each PAA. The codebook generator
in [32] generated a steering vector representing the relative
phases at a PAA, and the steering vector was used to calculate
the AWVs of the TSs.

Link-level simulation: Using the properties of multipath
components and the steering vector of the PAAs, the link-
level simulator calculated the channel impulse response of the
beamformed channel. In contrast to [7], it additionally con-
sidered stochastic diffuse multipath components and reflection
loss in a manner identical to that in [25] and [31].

Let C' and M be the total number of the clusters and the
number of all deterministic and diffuse rays in the clusters,
respectively. Then, referring to (29) in [7], the channel impulse
response of the beamformed channel between the s™ PAA and
a receive PAA is as follows:

R (t)

M
1 )
_ E lome/2O . 6](727rftm+‘llm)
\Y% — (

X O(t —tm) - Wp X ap(F8,, 00 ) X at(qu, m) -wt),
3)

where w;, w,., and f are the weight vectors of transmit and
receive PAAs and the operating frequency of the system,
respectively; ¢, (6%,) and ¢&, (6%) are the azimuth (elevation)
angles of arrival and departure; ¢,,, is the arrival delay for the
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! ray; §(-) is the Dirac delta function; a;(-) and a,(-) are
the steering vectors of the transmit and receive PAAs; W, is
the phase shift; PG, is the path gain and it is obtained from
(3) and (4) in [25] considering the reflection loss.

Referring to [38], the channel impulse response, hZ%'(t)
in (3), is used to calculate the channel vector which employs
an equivalent uniformly spaced tapped delay line. Let h, , be
the channel vector and the channel coefficient for the delay
of the p™ tap in units of single carrier chip time, denoted by
T,, between the s transmit and receive antenna arrays. Then,
considering a data block of L symbols, the channel vector for
the s transmit antenna array is given by

hs = [h3717 hs727 ey h’sp7

)

) hs,Vv"' 70]7 (4)

where the number of elements in the channel vector is L, i.e.,
|hs| = L, and v is the number of delay taps of the channel.

Let h.;, be the channel vector obtained when all antenna
arrays have been used with the cyclic shift diversity. Then,
using (4), h.; is given by

Zs h, d.), (5)

where  is a time shift for the cyclic shift diversity [3] and
S(+) cyclically shifts the vector hy to the right by d,/T..

To simply calculate the average signal to interference plus
noise ratio (SINR), we use an L x L Toeplitz matrix, denoted
by H;,e, whose first row is hg;,. in (5). We assume that the
minimum mean-square error equalizer is applied to calculate
the SINR; then, referring to [39] and [7], the average SINR
measured at STA w« for the transmission corresponding to a
set ¢ € ¢y, 1S given by

-1

L
xS —— - | Z1, 6
le e ©

k=1

where {A,}L_, are the eigenvalues of Hy, and given
h. = [B§",---  RET0,---,0], it is computed as
)\k = Zluz1 hfire’j 2«(172)@71)

According to the algorithm of LSB, LNS, ILQE, or the
proposed scheme, the transmit antenna configuration, i.e.,
sets of TSs, was determined. The link-level simulator then
measured the packet error rate of each action frame transmitted
through the selected set of TSs. Accordingly, we utilized
the encoding and modulation schemes of the control mode
implemented in the MATLAB WLAN toolbox and applied
additive white Gaussian noise.

DNN model: We set the number of hidden layers to 3 [34];
the first, second, and third hidden layers comprised 128,
64, and 32 neurons, respectively, and the rectified linear
unit (ReLU) activation function was used. We adopted mini-
batches of size 32 and chose mean squared error (MSE) as
the loss function. The adaptive moment estimation (Adam)
optimizer was employed with a learning rate of 0.001 [40]. For
each scenario, a dataset of 801,900 samples was collected and
90% and 10% of the samples were used to train and validate
our DNN, respectively. Furthermore, each sample included
input (R%,, R¢) and the corresponding output SNR.
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System-level simulation: Our ns-3 program conducted the
MU-MIMO BFT at every beacon interval of approximately
0.1 s. Accordingly, we used the transmit antenna configura-
tions and the corresponding packet error rates that had been
obtained from the link-level simulation. The running time of a
simulation trial was 100 s; hence, approximately 1,000 BFTs
were conducted during the trial.

B. Delay and Signaling Overhead

We first evaluated the duration of the MIMO phase. To
this end, we considered all cases in which the STAs failed
to receive action frames transmitted by the AP, as described
in [7]. In particular, we considered the case in which a
STA was unable to transmit a BF feedback frame in the BF
feedback subphase.

Figs.7(a)-(d) plot the duration of the MIMO phase in four
different scenarios. In the simulations, all the STAs were
allowed to engage in the MIMO phase for the scenarios
of lecture room and L-shaped room; however, as shown in
Figs. 8(a) and (b), certain STAs were not allowed to engage
for the scenarios of hotel lobby and street canyon because they
were expected to be outside the reach of the AP’s transmission.
The ILQE and DTAC schemes allowed more STAs to engage.
Hence, those schemes considered two situations as follows [7]:
First, the ILQE and DTAC schemes were performed under
the same conditions as comparison schemes (SCC); i.e., those
schemes performed the MIMO phase with STAs that the LSB
and LNS schemes could support. Second, the ILQE and DTAC
schemes conducted the BFT with all available subgroups
(AAS) of the STAs in the MU group that could be reached by
the AP’s transmission.

It was observed that, in all scenarios, the durations of the
ILQE and our DTAC schemes were shorter than those of the
LSB and LNS schemes for the same conditions, i.e., in the
SCC situation. The duration of LSB was considerably longer
than that of the other schemes, and that is why the figures do
not include the results of LSB. The curves in the figures can
be attributed to the fact that the ILQE and DTAC schemes
were able to transmit fewer action frames than the LSB and
LNS schemes by identifying more STAs within reach of each
transmission.

In particular, Table II presents the performance of each
scheme for a threshold §,,, = 3 in the respective subphases
of the MIMO phase. We found that in all subphases, the
performance of the LSB scheme was significantly worse than
that of the other schemes. The ILQE and DTAC schemes
outperformed the LNS scheme, especially in the BF setup,
training, and selection subphases for the same conditions.

The duration of the BF feedback subphase was determined
using the following three factors: 1) the number of STAs
engaging in the MIMO phase, 2) the probability of an STA
not being able to transmit the BF feedback frame, and 3)
the probability of an STA being unable to receive the BF
poll frame. Figs.9(a)—(d) plot the second factor in the above-
mentioned simulation scenarios. As described in [7], an STA
cannot transmit the BF feedback frame if it fails to receive
any BF setup or BRP-RX/TX frames. We observed that, in
most cases, our proposed DTAC scheme had lower failure
probabilities than the other schemes, which means that our
proposed scheme enabled the STAs to receive the BF setup
and BRP-RX/TX frames with higher link qualities.

C. Accuracy and Complexity of DNN-based Estimation

In our proposed DTAC scheme, the AP estimates each SNR
measured at each STA when it transmits multiple concurrent
beams. Considering the SNRs estimated, the AP identifies
which STAs are within the reach of the multibeam concurrent
transmission.

Our DTAC scheme employs DNN in a manner identical to
that described in Section III-B. Fig. 10 illustrates the MSEs of
our DNN-based estimation. To estimate the SNR measured at
a STA when multiple concurrent beams are transmitted. Our
DNN utilized the two sets of SNRs for its input: the first set
was a set of all SNRs that were included in the SISO feedback
of the STA, and the second set was a set of SNRs in the SISO
feedback corresponding to the respective beams of the multiple
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TABLE II
PERFORMANCE OF EACH SUBPHASE IN THE MIMO PHASE BY SETTING THE SNR THRESHOLD TO 3 (i = 3).

Scenario Scheme Duration of each subphase in MIMO phase (js) Duration of # of action frames used | # of action frames used
BF setup BF training BF feedback BF selection | MIMO phase (us) in BF setup subphase | in BF training subphase
L LSB 76.72 798.84 865.61 268.33 2036.51 2.83 4.56
ebcgire LNS 26.58 181.63 867.7 97.67 1200.59 1.05 1.05
(NIST) ILQE-SCC 25.17 172.84 818.1 92.88 1135.99 1 1
DTAC-SCC 25.17 172.84 813.28 92.88 1131.17 1 1
. LSB 79.82 855.11 1073.22 278.88 2314.04 2.94 4.88
L‘sgl(;‘rged LNS 37.57 271.31 1077.4 135.06 1548.12 1.44 1.56
(NIST) ILQE-SCC 25.17 172.84 821.54 92.88 1139.44 1 1
DTAC-SCC 25.17 172.84 812.58 92.88 1130.47 1 1
Hotel LSB 95.31 1486.38 900.88 328.72 2838.19 3.49 8.47
1ogb°y LNS 46.58 385.61 901.91 1643 1525.4 1.76 221
(TGay) ILQE-SCC 38.69 324.06 759.47 137.58 1286.82 1.48 1.86
DTAC-SCC 38.97 334.61 758.8 138.54 1297.94 1.49 1.92
LSB 84.04 1373.84 1101.62 293.26 2868.29 3.09 7.83
Csatrfggtn LNS 55.87 630.03 1103.05 197.38 2002.97 2.09 3.6
(TGay) ILQE-SCC 50.52 593.1 798.85 179.16 1648.65 1.9 3.39
DTAC-SCC 49.96 603.65 797.49 177.25 1655.36 1.88 3.45
0.7 0.35 05 0.7
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0511 T Lns(D) I DTACAAS(PD) 025 —J—ILQE-ScC ¥ ILGE-AAS 05 —I—ILQE-sce
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O4%| X iae-maspp)’ O DTAC-SCC(PD) 02 ~J--DTAC-SCq 4 DTAC-AAS 04 -F-~DTAC-SC( |
0.15 02 —-L~ DTAC-SCQ 03 .

0.1

BF feedback failure probability

BF feedback failure probability

2 3 4
SNR Threshold, §my (ratio)
(b) L-shaped room (NIST)

2 3 4
SNR Threshold, dmu (ratio)
(a) Lecture box (PD and NIST)

0.2

T
0443

BF feedback failure probability
BF feedback failure probability

-0.1
4 5

2 3
SNR Threshold, dmu (ratio)
(d) Street canyon (TGay)

SNR Threshold, dmu (ratio)
(c) Hotel lobby (TGay)

Fig. 9. Probability of an STA being unable to transmit the BF feedback frame for the scenarios of (a) lecture room, (b) L-shaped room, (c) hotel lobby, and

(d) street canyon.
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Fig. 10. MSEs of our DNN-based method in comparison with two SISO-
based methods for the scenarios of lecture box (LB), L-shaped room (LsR),
hotel lobby (HL), and street canyon (sc).

concurrent beams. We trained the DNN in a manner identical
to that mentioned earlier in this section.

Fig. 10 demonstrates that our DNN-based estimation had
lower MSEs in comparison to two other SISO-based methods;
in the first SISO-based method, the SNR of the multiple
concurrent beams was estimated to be the sum of SNRs
corresponding to all its single beams. In the second method,
the SNR was estimated to be the maximum value of the SNRs
corresponding to all the single beams. We found that the MSEs
in the scenarios of lecture room and L-shaped room were
larger than those in the other scenarios. This is because, in the
scenarios of lecture room and L-shaped room, the simulations
were conducted in the stochastic diffuse scattering mode with
NIST measurements. In this NIST mode, the angular spread of

diffuse rays in both elevation and azimuth planes followed a
Laplacian distribution with zero mean and variance p? where
p was randomly determined from Rician distribution [32].

Our DTAC and ILQE schemes required additional time to
estimate SNRs measured at the STAs when the candidate sets
of TSs (i.e., multiple beams) were used, in comparison to
the LSB and LNS schemes. Figs. 11(a)—(d) plot the average
number of estimations that our proposed DTAC and ILQE
schemes conducted to determine an appropriate set of TSs to
be used for the transmission of an action frame. We observed
that, on average, the number of estimations required by our
DTAC scheme was 96% less than that of the ILQE scheme
without a heuristic method. This is because in the absence of
the heuristic method, the ILQE scheme had to perform the
estimation for all combinations of TSs that were included in
at least one of the SISO feedback received from the STAs.

For each estimation, our proposed scheme performed a
forward pass; i.e., the input SNRs was propagated forward
through the DNN to compute the output SNR. In our simu-
lations, because we used a simple multilayer perceptron with
three hidden layers, the time complexity for the forward pass
process was O(n;np1 + npinpe + npanps), where n; is the
number of neurons in the input layer, and ny1, np2, and nps
are the number of neurons in the hidden layerl, 2, and 3,
respectively. However, the time complexity of the estimation
can be reduced when a lookup table is employed. This lookup
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Fig. 11. Number of times the SNRs are estimated in ILQE without a heuristic method, ILQE with a heuristic method, and our DTAC scheme.

table contains the outputs precomputed using the DNN over
discrete inputs [41].

V. CONCLUSION

The MU-MIMO data transmission of IEEE 802.11ay must
be directional. To achieve this, an AP performs MU-MIMO
BFT with STAs in the MU group. The signaling and latency
overheads of MU-MIMO BFT primarily depend on how the
AP selects TSs to transmit action frames. However, if the
AP is incapable of efficiently estimating the SNRs to be
measured at the STAs when certain TSs are used, it cannot
select the appropriate TSs to transmit action frames during
the MU-MIMO BFT. In this study, we propose a DTAC
scheme that accurately estimates SNRs using a pretrained
DNN. In contrast to the existing ILQE scheme, our proposed
scheme refrains from collecting any additional information of
the channel between the AP and STAs for the transmission
of action frames. We also developed a heuristic method to
reduce the computational complexity of the SNR estimation.
We conducted extensive simulations, and the results revealed
that our DTAC outperformed the existing schemes in terms
of signaling and latency overhead. The simulation results also
demonstrate that our heuristic method significantly reduces the
number of times SNRs is estimated by the pretrained DNN.
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