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Writing on Dirty Flash Memory: Combating
Inter-Cell Interference via Coding with Side

Information
Yongjune Kim, Euiseok Hwang, and B. V. K. Vijaya Kumar

Abstract—High-density flash memories suffer from inter-cell
interference (ICI) which threatens the reliability of stored data.
In order to cope with the ICI problem, we propose a channel
coding scheme with channel state information of flash memories
(i.e., side information of ICI). This side information is obtained
before writing data into flash memories and incorporated during
the encoding stage. We show that flash memories under ICI
problem can be transformed into the model of memory with
defective cells due to the unique asymmetry property between
write (page write) and erase (block erase) operations. Then,
the channel coding for memory with defective cells is employed
to combat ICI. Simulation results support that the proposed
scheme with the ICI side information can effectively improve
the decoding failure probability.

Index Terms—Coding with side information, flash memories,
intercell interference, partitioned linear block codes, stuck-at
defects.

I. INTRODUCTION

FLASH memory is the most important nonvolatile memory
due to the rapid growth of mobile devices and solid-state

drives (SSD). Aggressive scaling down of cell size has driven
the continuous growth of flash memory density. However, flash
memory cells suffer from higher inter-cell interference (ICI)
[3]–[5] as the distance between adjacent cells decreases due
to scaling down.

In order to cope with the ICI, various approaches have been
proposed. Device level approaches such as new materials and
novel cell structures try to reduce the parasitic capacitance
between adjacent cells [5], [6]. At circuit and architecture
levels, several write schemes and all bit-line (ABL) archi-
tecture were proposed to deal with the ICI [7]–[10]. Also,
strong error control codes (ECC) such as low-density parity
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check (LDPC) codes and signal processing techniques have
also been investigated [11]–[14]. The disadvantage of soft
decision decoding and signal processing is the degradation
of read speed due to multiple reads needed to obtain the
soft decision values. In addition, constrained coding has been
investigated to remove (or reduce) some data patterns which
are more vulnerable to ICI [15]–[18]. However, the significant
redundancy of constrained coding is a critical drawback. We
note that a constrained coding scheme to address vertical ICI
as well as horizontal ICI was proposed in [19]. Recently, a
constrained coding scheme with minor rate loss was proposed
for multi-level cell (MLC) flash memories [20].

In this paper, we propose a channel coding scheme to com-
bat the ICI of flash memories. Instead of removing vulnerable
data patterns as constrained coding does, we focus on the cells
whose threshold voltages are already high before program-
ming. Hence, these vulnerable cells could become erroneous
even for a weak ICI. The encoder obtains the side information
before writing data into flash memories and incorporates the
obtained information during the encoding stage. We show
that the flash memory channel with ICI is in line with the
channel model of Costa’s dirty paper coding in [21]. We first
explain why flash memories are dirty due to ICI and then
show that dirty flash memory can be transformed into memory
with defective cells in [22]. The unique asymmetry property
of flash memories (i.e., page write and block erase operations
of flash memories) plays a pivotal role in this transformation.
Then, we adopt channel coding for memory with defective
cells to combat ICI effectively. It is a new finding that the
unique asymmetry property of flash memories bridges writing
on dirty paper and coding for memory with defective cells.

The proposed coding scheme would degrade the write speed
instead of the read speed, which is an important advantage
of the proposed scheme. Soft decision decoding and signal
processing techniques for flash memories improve the decod-
ing failure probability at the expense of decreased read speed
due to multiple read operations to obtain soft decision values.
In memory systems, it is well-known that the read speed is
more critical than the write speed since the write operation
is typically not on the critical path. Due to write buffers in
the memory hierarchy, the write latency can be hidden [23],
[24]. Also, the read operations are required more often than
the write operations in many memory applications. Thus,
the proposed scheme using side information at the encoder
would be preferable over soft decision decoding from the
perspective of speed performance. It is worth mentioning that
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the proposed scheme can be combined with LDPC codes using
the technique of additive encoding LDPC codes [25], [26] if
we are willing to accept the degradation of read speed.

The new contributions in this paper relative to our earlier
conference paper [1] include the proposed coding scheme for
MLC flash memories. We leveraged the widely used multi-
page architecture and the page address ordering of flash
memories [7], [8] to develop the coding scheme for MLC
flash memories. The proposed scheme can be extended to three
and more bits per cell MLC flash memories. In addition, we
provide an analysis of the upper bound on the decoding failure
probability, which theoretically supports that the proposed
coding scheme with side information of ICI can improve
the decoding failure probability. We also include extensive
simulation results for both single-level cell (SLC) and MLC
flash memories.

The rest of this paper is organized as follows. Section II
explains the background and unique properties of flash mem-
ories. Section III introduces coding for memory with defective
cells, which will be used to combat the ICI of flash memories.
Section IV presents the proposed coding scheme to combat the
ICI of flash memories by using the channel state information
at the encoder. Section V provides simulation results and
Section VI concludes the paper.

II. BASICS OF FLASH MEMORIES AND ICI

In this section, we explain the unique asymmetry property
of flash memories and the ICI.

A. Basic Operations and Asymmetry between Write and Erase
Operations

Each cell of flash memories is a floating gate transistor
whose threshold voltage can be configured by controlling the
amount of electron charge in the floating gate. More electrons
in the floating gate make the corresponding cell’s threshold
voltage higher. As shown in Fig. 1, each flash memory block
is a cell array where each cell is connected to a word-line (WL)
and a bit-line (BL).

In order to store b bits per cell, each cell’s threshold voltage
is divided into 2b states, similar to pulse amplitude modulation
(PAM). Fig. 2(a) shows the threshold voltage distribution of
1-bit per cell flash memory, which is traditionally called single-
level cell (SLC). Initially, all memory cells are erased, so their
threshold voltages are in the lowest erase state S0. In order
to store data, some of the cells in S0 should be written (i.e.,
programmed) into S1.

For multi-level cell (MLC) flash memories (i.e., b ≥ 2),
some of cells in S0 (erase state) will be written into
S1, · · · , S2b−1 (program states) as shown in Fig. 2(b). For
b bits per cell flash memory, each WL stores b pages of data.

In write operation, the page buffer in Fig. 1 is loaded with
a unit of page data. Depending on the loaded data in the
page buffer, some of cells remain in erase state and others
are programmed into program states.

The most widely used write operation scheme is the in-
cremental step pulse programming (ISPP) scheme, which was
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Fig. 1. A flash memory block where SSL, GSL, and CSL denote string
select-line, ground select-line, and common source-line, respectively [27].
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Fig. 2. Threshold voltage distribution of flash memory cells.

proposed to maintain a tight threshold voltage distribution for
high reliability [27]. The ISPP is based on repeated program
and verify cycles with the staircase program voltage Vpp. Each
program state Si associates with a verify level νi that is
used in the verify operation. During each program and verify
cycle, the floating gate threshold voltage is increased by the
incremental step voltage ∆Vpp and then compared with the
corresponding verify level. If the threshold voltage of the
memory cell is still lower than the verify level, the program
and verify iterations continue. Otherwise, further programming
of this cell is disabled [13], [27].

The positions of program states are determined by verify
levels and the tightness of each program state depends on
the incremental step voltage ∆Vpp. By reducing ∆Vpp, the
threshold voltage distribution can be made tighter, however
the write time increases [27].

In read operation, the threshold voltages of cells in the same
WL are compared to a given read level. After a read operation,
a page of binary data is transferred to the page buffer in Fig. 1.
The binary data shows whether the threshold voltage of each
cell is lower or higher than the given read level. Namely, the
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Fig. 3. Inter-cell interference (ICI) between adjacent cells of flash memories.

read operation of flash memory is a binary decision. Thus,
multiple read operations are required to obtain a soft decision
value, which lowers the read speed. The degradation of read
speed is an important drawback of soft decision decoding [11].

The threshold voltage of the flash memory cell can be
reduced by erase operation. In current NAND flash memory
architectures, all the memory cells in the same flash memory
block should be erased at the same time [27]. Note that a page
of data (within a WL) can be written or read (generally, a flash
memory block consists of 64 WLs). In addition, the threshold
voltage of the cell should be moved into the lowest state S0 by
erase operation whereas a slight increase of threshold voltage
is possible by ISPP during write operation [27]. These unique
properties of flash memory cause asymmetry between write
and erase operations.

B. ICI

In flash memory, the threshold voltage shift of one cell
affects the threshold voltage of its adjacent cell because of
the ICI. The ICI is mainly attributed to parasitic capacitance
between adjacent cells [3]–[5].

Fig. 3 illustrates the ICI between adjacent cells. V(i,j) is
the threshold voltage of (i, j) cell which is situated at ith
WL and jth BL. γWL-to-WL is the coupling ratio between WL
and adjacent WL. Also, γBL-to-BL is the coupling ratio between
BL and adjacent BL. Finally, γDiag is diagonal coupling
ratio. These coupling ratios depend on parasitic capacitances
between adjacent cells. As the cell size continues to shrink,
the distances between cells become smaller, which results in
the increase of parasitic capacitances. The increase of parasitic
capacitances causes the increase of coupling ratios [3], [4].

According to [4], the threshold voltage shift ∆ICIV(i,j) of
(i, j) cell due to the ICI is given by

∆ICIV(i,j) = γWL-to-WL
(
∆V(i−1,j) +∆V(i+1,j)

)
+ γBL-to-BL

(
∆V(i,j−1) +∆V(i,j+1)

)
+ γDiag

(
∆V(i−1,j−1) +∆V(i−1,j+1)

+ ∆V(i+1,j−1) +∆V(i+1,j+1)

)
, (1)
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(a) The structure of 3D flash memories
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Fig. 4. 3D flash memory cell array in [28].

where ∆V(i±1,j±1) in the right hand side of (1) represent
the threshold voltage shifts of adjacent cells after the (i, j)
cell has been written. Note that ∆ICI and ∆ denote the
voltage shift by the ICI and the voltage shift by writing
(programming), respectively. It is well known that the ICI
that happens before writing (i, j) cell can be compensated
by several write schemes so long as (i, j) cell is in program
states [8], [9]. Note that the ICI to (i, j) cell in S0 cannot
be compensated by these write schemes since a cell in S0 is
never written (i.e., stays in S0) [9], [16]. Hence, cells in S0

are most vulnerable to the ICI.
By taking into account the structure of 3D flash memories,

we can address the ICI of 3D flash memories. Suppose that
V(i,j,k) is the threshold voltage of (i, j, k) cell which is situated
at ith WL, jth BL, and kth SSL as shown in Fig. 4. The
threshold voltage shift ∆ICIV(i,j,k) of the (i, j, k) cell due to
the ICI can be given by

∆ICIV(i,j,k) = γWL-to-WL
(
∆V(i−1,j,k) +∆V(i+1,j,k)

)
+ γBL-to-BL

(
∆V(i,j−1,k) +∆V(i,j+1,k)

)
+ γSSL-to-SSL

(
∆V(i,j,k−1) +∆V(i,j,k+1)

)
, (2)

which is an extension of the ICI model of 2D planar flash
memories in (1). ∆V(i±1,j±1,k±1) in the right-hand side
represents the threshold voltage shifts of adjacent cells after
the (i, j, k) cell has been written. Note that γWL-to-WL is the
coupling ratio between WL plane and the adjacent WL plane.
Also, γBL-to-BL is the coupling ratio between BL and adjacent
BL. Finally, γSSL-to-SSL is coupling ratio between string-select-
line (SSL) group and its adjacent SSL group. The diagonal
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Fig. 5. Memory with defective cells [22].

ICI terms are neglected since they are very small due to the
long distance between corresponding cells.

III. CODING FOR MEMORY WITH DEFECTIVE CELLS

Since the problem of combating the ICI is transformed into
coding for memory with defective cells of [22], the channel
model of memory with defective cells and relevant coding
techniques are summarized in this section. The channel model
of memory with defective cells (i.e., stuck-at defects) in Fig. 5
can be described as follows.

Y = X ◦ S, (3)

where “◦” denotes the operator ◦ : {0, 1}×{0, 1, λ} → {0, 1}
as in [29]

x ◦ s =

{
x, if s = λ;

s, if s ̸= λ,
(4)

where s ∈ {0, 1} indicates that the cell’s output is fixed to the
stuck-at value s whereas s = λ indicates that the cell is not
defective (i.e., normal).

By using the operator ◦, an n-cell memory with defects is
modeled by

y = x ◦ s = c ◦ s, (5)

where x,y ∈ {0, 1}n×1 are the channel input vector, and
the channel output vector, respectively. Note that we use the
column vector representation. We suppose that the x = c
where c denotes the codeword. Also, the channel state vector
s ∈ {0, 1, λ}n×1 represents the defect information in the n-cell
memory. Note that ◦ is the vector component-wise operator.
As shown in Fig. 5, the probabilities of stuck-at defects and
normal cells are given by

P (S = s) =

{
βi, if s = i;

1− β0 − β1, if s = λ,
(6)

where the defect probability is P (S ̸= λ) = β0 + β1 = β.
If we include random errors, then (3) can be changed into

Y = X ◦ S + Z, (7)

where X ◦ S is the input to the binary symmetric chan-
nel (BSC) with the crossover probability p. Hence, Z rep-
resents the random error whose probability is given by

P (Z = z) =

{
1− p, z = 0;

p, z = 1.
(8)

An n-cell memory with defects and random errors is mod-
eled by y = c ◦ s + z where z ∈ {0, 1}n×1 is the random
error vector. The number of defects in n cells is equal to the
number of non-λ components in s. The number of errors due
to defects is given by

∥c ◦ s− c∥, (9)

where ∥ · ∥ is the Hamming weight of the vector. The number
of errors in a codeword due to defects is less than or equal to
the number of defects since some of the stuck-at values are
the same as the codeword values and thus do not cause errors.

Tsybakov proposed the additive encoding approach which
masks defects by adding a carefully selected binary vector
[30], [31]. Masking defects aims to produce a codeword
whose values at the locations of defects match the stuck-at
values at those locations, which reduces the number of errors
due to defects. Subsequently, several coding techniques were
proposed [32]–[37].

Heegard extended the additive encoding and defined the
[n, k, l] partitioned linear block codes (PLBC) that mask stuck-
at defects and correct random errors [29]. The [n, k, l] PLBC
consists of a pair of linear subspaces C1 ⊂ {0, 1}n×1 of
dimension k and C0 ⊂ {0, 1}n×1 of dimension l such that
C1 ∩ C0 = {0}. Note that the code rate is R = k/n.

The PLBC can be constructed based on several linear
block codes. The partitioned Bose-Chaudhuri-Hocquenghem
(PBCH) codes can be designed by the construction of BCH
codes [29]. Also, PLBC includes additive encoding LDPC
codes which combine additive encoding and LDPC decod-
ing [25], [26].

The encoding and decoding of PLBC [29] are summarized
as follows.

Encoding: A message m ∈ {0, 1}k×1 is encoded to a
corresponding codeword c ∈ C as follows.

c = G1m+G0d = G̃

[
m
d

]
, (10)

where G̃ = [G1 G0]. Also, c1 = G1m ∈ C1 and
c0 = G0d ∈ C0. Note that the optimal d ∈ {0, 1}l×1 is chosen
to minimize ∥c ◦ s− c∥. The generator matrix G1 is an n× k
matrix and the generator matrix G0 is an n× l matrix. Thus,
C can be regarded as an [n, k + l] linear block code with the
generator matrix G̃ = [G1 G0]. The construction of G1 and
G0 are described in [29]. It is a key problem to determine d
judiciously, which will be explained later.

Decoding: Receive y = c ◦ s + z. Compute the syndrome
v = H̃Ty = H̃T (c+ z) = H̃T z (superscript T denotes
transpose) and estimate ẑ ∈ {0, 1}n×1 from H̃T z = v, which
can be done by standard BCH decoding algorithms for PBCH
codes. Then m̂ = G̃T

1 ĉ where ĉ = y + ẑ.
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The parity check matrix H̃ is an n × r matrix such that
H̃T G̃ = 0r,k+l (the r×(k+ l) zero matrix) and k+ l+r = n.
The message inverse matrix G̃1 is defined as an n× k matrix
such that G̃T

1 G1 = Ik (the k-dimensional identity matrix) and
G̃T

1 G0 = 0k,l [29].
In [29], the minimum distances (d0, d1) of an [n, k, l] PLBC

are defined as

d0 = min
c̸=0

GT
0 c=0

∥c∥, d1 = min
G̃T

1 c̸=0

H̃T c=0

∥c∥, (11)

where d1 is greater than or equal to the minimum distance of
the [n, k + l] code with the parity check matrix H̃ , while d0
is the minimum distance of the [n, k+ r] code with the parity
check matrix G0. An [n, k, l] PLBC with (d0, d1) guarantees
to mask up to d0−1 defects and correct ⌊d1−1

2 ⌋ random errors
(see [29, Theorem 1]). These (d0, d1) parameters will play a
critical role in the following encoding algorithm (Algorithm 1)
and theoretical analysis.

The encoder should choose d judiciously by considering
both c1 and s. The optimal d is chosen to minimize the number
of errors due to defects, i.e., ∥c ◦ s− c∥ [29].

d∗ = argmin
d

∥c ◦ s− c∥ = argmin
d

∥∥sU −GU
0 d−GU

1 m
∥∥

= argmin
d

∥∥GU
0 d− bU∥∥ , (12)

where U = {i1, · · · , iu} indicates the set of locations of stuck-
at defects. We use the notation of sU = (si1 , · · · , siu)

T ,
GU

0 =
[
gT
0,i1

, · · · ,gT
0,iu

]T
, and GU

1 =
[
gT
1,i1

, · · · ,gT
1,iu

]T
where g0,i and g1,i are the ith rows of G0 and G1, respectively.
Also, note that b = s−G1m and bU = sU −GU

1 m.
Since the computational complexity for finding the follow-

ing optimal d is exponential, we use the two-step encoding for
determining d which was proposed in [36] (see Algorithm 1).
In Step 1 encoding, we just try to solve the following linear
equation.

GU
0 d = bU . (13)

Gaussian elimination or some other linear equation solution
methods can be used to solve (13) with O

(
n3

)
complexity. It

is clear that (13) has at least one solution if and only if

rank
(
GU

0

)
= rank

(
GU

0 | bU) , (14)

where
(
GU

0 | bU) denotes the augmented matrix. If u < d0,
rank

(
GU

0

)
is always u by (11). Hence, (14) holds and at least

one solution d exists. If u ≥ d0, the encoder may fail to find
a solution of (13).

If the encoder fails to solve (13), the encoder sets
U ′ = {i1, · · · , id0−1} by randomly choosing d0− 1 defect lo-
cations among U . Afterwards, the encoder solves GU ′

0 d = bU ′

where a solution d always exists by the definition of d0 in (11).
If d is obtained in Step 2 encoding, then the number of
unmasked defects becomes u − (d0 − 1) instead of u. Since
the unmasked defects can be regarded as random errors, the
reduction of unmasked defects by Step 2 encoding can improve
the decoding failure probability of PLBC [38].

Algorithm 1 Two-step encoding [36], [38]
1: Step 1 encoding: Try to solve (13), i.e., GU

0 d = bU .
2: if u < d0 then go to End. ▷ A solution d always exists.
3: else ▷ A solution d exists so long as (14) holds.
4: if d exists then go to End.
5: else go to Step 2.
6: end if
7: end if
8: Step 2 encoding:

• Choose d0 − 1 locations among U and define U ′ =
{i1, · · · , id0−1}.

• Solve the following linear equation: GU ′

0 d = bU ′
.

▷ A solution d always exists.
9: End

In [39], the upper bound on the probability of decoding
failure of PBCH codes was derived for the channel where
defective cells do not suffer from random errors.

P (m̂ ̸= m)

≤
n∑

u=d0

{(
n

u

)
βu (1− β)

n−u
min

{∑u
w=d0

B0,w

(
n−w
u−w

)(
n
u

) , 1

}

×
n∑

t=max{0,t1+d0−u}

(
n− u

t

)
pt (1− p)

n−t


+

n∑
u=0

{(
n

u

)
βu(1− β)n−u

×
n−u∑

t=t1+1

(
n− u

t

)
pt(1− p)n−u−t

}
. (15)

If the defective cells as well as normal cells suffer from
random errors, then the upper bound can be modified as
follows [38].

P (m̂ ̸= m)

≤
n∑

u=d0

{(
n

u

)
βu (1− β)

n−u
min

{∑u
w=d0

B0,w

(
n−w
u−w

)(
n
u

) , 1

}

×
n∑

t=max{0,t1+d0−u}

(
n

t

)
pt (1− p)

n−t


+

n∑
t=t1+1

(
n

t

)
pt(1− p)n−t, (16)

where B0,w is the weight distribution of C⊥
0 (i.e., the dual code

of C0). Also, t1 =
⌊
d1−1

2

⌋
is the error correcting capability of

C. In particular, the upper bound (16) is useful to estimate the
probability of decoding failure of the proposed schemes since
the cells regarded as defects would suffer from random errors
in the proposed schemes.

IV. COMBATING INEVITABLE ICI FOR FLASH MEMORIES

In this section, we propose a coding scheme for combating
the ICI. After introducing the channel model of flash memo-
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ries, we explain the proposed coding scheme that reduces the
negative impact of ICI by using coding with side information.

A. Channel Model of Dirty Flash Memories

The channel model of flash memories can be given by

Y = X + SI + Z

= X + Zwrite + SI + Zread

= V + SI + Zread, (17)

where X and Y are the channel input and output. Also, SI

represents the ICI from adjacent cells. The additive random
noise Z is a sum of Zwrite and Zread where Zwrite is the write
noise due to the initial threshold voltage distribution after erase
operation and the incremental step voltage ∆Vpp of ISPP. Zread
is the read noise due to other noise sources.

Since the write noise Zwrite precedes the ICI SI , we consider
a random variable V = X+Zwrite. As shown in (1), the shifts
of V in adjacent cells determine the ICI SI . Thus, we claim
that the ICI SI of (i, j) cell is given by

SI = ∆ICIV(i,j), (18)

where ∆ICIV(i,j) is defined by (1). The read noise Zread
happens after ICI. The channel model of (17) is supported
by experimental results from the 2x nm NAND flash memo-
ries [40].

Notice that (17) can be considered as the interference
channel in [21], which is given by

Y = X + SI + Z, (19)

where X and Y are the channel input and output, respec-
tively. Also, SI ∼ N

(
0, σ2

SI

)
represents interference and

Z ∼ N
(
0, σ2

Z

)
denotes additive noise. Note that SI and Z

are independent and the channel input satisfies an average
power constraint 1

n

∑n
i=1 X

2
i ≤ P for the channel input vector

Xn = (X1, · · · , Xn).
Now, we discuss why it is difficult for the encoder to know

SI of (17). First, the encoder has to know the channel input X
of adjacent cells in different WLs to know SI (17). Since the
write operation is performed page by page, it is possible for
the encoder to know the channel input of cells in several WLs
only in the case where a large number of continuous pages are
written at a time. Even in the case where the encoder knows
enough channel input X of several WLs in advance, it is still
difficult to know the random variable V = X + Zwrite that
determines SI because of the random write noise Zwrite.

In addition, it is much more complicated to know the
voltage shifts of adjacent cells (i.e., ∆V(i±1,j±1) in (1))
since flash memory’s read operation is an inherently binary
decision. Hence, multiple read operations are required to
know ∆V(i±1,j±1), which significantly reduces the read speed
performance.

Since it is difficult for the encoder to know the ICI SI due
to these reasons, we change the flash memory channel with ICI
into the problem of flash memory with defective cells. After
this change, the encoder uses the side information of defects
rather than the ICI.

S0 S1

Threshold voltage

Read level 

η 

"1" "0"

Verify level

ν

(a) Threshold voltage distribution of cells in the ith WL
before writing the (i− 1)th WL

Can be regarded as 

stuck-at 0 defects

Threshold voltage

"1" "0"

ηpre = η  

(b) Threshold voltage distribution of cells in the ith WL
after writing the (i−1)th WL (before writing the ith WL)

Fig. 6. Change from the flash memory channel with the ICI to the model of
memory with defective cells by one pre-read operation.
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cells

Threshold voltage

η 

"1" "0"

ηpre

Can be regarded as 

stuck-at 0 defects

Fig. 7. Vulnerable cells can also be regarded as stuck-at 0 defects by setting
a pre-read level such that ηpre < η.

B. Proposed Scheme for Flash Memories: Combating ICI by
Coding with Side Information

Now we propose our scheme to combat the ICI by coding
with side information. First, we describe how to transform the
flash memory channel with ICI into the model of memory with
defective cells. After this transformation, we adopt the coding
scheme in Section III to combat the ICI of flash memories.

1) SLC: Fig. 6 shows the threshold voltage distribution of
cells in the ith WL before writing. Initially, all cells are in the
erase state S0 as shown in Fig. 6(a). However, after writing
the adjacent (i − 1)th WL, the threshold voltages of cells in
the ith WL will be distorted due to the ICI from the (i− 1)th
WL as shown in Fig. 6(b). Thus, some of the cells’ threshold
voltages can be higher than the given read level η although
the ith WL is yet to be written.

As explained in Section II-B, the threshold voltage of flash
memory cells cannot be reduced during write operation. In
order to decrease the threshold voltage of a cell, we have to
erase the whole flash memory block. Thus, the cell whose
threshold voltage is higher than the read level η will be
detected as S1. Assume that S0 and S1 denote the data “1”
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Algorithm 2 Proposed scheme for SLC
1: Get the message m for the ith WL.
2: Read operation with the pre-read level ηpre for the ith WL.
3: Set the side information s where sj ∈ {λ, 0}n×1 by the

following rule:

sj =

{
0, if V(i,j) ≥ ηpre;

λ, otherwise.
(20)

4: Determine d by Algorithm 1.
5: PLBC encoding by (10).
6: Write the codeword c into the ith WL.

and “0” respectively. If a “1” is attempted to be written to this
cell, an error results. However, “0” can be written into this
cell. Thus, these cells can be regarded as stuck-at 0 defects
in Fig. 5. If some of the cells regarded as stuck-at 0 defects
may be “1” due to the read noise Zread, those errors can be
regarded as random errors and corrected by the standard ECC.

The defect information of stuck-at 0 defects can be obtained
by just one read operation before writing the ith WL. Before
writing the ith WL, the read operation is performed at the
given read level, i.e., pre-read operation. When the read level
for the pre-read operation, i.e., pre-read level ηpre is the
same as the read level η, the cells whose threshold voltages
are higher than the read level η can be identified by the
pre-read operation. Thus, the encoder can incorporate the
side information of defects and reduce the errors by highly
interfered cells.

The proposed scheme for SLC flash memories is described
in Algorithm 2. Using only one pre-read operation before
writing, the flash memory channel with the ICI in (17) can
be changed into (7) of binary memory with defective cells.
Now, we can combat the ICI by the proposed coding scheme
for memory with defective cells.

It is worth mentioning that S does not reveal the BL-to-BL
ICI from the same WL and the ICI from the (i + 1)th WL,
which are subsequent ICI since the pre-read operation is done
before the write operations of ith and (i+ 1)th WLs.

However, the effect of these subsequent ICI can be allevi-
ated by changing the pre-read level. Suppose that the pre-read
level ηpre is lower than the read level η as shown in Fig. 7.
A cell whose threshold voltage is between ηpre and η is a
vulnerable cell although it is not a stuck-at 0 defect. When
the data “1” is written to this cell, the ISPP cannot change the
threshold voltage of this cell and its threshold voltage is near
η. Thus, it is vulnerable to the subsequent ICI and read noise.
On the other hand, the cell’s threshold voltage will be higher
than a verify level of S1 by the ISPP if the data “0” is written
to this cell. Note that the verify level of S1 is higher than the
read level η.

Thus, by setting a pre-read level such that ηpre < η, we can
regard all the cells whose threshold voltages are higher than
the pre-read level ηpre as stuck-at 0 defects. Using coding with
side information of defects, only the data “0” will be written
to these cells. Thus, we can obtain more noise margin between
S0 and S1 and prevent the subsequent ICI and read noise.
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Fig. 8. Extension to MLC flash memories.

2) MLC: We can extend our proposed scheme to MLC
flash memory. Most MLC flash memories adopt the multi-
page architecture [7]. In 2 bits per cell flash memories, the
least significant bit (LSB) and most significant bit (MSB) are
mapped to two separate pages: LSB page and MSB page.
Since one page is the unit of data that is written and read
at one time, the ECC should be applied within the same page.

Fig. 8 explains the most widely used MLC write operation
in [8]. At the LSB page writing stage, the cell can be written
from “11” to “x0” as a temporary state just like SLC write
operation. Before writing the MSB page, a read operation is
required to detect the LSB page data. If the threshold voltage
of a cell is lower than ηtemp, then we decide that this cell is in
the erase state S0 (11) and the corresponding LSB data is 1.
During the MSB page writing stage, this cell is programmed to
either S0 or S1 depending on the MSB page data. Otherwise,
the cell is in the temporary state (x0) and its LSB data is
0. This cell is programmed to either S2 or S3 corresponding
to the MSB page data. It is worth mentioning that the MSB
page write operation can be separated by two sets of SLC
write depending on the LSB page data: 1) from S0 to S0 or
S1 and 2) from a temporary state to S2 or S3.

The ICI from the next WL can be reduced by performing
MSB page writing for a selected WL after writing the LSB
page of next WL [8]. The ICI from writing the LSB page in
(i+1)th WL can be compensated during writing the MSB page
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Algorithm 3 Proposed scheme for MLC
1: Get the message m for the ith WL’s MSB page.
2: Read operation with pre-read level ηpre,1 for the ith WL.
3: Read operation with pre-read level ηpre,2 for the ith WL.
4: Set the side information s where sj ∈ {λ, 0}n×1 by the

following rule:

sj =


0, if ηpre, 1 ≤ V(i,j) < ηtemp;

1, if V(i,j) ≥ ηpre,2;

λ, otherwise.
(21)

5: Determine d by Algorithm 1.
6: PLBC encoding by (10).
7: Write the codeword c into the ith WL’s MSB page.

in ith WL due to the page address ordering in Fig. 8(b). The
details of multi-page architecture and page address ordering
can be found in [7] and [8].

If the LSB page data detection is erroneous, the finally
programmed state can be wrong. Suppose that the LSB page
data 1 is misread as 0 because the threshold voltage of
corresponding cell is higher than ηtemp. If the MSB page data
is 1, then the final state will be S3 (10) instead of S0 (11) [41],
[42]. Hence, an error happens on the LSB page. We call this
error as internal error, which can result in a large magnitude
error (e.g., from S0 to S3 and vice versa). These internal errors
can be reduced by the proposed Algorithm 2 with the pre-read
level of ηpre,0.

However, much more random errors than internal errors
happen between S1 and S2. The reason is that the noise
margin between S1 and S2 is much smaller than that of erase
state S0 (11) and temporary state (x0) [42]. LSB page errors
occur between S1 and S2 and most of LSB errors are not
related to the side information of stuck-at 0 defects. Instead,
they depend on the noise margin between S1 and S2 decided
during the MSB write operation. Hence, we do not apply the
proposed scheme for LSB page although the proposed scheme
can reduce the internal errors in the LSB page. We note that
the proposed scheme for LSB page could be advantageous
for other MLC architectures which are different from the
architecture of [7].

Algorithm 3 describes the proposed scheme for two bits per
cell MLC flash memories. For the MSB page, the proposed
scheme can improve the decoding failure probability by using
the side information. Before writing the MSB page, two pre-
read operations at the pre-read levels of ηpre,1 and ηpre,2 are
required to obtain the side information. A cell whose threshold
voltage is between ηpre,1 and ηtemp will be regarded as a stuck-
at 0 defect. Also, a cell whose threshold voltage is higher
than ηpre,2 is regarded as a stuck-at 1 defect. By using this
side information of defects, the proposed scheme can improve
the decoding failure probability. The proposed scheme can be
extended to three and more bits per cell MLC flash memories
by the same way if their programming schemes are extensions
of two-phase MLC programming of Fig. 8. We note that the
proposed coding schemes for MLC flash memories should be
tailored by considering the programming schemes.

TABLE I
SIMULATION PARAMETERS OF FLASH MEMORIES.

Parameters Values

Initial threshold voltage
N

(
−4, 12

)
distribution

Verify levels
For SLC, ν1 = 1

For MLC, ν1 = 1, ν2 = 2.5, ν3 = 4.5

Incremental step voltage For SLC and LSB of MLC, ∆Vpp = 1

of ISPP For MSB of MLC, ∆Vpp = 0.25

(γWL-to-WL, γBL-to-BL, γDiag) (0.1× α, 0.08× α, 0.006× α)

Zread of (17) N
(
0, σ2

Zread

)

C. Dirty Paper vs. Dirty Flash Memory

In this subsection, we briefly explain the connections be-
tween writing on dirty paper [21] and coding for memory
with defective cells [22]. Imagine a sheet of lined paper (Costa
considered a sheet of blank paper in [21]). A flash memory
block is a sheet of paper and each WL corresponds to a row
between lines. If a row between lines is spacious, then the
writer can easily write a message between lines. In order to
write more messages on a sheet of paper, the writer tries to
narrow the space between lines (i.e., scaling down). However,
as the space between lines narrows, it is more difficult to write
a message without crossing the lines (i.e., ICI). Eventually,
after writing a message in a narrower space, the adjacent
rows have more dirty spots (i.e., stuck-at defects) due to the
ink marks crossing the line. One way to solve this problem
is to erase the dirty spots in a corresponding row before
writing. However, erasing a row is not permitted because of
the asymmetry between write and erase operations in flash
memory.

Now we consider another option instead of erasing a row
before writing. Assume that the writer knows the location of
the dirty spots, but the reader cannot distinguish between the
message and the dirt [21]. Hence, the problem of writing on
flash memory with the ICI can be considered as a Costa’s
writing on dirty paper, i.e., writing on dirty flash memory.
Since the dirty spots are changed into stuck-at defects by the
pre-read operation, writing on dirty flash memory is equivalent
to writing on (flash) memory with defective cells. Thus,
writing on dirty paper and memory with defective cells can
be bridged in NAND flash memories.

V. SIMULATION RESULTS

We present the simulation results of the proposed scheme
for flash memories. The simulation parameters are summarized
in Table I. The initial threshold voltage distribution (after
erasing a flash memory block) is assumed to be the Gaussian
distribution N

(
−4, 12

)
. ISPP was implemented with the pa-

rameters of the verify level for Si, i.e., νi and the incremental
step voltage ∆Vpp (see Section II-A). The variance of initial
threshold voltage distribution and the incremental step voltage
∆Vpp work for Zwrite of (17), which precedes the ICI. For
MLC flash memories, we adopted the programming scheme
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TABLE II
ALL POSSIBLE REDUNDANCY ALLOCATION CANDIDATES OF

[n = 1023, k = 923, l] PBCH CODES.

Code l r d0 d1 Notes

0 0 100 0 21 Only correcting random errors
1 10 90 3 19
2 20 80 5 17
3 30 70 7 15
4 40 60 9 13
5 50 50 11 11
6 60 40 13 9
7 70 30 15 7
8 80 20 17 5
9 90 10 19 3
10 100 0 21 0 Only masking defects

in [8] and [42] (see Fig. 8), which is one of the widely used
programming schemes.

The ICI SI is calculated by (1) where the coupling ratios are
(γWL-to-WL, γBL-to-BL, γDiag) = (0.1× α, 0.08× α, 0.006× α).
The scaling factor α represents the ICI strength, and the ratios
between γWL-to-WL, γBL-to-BL, and γDiag are taken from [3].
These ratios can be different for each product of flash
memory. The read noise Zread after the ICI is assumed
to the N

(
0, σ2

Zread

)
. The read noise would depend on the

program/erase (P/E) cycles, the retention time, and the read
disturbance. For a given read noise, we can adaptively estimate
the threshold distributions (or the corresponding read levels)
by leveraging prior work, e.g., [43], and then apply the
proposed coding schemes.

Most of our simulation results were based on PBCH codes.
The possible parameter sets of [n = 1023, k = 923, l]
PBCH codes are presented in Table II. However, the proposed
scheme can be combined with additive encoding LDPC codes.
After obtaining the defect information corresponding to the
ICI by the proposed scheme, this defect information can be
incorporated by additive encoding LDPC codes [25], [26].
In the two-dimensional magnetic recording (TDMR) channel
where the soft decision value is obtained without the read
speed degradation, [26] shows that additive encoding LDPC
codes with defect information corresponding to the channel
state of TDMR improve the decoding failure probability.

In Fig. 9, we compare the threshold distributions by the
traditional coding scheme and the proposed coding scheme
for the SLC flash memories. The threshold distributions are
obtained by the normalized histograms. Fig. 9 shows that
the proposed scheme can improve the threshold distribution
by using the side information of highly interfered cells and
vulnerable cells, which are regarded as stuck-at defects. In
contrast, the standard channel coding schemes cannot im-
prove the threshold voltage distribution. In particular, the
threshold distribution of the erase state S0 is improved since
the vulnerable cells in S0 are encoded into “0” and then
programmed into the state S1 (see Figs. 6 and 7). Since the
width of the threshold voltage distribution of S0 is reduced,
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and σZread = 0.25). If l = 0, then the side information is ignored, which is
equivalent to the BCH code.

the corresponding raw BER would decrease.
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The improvement of threshold voltage distribution depends
on the redundancy allocation (l, r) and the pre-read level ηpre.
Fig. 10(a) shows this relation where raw bit error rates (BER)
are plotted instead of threshold voltage distributions for clear
comparison. We can observe that the raw BERs are reduced by
allocating more redundancy l for masking defects. As shown
in Fig. 9, the more redundancy l can lead to the improvement
of threshold distributions.

Note that the improvement of raw BER levels off if the
coding masks most of the cells regarded as stuck-at defects.
Once the raw BER levels off, we should not waste more
redundancy l for masking defects because the total redundancy
l + r = n − k is fixed. If r is too small, we cannot correct
random errors due to the read noise Zread well. For lower pre-
read level ηpre, more cells are regarded as stuck-at defects, so
more redundancy l for masking defects is required to mask
stuck-at defects. If l = 0, then the pre-read level does not
affect the raw BER. It is because the coding ignores the side
information of defects for l = 0. Hence, the decoding failure
probabilities P (m̂ ̸= m) for l = 0 are the same for different
pre-read levels.

Fig. 10(b) shows that P (m̂ ̸= m) is improved by the
proposed scheme for the SLC flash memories. If l > 0, then
the encoder uses the side information of defects to improve
P (m̂ ̸= m). Note that P (m̂ ̸= m) depends on the pre-read
level ηpre since it controls the number of cells regarded as
defects. In order to minimize P (m̂ ̸= m), we should choose
the optimal redundancy allocation (l∗, r∗). For lower ηpre,
more cells are regarded as stuck-at defects. More defects
require more redundancy for l. For the given simulation
results in Fig. 10(b), the pre-read level ηpre = −1.4 and
(l∗, r∗) = (40, 60) minimizes P (m̂ ̸= m), which was im-
proved from 2.1 × 10−5 to 1.1 × 10−6 by using the side
information of defects. It is worth mentioning that the pre-
read levels and the redundancy allocations should be jointly
optimized to minimize P (m̂ ̸= m).

Fig. 11 compares P (m̂ ̸= m) of BCH codes and our
proposed scheme based on PBCH codes where l was opti-
mized for each channel parameters α and σZread of SLC flash
memories. Also, the upper bound on P (m̂ ̸= m) by (16) is
close to the simulation results. The raw BER and the empirical
probability of stuck-at defects are used for p and β in (16),
respectively. By using this upper bound, we can estimate
P (m̂ ̸= m) quickly without the computationally demanding
Monte-Carlo simulations especially for very low P (m̂ ̸= m).
Fig. 11(b) shows that the gain of scaling factor α by proposed
scheme is around 0.1. We can claim that α ∝ 1/D where D
denotes the distances between flash memory cells because the
parasitic capacitances are inversely proportional to D. Since
the density of flash memories is proportional to 1/D2, we can
claim that the density gain is about 19%

(
= 1.22/1.12

)
for

P (m̂ ̸= m) ≈ 10−6 in Fig. 11(b).
In Fig. 12, we compare P (m̂ ̸= m) of BCH codes, pro-

posed scheme based on PBCH codes, and LDPC codes for the
SLC flash memories. LDPC codes with column weight four
came from [44] and the read levels are chosen to maximize
the mutual information [12]. For P (m̂ ̸= m) ≈ 10−5, the
proposed scheme based on PBCH codes is comparable to
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Fig. 11. Comparison of P (m̂ ̸= m) (SLC, n = 1023, k = 923, and
R = 0.90).
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LDPC code with 2 reads although the read speed performance
is the same as LDPC code with 1 read. Since the read speed
degradation is more critical than write speed degradation in
many memory system applications, the proposed scheme has
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Fig. 13. The improvement of threshold voltage distribution and P (m̂ ̸= m)
(MLC, n = 1023, k = 923, R = 0.90, ηpre,1 = −0.5, and ηpre,2 = 1.5).

an advantage over soft decision decoding of LDPC codes. In
addition, the proposed scheme based on PBCH codes does
not suffer from error floor and can be estimated by the upper
bound in (16). If we are willing to accept the read speed
degradation, then the proposed scheme can be combined with
LDPC codes, i.e., additive encoding LDPC codes.

Fig. 13(a) shows that the proposed scheme can improve
the threshold voltage distribution of MLC flash memories,
especially between S0 and S1 as shown in Fig. 8. Since
this distribution improvement affects the MSB page data, the
proposed coding scheme can effectively improve the decoding
failure probability of the MSB page. Fig. 13(b) shows the
improvement of P (m̂ ̸= m) of the MSB page data by the
proposed scheme.

VI. CONCLUSION

We proposed a coding scheme with side information to cope
with the ICI of flash memories. Because of the unique prop-
erties of flash memory, the problem of combating the ICI can
be cast as the coding problem of memory with defective cells.
The proposed coding scheme improves the data reliability at

the cost of decrease in write speed performance whereas soft
decision decoding schemes degrade the read speed, which is
practically useful in many memory applications. Theoretically,
we bridge historic coding problems of writing on dirty paper
and coding for memory with defective cells by leveraging the
unique asymmetry property of flash memories. Although we
focus on the ICI of flash memories, it could be important
future work to take into account the program/erase cycles and
the retention time and adaptively decide the read levels and
pre-read levels.
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