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OVER THE LAST decade, and in-
creasingly so in the last few years, 
interest in artificial intelligence (AI) 
has grown exponentially not only in 
industry and research but also in all 
areas of modern society. Many claim 
that AI is revolutionary and will 
change everything, and already now, 
AI technologies are rapidly changing 
not only system performance and ca-
pabilities but also the ways in which 
systems are developed and how they 
evolve over time. The successful de-
ployment of machine learning/deep 
learning (ML/DL) models requires 
engineering solutions around them 
to ensure production quality and in-
dustry-strength deployment, that is, 
we need AI engineering.

The Challenges of 
Deploying AI Projects
Although some view AI as an evolu-
tion of traditional computer science 
(see also the “point/counterpoint” sec-
tion of this special issue), as editors of 
the special issue, we view the develop-
ment of ML-powered systems to be 
different from other software devel-
opment in that the resulting program 
and its ability to solve a given task de-
pend very much on the data and the 
examples it is trained on. This means 
that when you initiate a project, it is 
nigh impossible to say whether a sat-
isfactory solution can be found within 
given resource limits. To make matters 
worse, the skill sets needed in this dis-
covery or the R&D phase are not the 
same as for software development, but 
instead, R&D is usually done by data 
scientists who, when they have created 
a working prototype, need to hand it 
over to the engineers who will build 
the production system. Oftentimes, 
there are different coding practices, 
different frameworks allowed, and 
so on, and even though in principle 
it should be possible to replicate the 

results of the prototype with a new im-
plementation, it is often quite difficult 
to do that—frameworks are not 100% 
deterministic, new bugs are introduced 
in the redevelopment, and so on. 

However, when an organization is 
able to overcome these obstacles and 
others that are presented in the AI en-
gineering literature, great things can be 
accomplished. There are, of course, the 
incredible results of state-of-the-art AI 
research like AlphaFold or recent In-
ternet hits like GPT-3, DALL·E, and 
similar generative models as well as 
high-profile AI applications like auton-
omous transportation or AI-powered 
robotics. But also, in more mundane 
applications, ML is making a lot of 
progress: personalization of consumer 
services; less waste and better predict-
ability in industry; more efficient tools 
in administrative tasks; more accurate 
search applications; fast and accurate 
medical diagnostics support; and much 
more. In all of these latter applications, 
it is of utmost importance to get the en-
gineering sorted in an efficient and reli-
able manner. The applications may not 
always be as fanciful, but this is where 
society and industry will get true value 
from the use of AI, and hence, it is of 
absolute importance to create practices 
and tooling that support it.

When looking at the state of practice 
and the extent to which AI-enabled sys-
tems are deployed in practice, still only 
a smaller number of companies are re-
ally mastering the technology and us-
ing it for continuous development and 
improvement of their products. Despite 
large initiatives and investments, the 
vast majority of companies are in the 
starting phases of AI deployment and 
have not yet managed to go beyond 
the initial prototyping and experimen-
tation stages. In industry, most of AI 
today is related to ML and DL, which 
is AI based on automated analysis of, 
and generalization from, data that are 

either collected or generated. If look-
ing at state-of-the-art research on top-
ics related to AI, the primary focus is on 
obtaining efficient computation or un-
derstanding the AI modeling principles 
(such as explainable AI), and there are 
many promising prototypes using AI 
technologies.

Unfortunately, our research1,2,3 
shows that the transition from the 
prototyping and experimentation 
stages to the production-quality de-
ployment of ML/DL models proves 
to be a significant challenge for 
many companies. Though not rec-
ognized by everyone, the engineer-
ing challenges surrounding ML/DL 
model deployment are exceptional.

Typically, the first problem com-
panies face is a shortage in AI skills 
and expertise. And even if companies 
are equipped with skilled AI experts, 
these alone are not sufficient for 
building highly complex, software-
intensive, and AI-enabled systems 
that scale in domains that might be 
subject to safety-critical regulations. 
Instead, there is a need for interdisci-
plinary teams that include AI exper-
tise as well as data science, domain 
knowledge, and in particular, soft-
ware engineering (SE) expertise.4,5

Beyond the problem related to 
skills and expertise, companies face 
a number of additional challenges. 
Throughout the development process 
of AI-enabled systems, the main chal-
lenge is not to develop the best model 
or algorithm but to build a process 
that provides support for the entire 
lifecycle of a system1,6 from a busi-
ness idea; the collection and manage-
ment of data; software development 
in which both code and data depen-
dency must be under management 
control and in which a large amount 
of code is glue code;7 product deploy-
ment and operation; and its continu-
ous evolution. The need for specific 
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support of SE for AI, that is, sup-
port for managing the entire lifecycle 
from idea to industry-strength opera-
tion and evolution, has been identi-
fied in the SE community8,9 as well 
as in the AI industry.1,10

Overview of the Special 
Issue Articles 
The aim of this special issue is to pro-
vide a venue for sharing practical ex-
periences and research results on the 
new challenges that are emerging in 
SE and that AI/data science engineers 
and software engineers are facing in 
the development of AI-enabled soft-
ware systems (that is, systems that in-
clude AI components and functions). 
The special issue includes five articles 
and a “point/counterpoint” discus-
sion. Next, we give a brief overview 
of the content of the special issue.

The article by Rodríguez-Mancini 
et al. addresses the challenge that we 
already raised earlier in this discussion: 
many AI-enabled systems experience 
significant amounts of glue code and 
what the authors refer to as tech stack 
sprawl. This can lead to high levels of 
technical debt in the system, which, in 
time, tends to cause high maintenance 
and evolution cost. As a solution, the 
authors propose a fractal approach 
to modeling data processing pipelines 
where each data processing unit is a 
composition of lower level data process-
ing elements. In addition, the authors 
present a three-step process to develop 
fractal data processing pipelines.

The article by Sen et al. addresses 
the problem of data quality that, in 
our experience, virtually all AI-en-
abled systems struggle with. The au-
thors specifically focus on the domain 
of industrial Internet of Things (IoT) 
systems, covering the entire scope 
from edge to cloud. The authors use 
ML/DL models both to identify er-
roneous data in unsupervised data 

pipelines as well as to repair erro-
neous data to ensure the proper op-
eration of systems. As most data in 
industrial IoT systems tend to follow 
a periodic pattern, the authors make 
use of time series models that are first 
trained on normal data and then used 
to detect and repair erroneous data.

The article by Vaidhyanathan 
et  al. focuses on the process aspects 
of developing ML-enabled systems. 
The authors recognize that although 
practitioners (as well as the academic 
research community) have been work-
ing on identifying and solving chal-
lenges related to, for example, the 
development, deployment, and testing 
of ML-enabled systems, there is little 
work on methodology and how to 
benefit from agile practices in the de-
velopment of ML-enabled systems. To 
address this gap, and based on the ex-
periences from a small, medium-sized 
enterprise developing a computer vi-
sion-based solution, the authors pres-
ent the Agile4MLS process. As shown 
in the article, this process enables agil-
ity; fosters collaboration; helps practi-
tioners manage uncertainties; and 
increases the release frequency in the 
development of ML-enabled systems.

The article by Sagodi et al. rec-
ognizes how engineering AI-enabled 
systems goes beyond merely building al-
gorithms. The authors emphasize how 
building industrial solutions, including 
AI components, requires algorithms 
to be embedded into mature and com-
plex products and how this poses novel 
challenges for software engineers. In 
the article, the authors illuminate how 
interdisciplinary collaboration; defini-
tion and agreement on AI added value; 
and expectation management are vital 
for successful AI engineering. Based on 
use cases and significant domain expe-
rience, the authors provide an overview 
of challenges and solutions in engineer-
ing AI-enabled systems in the context 

of manufacturing, and they highlight 
the need for an integrated interplay 
among AI, data, and the specifics of the 
domain.

The article by Nili et al. addresses 
the lack of guidance for managers on 
how to manage uncertainties associ-
ated with the deployment of AI tech-
nologies. The authors draw on their 
experiences in the public sector to 
identify challenges that managers typi-
cally face; to describe patterns related 
to what AI deployment uncertainties 
are; and to provide strategies for how 
managers can tackle these challenges. 
The authors recognize that although 
contextual and cultural particularities 
might make some recommendations 
more or less effective, there are indeed 
recommendations that are relevant for 
all. As part of the actionable insights 
the article provides, the authors em-
phasize how the successful deployment 
of AI technologies involves not only 
the technologies but also the transfor-
mation of people, processes, and data-
related regulations that support new 
information-driven business models.

We are grateful for and excited 
about the “point/counterpoint” dis-
cussion provided by Mary Shaw and 
Liming Zhu. They discuss whether 
AI engineering should be viewed as a 
significant novel and radically differ-
ent field or if it is an evolution of SE 
as we have studied it for decades. Al-
though we as guest editors take the 
position that AI engineering brings 
with it a set of novel engineering 
challenges that were not present in 
traditional SE, it is important to dis-
cuss where SE can provide solutions 
also to AI-enabled systems.

A s a short reflection on the 
future of AI, as guest edi-
tors, we see two interest-

ing trends in the companies that 
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we work with, that is, from central-
ized to decentralized and from offline 
to online training. Traditional AI ap-
proaches tend to be centralized in that 
all data are brought to a central loca-
tion for training the models, and the 
resultant model is then distributed for 
operation. Although this traditional 
model has resulted in wonderful in-
novations, it is also very expensive in 
terms of infrastructure; complicates 
working with sensitive data; and results 
in a one-size-fits-all ML/DL model. 

As we work a lot with the em-
bedded systems industry, where 
companies typically have hundreds, 
thousands, if not millions of devices 
in the field, we see a clear inter-
est in using these devices in feder-
ated setups as the computational 
resources in these devices are not 
always fully engaged. Also, for suit-
able use cases, we see experiments 
with online training models, such 
as reinforcement learning, bringing 
the training from offline to online. 

The combination of federated and 
reinforcement learning addresses 
some of the key challenges associ-
ated with centralized and offline ap-
proaches, and hence, we believe that 
AI engineering will need to focus on 
supporting these new approaches to 
employing AI as well.

Finally, in the process of proposing 
and defining the special issue, our dear 
friend and colleague, Ivica Crnkovic, 
passed away unexpectedly. As close 
colleagues, and in this context, part of 
the guest editor team, we are all still 
coming to terms with this incredible, 
very sad loss for us as Ivica’s friends 
and close colleagues as well for the SE 
community at large. At his funeral, 
where we had the privilege to be pres-
ent, the priest described Ivica as a per-
son “larger than life.” This is an apt 
description for all of us who had the 
opportunity to work with him. His 
kind, friendly nature combined with 
a strong research direction and ambi-
tion made him a treasure. Ivica was 
instrumental in shaping the AI engi-
neering community, and this special 
issue is part of his legacy. 
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