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AT GOOGLE, WE regularly get 
asked to help teams measure how 
different developer tools and pro-
cesses impact productivity. A com-
mon form of this request is a team 
that has built a new developer tool 
and wants to show that this tool in-
creases developer velocity. 

Speed, Ease, and Quality
Yet developer velocity is clearly not 
the only goal; we also want to build 
high-quality products. After all, we 
can easily increase velocity…by 
removing code review or test suites. 
Doing so might make our developer 
velocity appear faster, but it would 
clearly not be a good strategy for 
the company. So while we do want 
higher velocity, we don’t want it to 
come at the expense of our software 
quality. We also don’t want it to 
come at the expense of our engineers; 
we could increase velocity by asking 
everyone to work overtime, but that’s 
also going to be trading off short-
term positive gains for long-term 
negative impact.

Due to these tradeoffs, we mea-
sure three components of developer 
productivity: speed, ease, and quality. 
Even if we are expecting to influence 
only one of those three, it’s impor-
tant to measure all three components 
to ensure that we aren’t making an 
unexpected tradeoff. This is not an 
unheard of idea; Microsoft uses the 
SPACE framework,1 which has sev-
eral overlapping concepts, and both 
frameworks have their origins from 
a Dagstuhl seminar in March 2017 
where 27 researchers from across aca-
demia and industry gathered to discuss 
developer productivity.2 At the end of 
that seminar, we had a similar set of 
components and published the discus-
sions in a book.3 In the end, it doesn’t 
really matter which specific compo-
nents one uses; what matters is the 
recognition that developer productivity 
is a complex topic with several inter-
woven factors, and we need to measure 
each of them to ensure that we get a 
complete picture of productivity.

In this installment of our column, 
we’re going to dive in on just one of 
these components: quality. Of the 
three components, quality is the most 
difficult to measure because it is also 

the most difficult to define. What is 
software quality anyway? Software 
quality means different things to dif-
ferent people. To the vice president 
concerned about their business, high 
software quality means having a 
product that people want to use, pay 
for, and recommend to others. To 
the developer, high software quality 
means that the code itself is maintain-
able and easy to work with. To opera-
tions, high software quality means a 
site that is reliable, fault tolerant, and 
resilient to security threats. These are 
all valuable perspectives on software 
quality, but if these three people en-
ter into a conversation about “how 
will we increase software quality,” 
they’re likely to find disagreement in 
how they approach the problem and 
how they measure success. We’ve seen 
these conversations play out even at 
Google, so it became imperative for us 
to provide everyone with a shared un-
derstanding of software quality that 
would encompass these viewpoints 
and how they interact.

Four Types of Software Quality
To better understand what “quality” 
means to a software developer, we 
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conducted two series of interviews 
with developers at Google. In the first 
series, we asked eight engineers about 
code quality, and in the second series, 
we asked a different set of nine engi-
neers about product quality. (Notice 
that we asked only engineers for their 
takes on these topics; we did not spe-
cifically ask product managers, execu-
tives, or other roles.)

Before the code quality interviews, 
we did an extensive literature review 
to understand how the research treats 
code quality. We looked for closely 
related terms and identified the goals 
of the research and the approach to 
understand what underlying theory 
the researchers had about code qual-
ity. For example, in “The Influence 
of Organizational Structure on Soft-
ware Quality,” Nagappan et al.4 ex-
plore whether metrics about code 
ownership are predictive of failures 
in released binaries; this indicates 
that they are presuming that the de-
fect rate is a component of software 
quality. Meanwhile, in “Program Com-
plexity Metrics and Programmer 
Opinions,” Katzmarski and Koschke5 
explore whether complexity metrics 
are correlated with developer percep-
tions about their ease of modifying 

the software; this indicates that they 
are presuming that maintenance is 
the target. We found that there were 
seven items that regularly appeared 
in the research literature related to 
code quality

•	 defect rate
•	 reliability
•	 maintainability
•	 testability
•	 complexity
•	 comprehensibility (clarity of over-

all purpose/structure)
•	 readability (clarity at line/method 

level).

In our interviews, we first asked 
the engineers how they would define 
code quality. We also asked how they 
would describe the impacts and conse-
quences of code quality on their own 
productivity, their projects, their de-
pendent projects, and the organization 
as a whole. Finally, we asked the engi-
neers which of the seven items noted 
earlier influences their satisfaction 
with code quality in their projects.

We ran a similar series of inter-
views about product quality with 
nine engineers. As in the first set, we 
asked the engineers to define product 

quality. We also provided the follow-
ing list of attributes and asked en-
gineers about their relation with 
product quality:

•	 ability to meet user’s needs
•	 performance and reliability
•	 product complexity
•	 privacy and security
•	 innovativeness.

Finally, we asked the engineers the 
extent to which code quality impacts 
product quality.

Based on these interviews and read-
ing the prior literature on software 
quality, we’ve created a “theory of 
quality” that posits that there are four 
types of quality that influence each 
other. Figure 1 includes a nonexhaus-
tive list of indicators of each type of 
quality. While there are other major 
influencing factors as well, and while 
these types of quality also influence 
other aspects of the development pro-
cess, we theorize that they have the re-
lationship shown in Figure 1.

Process Quality
Our theory is that everything begins 
with a high-quality development pro-
cess. Signals of a high-quality process 

FIGURE 1. A theory for how "software quality" is broken into four component types. The arrows represent the direction of influence: 

process quality is believed to influence code quality.
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include things like having comprehen-
sive and deterministic testing, thor-
ough code reviews, organizational 
consistency, and an effective planning 
process. There is good evidence that 
these measures can predict the over-
all software quality; multiple studies 
have shown that process-based met-
rics are more predictive of postrelease 
defects than existing code quality met-
rics.4,6,7,8,9 Our theory is that when 
an organization has higher process 
quality, it does lead to higher code 
quality, but perhaps existing "code 
quality" metrics are not capturing the 
underlying phenomenon of code qual-
ity. Therefore, the research literature 
is capturing the influence of process 
quality on system quality instead. 

Code Quality
The entire point of achieving a higher 
process quality is to have a higher 
code quality. But what is code qual-
ity? All eight of our participants in 
the code quality interviews defined 
code quality as primarily relating to 
maintainability, and they viewed test-
ability, comprehensibility, complex-
ity, and readability as subcategories 
of maintainability. This is consistent 
with a recently published study by 
Börstler et al.10 about developer per-
ceptions of code quality, where their 
interviews of 34 developers found 
nearly identical results. 

Overall, our developers described 
code quality as the ease of working 
with and understanding the code so 
that they can easily make changes to 
it. Developers noted that, with high-
quality code files, “you know immedi-
ately what it’s trying to do” and that 
“it’s neatly organized into files, each 
with its own piece of logic.” When 
developers see high-quality code, 
they are seeing code that has a clear 
purpose; the code provides a single 
and coherent mental model for the 

developer. This clarity is what makes 
it easy to comprehend and easy to 
modify later.

The impact of code quality on re-
liability and fewer defects was more 
tenuous; only half of our participants 
stated that these are connected. The 
other half noted that other factors 
could impact reliability and defect 
rates (“Code can still break even 
if there were no bugs due to exter-
nal factors”) or that reliability may 
not even fully depend on code qual-
ity at all (“I’ve seen lots of reliable 
code that’s poor quality.”) They in-
dicated that while these are related, 
they are not the same concept as 
“code quality.”

Developers noted that the impact 
of code quality was twofold, though; 
while it improves the quality of the 
system by reducing defects and in-
creasing reliability, high code quality 
also leads to higher velocity for them-
selves. Maintainability in particular is 
important because, as one developer 
put it, “Code is written once and read 
many many times—everyone within 
the system has to understand and be 
able to make changes to it.” We’ve 
seen this connection before though; in 
prior research, we found that develop-
ers’ perceptions of code quality were 
early indicators of their later percep-
tions of developer velocity.11 This is 
interesting because it highlights that 
our three components of productiv-
ity (speed, ease, and quality) are not 
always in strict tradeoffs with each 
other; in some cases, they can also 
amplify each other.

System Quality
System quality is where we shift from 
“quality as the developers see it” to 
“quality as the business sees it.” Most 
developers hear “software quality” 
and think about their code and pro-
cess quality, but when you talk with 

executives and product managers, 
they’re more interested in product 
quality. (This insight comes from ca-
sual discussions with executives and 
product managers, not the interview 
studies.) These two viewpoints come 
together at system quality, and in-
deed, we’ve seen that most discus-
sions between these groups at Google 
result in a focused discussion about 
system quality. However, these two 
viewpoints can cause a disconnect; it 
can result in an engineering executive 
asking for higher product quality (be-
cause they want to increase customer 
satisfaction) and then being surprised 
when the software developers respond 
by improving their code’s modularity. 
While we hypothesize that these are 
connected through system quality, the 
connection isn’t obvious to both par-
ties; each is only thinking about their 
half of the work.

A high-quality system has high re-
liability, high performance, and low 
defect rates. Having high code quality 
is a necessary requirement for having 
high system quality, but factors such 
as security and privacy can really be 
measured only at the system level, and 
they also play a part in overall system 
quality. Similarly, high system qual-
ity is a necessary, but not sufficient, 
requirement for having high product 
quality; there are other factors that 
come into play at the product quality 
level as well.

In our experience, one of the larg-
est difficulties with measuring system 
quality is the sparsity of data. Out-
ages are (and should be!) a very rare 
event. This means that if a team had 
only two small outages in a year, and 
then they had no outages in the next 
year, we can’t really tell for certain 
whether system quality improved. 
It might have, or it might be that we 
were measuring statistical noise, and 
they just got lucky. Similarly, security 
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threats and privacy incidents are very 
impactful but also very rare. In all 
these metrics, we’re aiming for a met-
ric value of “zero,” but it’s hard to tell 
whether we’ve actually improved on a 
single project.

Process and code quality metrics 
enable tracking of the indicators that 
determine system quality. Whether 
they are validated metrics derived 
from logs or are based on self-report 
data from engineer surveys, such mea-
sures allow engineers to communicate 
areas in need of attention as well as 
the impact of code health investments. 
Without these intermediary metrics, 
stakeholders may think that a year 
with no outages is evidence that the 
system is high quality because they 
lack visibility into how developers are 
experiencing the code base and the 
ways in which it may be slowing them 
down. If stakeholders interpret a low 
defect rate as a guarantee of high-qual-
ity code, they may encourage a more 
exclusive focus on launching features 
to improve product quality without 
allocating sufficient resources to im-
prove a potentially high-risk system.

In a year with no outages or inci-
dents, two realities could be at play. 
In the worst-case scenario, developers 
may have been effective at inefficiently 
working around various weaknesses 
to prevent bugs in a poorly operat-
ing system. In the best-case scenario, 
developers were working in a system 
with a low risk of defects and were 
free to focus on enhancements and 
iterating on new features. Without 
code quality metrics, leadership can’t 
be sure, and they won’t know how to 
direct engineering efforts to ensure de-
veloper velocity and product quality 
over the long term.

Product Quality
Product quality is primarily experi-
enced by the customers, but we did 

also ask developers about how they 
thought of product quality. In these 
interviews, developers identified three 
key factors of product quality: utility, 
usability, and reliability. Interestingly, 
engineers identified “innovativeness” 
as a distinct concept that is not part 
of product quality. One engineer ex-
plained it like this: “I think quality 
is how well does it do what it says 
it’s doing, and innovativeness is like 
whatever it says it’s doing—Is that in-
teresting or not? Is that complicated 
or not? Is that… exciting or not?”

Engineers noted that they primar-
ily have influence over reliability but 
that they worked with product man-
agers and with user experience de-
signers and researchers to contribute 
to the utility and usability of their 
product. Engineers made the connec-
tion back to code quality in two ways. 
They again noted that low code qual-
ity can slow the engineering velocity 
and consequently delay product im-
provements or even render them in-
feasible. The participants also made 
the connection to lower code quality 
increasing the risk of defects (and thus 
system quality), which would influ-
ence product quality.

Connecting the Types  
of Quality
These four types of quality are not 
wholly independent of each other. We 
do theorize that there’s a connection 
between these—that process qual-
ity affects code quality, which affects 
system quality, which affects product 
quality. Research has already shown 
that some process quality metrics can 
be used to predict defect rates (system 
quality). The connections are tenuous, 
though, and other research has shown 
that the predictive power is not con-
sistent across projects6,12,13,15,15 and 
not reliable over time.6,14,16 For ex-
ample, Nagappan et al.12 attempted 

to predict postrelease defects using 
code quality metrics, but each project 
had a different set of metrics that pre-
dicted defects. Most concerning was 
the work by Ekanayake et al., which 
found that, even for a single project, 
the predictive value of metrics de-
creased significantly over time. Our 
field needs more research to under-
stand why we are seeing such results 
when our intuition would say that the 
metrics of quality should be the same 
across products and should be stable 
across time for a given product.

We hypothesize that part of the 
problem here is that the existing code 
quality metrics are not actually mea-
suring the underlying concepts of code 
quality, as engineers see them, which 
is possibly what is leading to those 
metrics not being predictive of system 
quality. Plenty of prior research, for 
example, has found that cyclomatic 
complexity is effectively the same as 
measuring lines of code,17 to the point 
that controlling for this effect through 
some means is now standard practice 
in the research community. This makes 
cyclomatic complexity a poor proxy 
of code quality, which is likely why so 
much research has found that it doesn’t 
predict defect rates or represent devel-
opers’ views of complexity.10 That’s 
only a single example, but given the 
depth of this space, there are many fur-
ther opportunities for improved met-
rics across all four types of quality.

What Does an Engineering 
Lead Do With This?
Our theory provides a more nuanced 
view of quality, which we hope leads 
to better outcomes when in discus-
sions about how to improve soft-
ware quality by ensuring that all 
participants are referring to the same 
thing. If the team is trying to improve 
product quality, this might indeed re-
quire improving process quality and 
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code quality, but everyone needs to 
be aware that product quality is the 
end goal, and the connection between 
the changes being made and prod-
uct quality needs to be clear. While 
increasing test coverage might help 
product quality a little bit, the connec-
tion is farther away. It might be better 
to focus on (and measure the impact 
of) changes to system quality. Mean-
while, if the team is concerned with 
code quality, there is a different set of 
metrics to consider, and focusing on 
improved process quality might be in 
order. The actions taken to improve 
software quality—and the metrics to 
measure it—depend on which type of 
quality we want to improve.

In this article, we explored the 
components that make up soft-
ware quality, but that’s only one 

aspect of the entire story around pro-
ductivity. In future articles, we’ll also 
look at how we’ve tried to reason 
about speed and ease as well as the 
connection between these three com-
ponents of productivity. The most 

important part when measuring pro-
ductivity, though, is recognizing that 
there are many aspects at play here, 
and measuring only one of them will 
result in inadvertent consequences. Even 
within a single component, such as 
quality, we quickly find that there are 
many forms of quality, and it’s impor-
tant to recognize which one we are try-
ing to improve so that we can use the 
best possible measures of impact. 
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