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Abstract—The recent deployment of distributed battery units
in prosumer premises offer new opportunities for providing
aggregated flexibility services to both distribution system opera-
tors and balance responsible parties. The optimization problem
presented in this paper is formulated with an objective of cost
minimization which includes energy and battery degradation cost
to provide flexibility services. A decomposed solution approach
with the alternating direction method of multipliers (ADMM)
is used instead of commonly adopted centralised optimization to
reduce the computational burden and time, and then reduce scal-
ability limitations. In this work we apply a modified version of
ADMM that includes two new features with respect to the original
algorithm: first, the primal variables are updated concurrently,
which reduces significantly the computational cost when we have
a large number of involved prosumers; second, it includes a reg-
ularization term named Proximal Jacobian (PJ) that ensures the
stability of the solution. A case study is presented for optimal
battery operation of 100 prosumer sites with real-life data. The
proposed method finds a solution which is equivalent to the cen-
tralised optimization problem and is computed between 5 and 12
times faster. Thus, aggregators or large-scale energy communities
can use this scalable algorithm to provide flexibility services.
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NOMENCLATURE
Abbreviations
ADMM Alternating direction method of multipliers
ALFM  Aggregated level flexibility management
ALFO  Aggregated level flexibility offer
BRP Balance responsible party
DSO Distribution system operator
EU European Union
FD Flexibility device
FR Flexibility request
HEMS Home energy management system
LFM Local flexibibility market
P2pP peer-to-peer
PJ Proximal Jacobian
PTU Programing time unit
PV Photovoltaic
SOC State-of-charge.
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Price at energy part for buying electricity
period ¢ in site i [EUR/kWh]

from  BRP/DSO

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

in

in

in


https://orcid.org/0000-0002-4911-475X
https://orcid.org/0000-0003-4347-1470
https://orcid.org/0000-0003-4349-5923
https://orcid.org/0000-0002-3293-7258
https://orcid.org/0000-0002-4060-1877
https://orcid.org/0000-0003-4372-2575
https://orcid.org/0000-0002-5628-1660

3258

Py Penalty cost for curtailing photovoltaic energy
production [EUR/kWh] of site i in period ¢

Pff’t” Price at energy part for buying electricity in
period ¢ in site i [EUR/kWh]

th Maximum battery charging energy per time unit
in site i [kWh]

Q;ﬁs Maximum battery discharging energy per time
unit in site i [kWh]

SI»LT Amount of time intervals in battery lifetime in
site i [years]

Wib‘” Battery voltage charging tuning factor in site i

Wil’t Inflexible load consumption in period ¢ in
site i [kKWh]

Wtb‘”" Aggregated baseline consumption in
period ¢ [kWh]

W Aggregated electricity consumption in period
after meeting the flexibility request [kWh]

XieXp Maximum electricity export capacity of site i per

. period [kWh]
X;mP Maximum electricity import capacity of site i per

period [kWh].

Parameters ADMM

gdual Dual error threshold

el Primal error threshold

y Damping parameter

k;k) Dual variable for constrained period ¢ in iteration k
p® Penalty parameter in iteration k

pdecr Decremental parameter to decelerate penalty

parameter p
gher Incremental parameter
parameter p

to accelerate penalty

CT™™  Maximum computation time threshold
K4 Penalty for the dual error
K Penalty for accumulated primal error
r,(k) Primal error for constrained period ¢ in
iteration k [kWh]
sﬁk) Dual error for constrained period ¢ in
iteration k [kKWh].
Variables
f?y Amount of electricity bought in period ¢ by
site i [kWh]
lef” Amount of electricity sold in period ¢ by
site i [kWh]
Sibf’ Binary variable=1 if battery of site i is charged in
period ¢, else O
Sff'fy Binary variable=1 if site i is importing electricity
in period ¢, else 0
(Sf,‘;” Binary variable=1 if site i is exporting electricity
in period ¢, else 0
Vit Amount of electricity produced from generating
unit in period ¢ in site i [kWh]
iffi’Ch Battery charging energy in time step ¢ in segment
~jin site i [kWh]
isyff}’d” Battery discharging energy in time step ¢ in seg-

ment j in site i [kWh]
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isf“‘;’mc Amount of electricity stored in the battery segment
Jj in time step ¢ in site i [kWh]
oif'f’ Battery charging energy in time step ¢ in
site i [kWh]
oft” Battery discharging energy in time step ¢ in

site i [KWh]
o o° Battery SOC in time step ¢ in site i [kWh]

aiff' Amount of electricity charged to the battery unit
_ in period ¢ in site i [kKWh]
o,.‘ff Amount of electricity discharged from the battery

unit in period ¢ in site i [kWh]
o7 Battery SOC of site i in time step ¢ at the end of
period ¢ [kWh]
Total cost for activating flexibility in period ¢ in
site i [EUR]
a™ "(.) Battery inverter charging efficiency function [p.u.]
a™ 45 (.) Battery inverter discharging efficiency function

[p.u.].
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I. INTRODUCTION

N THE context of smart grids and flexibility services in

place, balance responsible parties (BRPs) and distribution
system operators (DSOs) can benefit by activating flexibil-
ity in distribution grids. Electricity price volatility in Europe
is increasing in electricity markets during scarcity periods,
for example due to fluctuating generation. Additionally, dis-
tributed generation could compromise the stable operation of
distribution grids and cause congestions.

In this scenario, remotely controlled distributed batteries at
prosumer premises could help to provide flexibility services
for dealing with the issues mentioned above, like INVADE
H2020 project proposes [1]. An energy cloud platform can
remotely manage batteries and it can be operated by an aggre-
gator with a portfolio formed by a group of prosumer sites.
These sites can belong to different BRPs and DSO, and they
can be grouped according to their grid and BRP zones. For
instance, all sites with contracts of flexibility provision for
DSO service within the same grid zone can be operated to
respond to a DSO flexibility request (FR). A grid zone is a
group of end-users defined by the DSO according to its con-
fidential information such as grid configuration and potential
congestions. Therefore, DSOs can increase their grid capac-
ity to host more renewable generation or reduce network
congestions during peak production or consumption periods
respectively. Similarly, during the periods of high prices, BRPs
could maintain their day-ahead generation and consumption
portfolio by activating flexibility instead of paying penalties
for their deviations or paying high intraday market costs to
keep their energy portfolio [2]. The present paper deals with
the short-term operation of distributed batteries behind-the-
meter in order to provide flexibility services to BRPs or DSOs
at the minimum cost.

A. Home Energy Management Systems

Previous work in topics of decision-making at site level
and home energy management systems (HEMS) include
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optimization algorithms to find the best possible schedul-
ing of flexibility devices (FDs). Therefore, HEMS algorithms
consider that sites are independent of each other, metered sep-
arately and focuses on individual site’s benefit. A detailed
analysis of HEMS and FD is presented in [3], [4], which
present different types of optimization problem formulations
to achieve similar objective functions. Profitability and opera-
tion possibilities of distributed generation, home batteries and
electric vehicles depend on the electricity tariff structure for
the point of connection. For instance, [5] presents different
electricity markets and electricity tariff structures for HEMS.
Reference [6] provides an economic analysis of storage for
self-consumption in Germany and concludes that the cases
with high demand and larger PV installations are the only
profitable cases. However, aggregated flexibility services can
provide additional value for storage owners and the present
paper provides two optimization algorithms that combines both
site and their aggregated level solution.

B. Aggregated Flexibility Services

Moreover, aggregated flexibility can be used not only for
providing technical services to cope with distribution grid con-
gestion issues [7] or to increase the grid hosting capacity [8],
but also can help to improve the efficiency of electricity mar-
kets [9]. For instance, [10] presents a collection work that
represents current trends in energy management systems from
the aggregators point of view. In addition, [11] proposes a
centralised method for aggregators to schedule flexibility in
different electricity markets. Furthermore, [12] discusses the
potential value that aggregators may provide under different
regulatory frameworks and how the inadequacy in regulation
can harm other power system objectives.

The most recent works include battery aggregated opera-
tion in distribution grids [13]-[22]. Reference [13] presents an
analysis of operating central storage units directly connected
to medium-voltage grids to provide power system services.
Reference [14] compares the technical service provision to
self-consumption maximization service using a centralised
battery at distribution level. However, [13], [14] do not
consider distributed batteries at prosumer level which can
change their operation with an economic incentive mechanism.
Furthermore, [15] formulates a HEMS capable of providing
flexibility to DSOs and [16] presents a bi-level agent-based
optimization algorithm including the DSO operation cost.
Unfortunately, this algorithm cannot be implemented in some
countries. For instance, the European Union (EU) electricity
market unbundling does not allow to merge DSO and end-
users objectives as grid information cannot be shared with
aggregators. Thus, current studies for European Union appli-
cations assume DSO quantifies the flexibility needed to solve
the grid problem in accordance to their operating costs as
a separate problem and the aggregator assists the DSO by
grid zones as suggested in [17] and [18]. Reference [19]
presents a flexibility provision HEMS and it is solved with an
heuristic particle swarm optimization algorithm. Though, aug-
mented Lagrangian methods facilitate to find optimal solutions
in a reasonable computational time in a distributed manner.
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Finally, [20] presents a market based flexibility exchange
framework for multiple aggregators competing to solve the
same congestion problem. It provides basis to formulate algo-
rithms that are capable to deal with multiple aggregators
and the work presented in this paper answers the question
regarding re-scheduling FDs where an aggregator needs to
compromise by activating a certain flexibility volume. The
case of multiple aggregators competing for the same service
is out of the scope of this paper.

Another way of handling large-scale flexibility portfo-
lios is using aggregation and disaggregation techniques
like [21], [22]. Reference [21] presents a scalable aggregation
decision-making algorithm for scheduling electric vehicles.
Reference [22] presents a scalable approach for flexible energy
systems based on zonotopic sets. Instead of using aggre-
gation and disaggregation steps for decision-making, this
work has the advantage of using simple formulation of site-
level cost functions and constraints while managing sensitive
information independently.

C. Alternating Direction Method of Multipliers

The alternating direction method of multipliers (ADMM) is
a decomposition algorithm for distributed convex optimization,
but it can be also considered as an heuristic algorithm for
solving non-convex problems [23]. Nowadays, ADMM is
widely applied in distributed computing environments for
power systems. ADMM can be used to solve problems involv-
ing large amount of data and variables in the field of smart
grids. For example, a fully distributed optimal power flow
problem is presented in [24], and [25] suggests an ADMM
approach for a generation investment problem in electric-
ity markets. Reference [26] presents a distributed dispatch-
ing ADMM-based algorithm for coordinating PV inverters
and conventional voltage regulation devices in distribution
networks. Regarding load restoration strategies, [27] shows
an algorithm for unbalanced distribution systems considering
distributed energy resources local control and [28] presented
a coordination algorithm to restore transmission and distribu-
tion systems, both based on ADMM In the field of ancillary
services and real time prices, [29] shows a decentralised multi-
block ADMM for primary frequency control and [30] proposes
a distributed consensus-based ADMM algorithm to activate
demand response considering communication uncertainties.

Cloud computing services and big data research can also
benefit from ADMM algorithms as they allow to distribute
computational power to solve different sub-problems that can
be assigned to different processing units [23]. Reference [31]
presents the mathematical formulation of network energy
management, robust state estimation and security constrained
optimal power flow problems in a distributed manner via
ADMM. Reference [32] formulates the parallel multi-block
ADMM for generic problems like exchange problem, ¢1-
minimization and distributed large-scale ¢1-minimization, and
tested them on a cloud computing platform.

For applications regarding energy management in smart
grids, [33] reviews the work of different authors on
community-based and peer-to-peer (P2P) market mechanisms.
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Reference [34] solves a novel cost allocation in P2P
electricity markets using the consensus ADMM algorithm.
Reference [35] formulates a distributed operation of energy
collectives using an ADMM algorithm by varying penalty
parameter adapted to each case study. Reference [36] presents
a distributed optimization for community microgrids where
each site has its own HEMS. However, the applied ADMM
method is very case-sensitive to the augmented Lagrangian
penalty parameter for meeting the energy balance constraint.
Therefore, this paper presents a novel two-steps accelerated
method which uses the Proximal Jacobian regularization to
find optimization solutions faster without large variations in
the objective function.

D. Summary of Contributions

Under the before mentioned change of paradigm presented
in the previous references about energy/flexibility exchanges
at distribution level, the present paper aims to contribute in
the area of large-scale aggregator portfolio optimal scheduling.
The main contributions of this paper are threefold:

o Formulation of a centralised optimization problem for
aggregated flexibility service provision from prosumers
with batteries to third parties like DSOs and BRPs con-
sidering battery ageing factors. The framework of this
problem includes an aggregator in charge of scheduling
batteries for prosumer minimum cost operation under two
situations: regular operation and constrained operation
when BRP/DSO send a flexibility request to aggregator.

« Distributed version of the previous aggregation problem
including the detailed battery ageing model using a novel
accelerated ADMM algorithm to find suitable solutions in
less than 10 minutes. This problem could be suitable for
centralized aggregator as a decision maker or distributed
decision frameworks like P2P. In both frameworks, batter-
ies need to receive new control signals every 15 minutes
to adapt to new conditions such as solar radiation or new
flexibility requests.

o Sensitivity analysis of the centralised and distributed
algorithms in relation to the aggregator portfolio size and
the number of variables, ADMM algorithm acceleration
parameters, and execution time.

The case study presented is the evidence for ease of imple-
mentation of the distributed algorithm.

II. FRAMEWORK DESCRIPTION

Aggregators can respond to flexibility requests from BRPs
for day-ahead and intraday portfolio optimization or from
DSOs to reduce network congestions [2]. A FR can be defined
as the difference between the baseline and the desired load
profile. It can be measured in energy per programming time
unit (PTU). PTUs can vary depending on the applicant and the
application case. For instance, BRPs dealing with electricity
markets would be interested in hourly PTUs. However, DSOs
could be interested in higher time granularity with quarterly
PTUs or even 5 minutes time resolution. This paper goes for
hourly PTUs for simplicity but the formulation is valid for
different time steps. A FR can be for up-regulation which
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Fig. 1. Local flexibility market framework.

corresponds to an increase in generation or a decrease in con-
sumption. Similarly, the FR for down-regulation can be defined
as a decrease in generation or an increase in consumption. The
baseline load profile at transmission level is defined based on
market settlements, which cannot be applied at distribution
grid level. Moreover, DSOs, BRPs and aggregators have dif-
ferent portfolios and their baselines cannot be analogous. In
the present framework, DSOs and BRPs use aggregator’s load
baseline as reference for their flexibility settlements.

This paper applies the local flexibility market (LFM) frame-
work presented in [37] where an aggregator is responsible for
re-scheduling FDs to meet an external FR without violating
the end-user agreements. Fig. 1 shows the framework and all
involved agents related to flexibility exchanges. The aggrega-
tor is in charge of managing the energy cloud platform which
remotely controls distributed devices, such as batteries, in
prosumer premises. BRP-aggregator and DSO-aggregator are
linked through flexibility contracts which specify the condi-
tions for flexibility trading as explained in [37]. As mentioned
above, BRP and DSO are interested in activating flexibility
and they send FRs to aggregator. In this scenario, aggregator
is in charge of seeking the cheapest combination of flexibility
activations to reduce operational cost such as battery degrada-
tion. Thus, prosumers provide flexibility to BRP/DSO (orange
arrows), who pay the aggregator for providing these services
(green arrows). A portion of the flexibility exchange benefits
can go to prosumers. All deviations from BRP’s market posi-
tion represent a money flow which is out of the scope of this
work as the BRP is responsible of taking them into account
before submitting FRs.

Nevertheless, aggregator agent could be surpassed and every
prosumer could decide their own contribution to the FR indi-
vidually without any third party. In such case, BRPs and DSOs
could interact directly with prosumers and the distributed
optimal flexibility provision algorithm presented in this work
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could be applied. Additionally, this possibility would allow
end-users to protect their personal information such as con-
sumption patterns and habits. This possibility opens many
aspects to be discussed in detail but this is not the objective
of the present work and future publications could discuss it in
more detail.

Additionally, aggregator applies a traffic light system as
suggested in [18], [37] to solve potential conflicts between
simultaneous or even contradictory FR. Decisions are made
centrally using two-way communications, where aggregators
send direct control signals and receive metered consumption
and status from each FD. In [38] it is stated that the architec-
ture used has potential scalability limitations. However, in this
paper it is shown that distributed optimization can overcome
scalability issues.

III. SITE LEVEL OPTIMIZATION PROBLEM

The site level optimization problem defined in (1) schedules
all FDs by considering battery and PV constraints, forecasted
inputs and costs for the site, but not the FR. Nomenclature
is listed in the Appendix. This problem is formulated as an
mixed-integer linear programming (MILP) as it follows. Linear
objective function (la) represents the cost minimization for
prosumer site i including flexibility costs for either using the
battery or curtailing the PV if needed. Purchasing (Pb”y) and
selling prices (Pse”) typically come from retailer contracts
which are known in advance. Otherwise, prices can be indexed
to day-ahead markets. The present framework assumes to be
executed some hours in advance of the operation day, when the
day-ahead prices are already published. (1b) is the electricity
balance of site i which depends on the forecasted inflexi-
ble load (Wl.l,t) and PV generation (). Additionally, (1c)
and (1d) limit site import and export capacity and (le) ensures
site i does not import and export electricity simultaneously at
period . Thus, each prosumer site problem has 72 binary vari-
ables including the battery model. Battery charging (oCh) and
discharging (ad”) decision variables from Eq. (1b) are lim-
ited by common Eq. (10), cycle ageing Eq. (11), calendar
ageing Eq. (12), and voltage Eq. (13). Moreover, the bat-
tery system efficiency depends on the inverter power-efficiency
relation and a constant battery efficiency. The battery model
is explained in detail in the Appendix. Constraint (1f) con-
siders the cost of activating flexibility from battery of each
site i as the addition of cycling ageing (8;;") and calendar
ageing costs (,35?1) from Eq. (12) and Eq. (11e) respectively.
Battery flexibility cost depends on charging and discharging
decisions [39].

The aggregated result of all prosumer site optimization
problems is the load baseline in aggregated flexibility
services.

min (P?"t‘)rxibtuy Pvell Yell + C,, ) Vi (1a)
X< ’ ’
teT
s.t buy + dis R 72/ Wl Vit (1b
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b b ] .
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Algorithm 1: Centralized Optimal Flexibility Provision

Input: W/, v,
1 Optimize each site flexibility according to Eq. (1) for minimum
cost operation
buy _sell _ch _dis

2 Output: x; ., X; > 0i ¢ Oy

3 Send baseline energy notice (WP4%¢ = i le ';y xfi”) to
BRP/DSO

4 if FR; # O then

5 Prioritize FR; of each period

6 Optimize each site flexibility to minimize their costs and

meeting the FR according to ALFO problem (2)
7 Output: xlb':}, Xf‘t'”, l‘i’, d” and flexibility offer to
BRP/DSO

8 if Accepted FR; # 0 then

9 Optimize each site flexibility including the accepted
FR accordmg to ALFM problem (4)

10 Output: X” , Xfi”, IC?, ‘?’S from Eq. (4) including
accepted 'FR;

11 Send control signals (af d”) from Eq. (4) to
batteries.

12 else

13 Send control signals (": ‘s d’S) from Eq. (1) to
batteries.

14 en

15 else

16 Send control signals (‘7; pe d”) from Eq. (1) to batteries.

17 end

5P sl <1 Vi1
ﬂex ﬂc}c+ﬁcal Vi, ‘.

(Te)
(1)

IV. CENTRALISED FLEXIBILITY PROVISION

The centralised flexibility service provision algorithm for-
mulated in this section is composed of two consecutive
problems:

o Aggregated level flexibility offer (ALFO) formulation
finds the available flexibility without violating local con-
straints according to the FR.

o Aggregated level flexibility management (ALFM)
problem finds the cheapest scheduling of FDs once the
aggregator received a FR acceptance from a BRP and/or
DSO.

A. Centralised Flexibility Provision Algorithm

The centralised Algorithm 1 for aggregated flexibility
scheduling first optimizes the battery of each prosumer to
reduce energy cost individually following the problem (1)
based on the forecasted values of electricity consumption and
PV production. The obtained result is the energy baseline con-
sidering the optimal battery scheduling. This information is
sent to the DSO and BRP. The DSO baseline energy notice is
referred to the prosumers of each grid zone and BRP needs
to know the consumption of its customers. Based on this
information, DSO and BRP can send FRs if needed. Then,
the aggregator executes the ALFO problem (2) to calculate
the flexibility offer for the BRP/DSO based on the FR. As
it could be higher than the portfolio capability, it is neces-
sary to optimize FDs for offering equal or less flexibility



3262

than the FR. Each DSO and BRP can decline, accept the
offer fully or only parts of it. In case the offer is completely
accepted, the aggregator can use flexibility scheduling from
the ALFO optimization step to generate control signals. In
case the flexibility offer is partially accepted, the aggregator
has to execute the ALFM problem (4) in order to re-schedule
FDs to meet the accepted FR. In contrast to the previous ALFO
problem, aggregator already knows FR is reachable and ALFM
optimization needs equal or more flexibility than the accepted
FR as slightly more flexibility is not a real problem if it is
cheaper than less flexibility. This is necessary in case of having
binary decision variables as it can be difficult to exactly match
the requested flexibility amount of a FR. The Algorithm 1 pre-
vents infeasible instances due to this two-steps structure and
two optimization problems.

This process schedules all FDs for an optimization planning
horizon and it can be repeated periodically considering new
forecasted inputs and FRs. It is to be noted that the baseline
demand could be updated each time new forecasted values are
obtained. However, it can be convenient to keep a constant
baseline within a day to avoid confusions between aggregator,
BRP and DSO about the reference scenario. Reference [40]
presents example cases of aggregated flexibility services using
this architecture.

B. ALFO Problem Formulation

Objective function (2a) considers the electricity and flex-
ibility costs of each site i over the planning horizon. This
problem is formulated as an mixed-integer nonlinear program-
ming (MINLP) as flexibility costs include quadratic penalty
for the flexibility that is not served. The penalty is defined
as the difference between the total load scheduled in each
site optimization problem ( X"” ) as per constraint (3a), and the
expected load after applylng a FR as per constraint (3b). In
case of a lack of flexibility where the aggregator cannot meet
the FR completely, the quadratic penalty ensures that the flex-
ibility provided will follow the shape of the FR. Otherwise,
a linear penalty in the objective function would reduce the
computational burden but not necessarily generate flexibility
provision for all constrained time periods. From practical point
of view, it means to consider all flexibility time periods with
the same priority according to the flexibility power requested
and the aim is to provide flexibility during all requested peri-
ods. As previously explained, constraints (2b) and (2c) ensure
that the activated amount of flexibility is less or equal to the
up and down FR respectively. Additionally, constraints (2d)
and (2e) are necessary in cases of grid congestions to ensure
that the rebound effect is not causing new load peaks before
or after the activation of the FR.

mm ZZ bu» buy Psell sell + C
Xis ieT teT
2
Zx,{”,’) (2a)
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C. ALFM Problem Formulation

Once the aggregator estimates the available flexibility, it is
communicated as flexibility offers to the BRP or DSO. If they
accept the offer either partially or entirely, the aggregator can
execute the ALFM optimization problem to fulfil it. The objec-
tive function (4a) is the same as objective function (2a) but
removing the quadratic penalty for not meeting the FR as the
ALFO problem ensures there is sufficient flexibility. In this
MILP optimization problem, constraints (4b) and (4c) ensure
enough flexibility and the site cost is penalizing the exces-
sive battery usage. We can include constraints (2d) and (2e)
if it is necessary to avoid new undesired load peaks like in
Section IV-B.

min Z Z(P?I;)’Xf;t) Psellxlsill +¢! ) (42)
Xirki iel teT
sty x4 < W vieTH (4b)
i€
Yox =W vie T (4c)
i€l

The main advantage of this formulation is its simplicity.
However, problems (2) and (4) may have scalability limitations
as mentioned before. Therefore, this paper explores meth-
ods to decompose the problem to improve its computational
performance with large-scale implementations.

V. DISTRIBUTED FLEXIBILITY PROVISION

The distributed flexibility provision algorithm aims to solve
the same problem previously presented in Section IV but
using the alternating direction method of multipliers (ADMM)
in order not only to improve computational performance in
terms of memory usage and execution time, but also to keep
end-user private data separately. As stated before, this formu-
lation could be extended for peer-to-peer flexibility exchange
frameworks as the algorithm could be executed in distributed
computation frameworks. The proposed distributed algorithm
is based on the optimal exchange problem presented in [23]
but applied in local flexibility markets where each prosumer
settles their contribution to the FR in parallel. Therefore, high
performance computers or energy cloud platforms can solve
distributed algorithms with less scalability limitations using
multi-processor architectures. Additionally, the distributed for-
mulation can deal with FRs that surpasses the available
flexibility. Thus, both ALFO and ALFM are substituted by
a single distributed optimization algorithm.
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A. Augmented Lagrangian

The augmented Lagrangian relaxation (L,) is presented
in (5) and it is equivalent to the previous problems Eqgs. (2)
and (4) relaxing constraints (2b), (2c), (4b), (4c). It is to be
noted that previous constraints are formulated as inequalities.
However, they can be rewritten as equalities for simplicity
as small errors above or below FR threshold are not signifi-
cant from engineering point of view. Thus, Eq. (5) assumes
constraint (2b) as equality because the ADMM is designed for
equality constraints and final error is small enough for the case
study. According to [23], the regular ADMM algorithm con-
sists of an iterative process to minimize £, and to update the
dual variable ()»t(k)) for each constrained period ¢ by giving a
fixed penalty parameter (o > 0). In ADMM implementations,
it is necessary to identify generic values for penalty parame-
ters (p) capable of providing satisfying solutions in reasonable
computation time for multiple cases.

B Wﬁex
Ly=f)+ Y A (x,-’f;’ - #)

teT*
2
Y tot, (k) A
+ S g - (W)
teT+ jeT
J#

In the present work, each site i can decide individually
their contribution to the FR according to its cost function (6a)
using (x;) as decision variable vector (6b), the dual variable
()\fk)) and the result of other sites (j € Z,j # i) in the
previous step (k). It is noticeable x; contains continuous vari-
ables /' and w{q ;" from problem (1). Therefore, ADMM only
contains continuous variables. Additionally, every step branch-
and-bound solves the site problem including binary variables
and constraints (1). Therefore, Eq. (5) can be solved with
MILP solvers such as Gurobi once )\§") is updated.

b buy
fo = (Pl P dll) G
teT
L — tot flex
Xi = I:Xl s é‘i ] (6b)

Finally, it is important to highlight Problems (1), (2), (4)
and (5) are MILP, so non-convex. Therefore, ADMM nor other
decomposition techniques ensure to find the global optimum
solution. However, Section VI shows the present work is able
to converge and find a sub-optimal but feasible solution in a
reasonable computation time.

B. ADMM Algorithm Modifications

As explained in [31], the general form of ADMM is
presented for two blocks of functions and variables. However,
the present problem has as many blocks as prosumers in the
portfolio. This is important to ensure privacy of end-users
information. References [31] and [41] present two modifica-
tions to the original ADMM. First, they suggested to update
the primal variables concurrently as the sequential variable
update would slow down obtaining the solution. Otherwise,
every prosumer should wait for the variable update of its
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Algorithm 2: Two-Steps Fast-PJ-ADMM for Optimal
Flexibility Provision

1 Initialize: xl(O), 0@ >0, A;O) =0;
Input: Ki K4 pri gdual incr decr o~pmax pmax yyflex
while €”7 > |||y and el > |5k, do

2
3 for i=1,2,....I do
4 (x; is updated concurrently);

(k+1) _ ;
5 X; ‘= argmin

X
1 k

Lok 2 p*ED) 4+ i =)
6 s.t. Site i constraints: (1b)(1c)(1d)(1e)
7 end
8 Update dual and penalty variables ;
o | if 7P, > 0.05|FR,||> then
10 Fast update: p(k'H) according to (7);
1 Update Afk"'l): =4 yp(k+1)r,(k+1), Vie T,
12 else
13 ‘ Soft update: A,(k+l) according to (9)
14 end
15 | Update 112, s 2, k= k+1
16 end

neighbour before calculating the optimal solution. This allows
for a larger problem dimension since it can be solved in a dis-
tributed computing system concurrently. Also, it reduces the
computational cost as the parallelization gains overcome the
overhead derived from it. Second, they introduce the Proximal

Jacobian (PJ) regularization term (l I (x,-—xl(k)) ||%,i), which pre-
serves parallel updating. The norm of this term is defined as
”xiHIZDi = xiTPixi with P; = Id. It guarantees strong convexity
of the problem and enhances stability. The damping parameter
y is set to 1.5 as suggested in [31].

C. Penalty Parameter and Dual Variables Updating

Algorithm 2 illustrates the dual update accelerated iteration
process divided in two steps.

1) Step 1—Fast Updating: the early iterations (k) are accel-
erated by varying the penalty parameter p® according to (7)
as per the approach adapted by [23]. 77" and %" are increas-
ing and decreasing factors in order to sgeed up the algorithm.
p® is used to update dual variables A; +) according to (8a),
(8b) is the primal residual, and (8c) is the dual residual. r,(k)
is positive when the set of prosumer sites / cannot provide
enough up-regulation to meet the FR at iteration k and dual
variable A;k). Otherwise, r,(k) is negative.

A B Ll PR Rl P
p© e if [sOf, > kO, @
,o(k) otherwise,

1) .
pUD

M =2 +yp®r® vie T (8a)

W =3 (gr® - W) veeT=  (8b)
i€l

s =0 5D e T (8¢)
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2) Step 2—Soft Updating: the dual update changes to (9) at
iteration k* once the primal error is equal or less than threshold
value like 5% of the FR. Then, it starts collecting accumu-
lated primal error over iterations from k* to k and includes
integration and dual residual regulation parameters K’ and K¢
inspired in classic control theory [42]. They allow to better
regulate the dual variables update and damp oscillations in
the error and objective function along the iterative solution
process. However, at this moment it is unclear how to tune
the parameters to accelerate the convergence. It is to be noted
that penalty parameter p© is the initial value.

D 5 ® 0,0

+vp

k
+ KDY )+ kP vieTE )
i=k*

The algorithm stops when the norm of the primal and dual
residuals are both smaller than some given thresholds (e”
and €9l respectively). Additionally, a maximum number of
iterations k" and computational time (C7™%) are specified
as well. Depending on the requirements of the case, it might
be interesting to compute as many iterations as possible in
a pre-specified time, or on the contrary run for as long as
needed the algorithm until we reach a precision requirement.
Both scenarios are tested in Section VII experiments.

VI. CASE STUDY

The case study considered for analysis consists of
100 domestic houses which have photovoltaic panels installed
and their historic measurement data are available through the
Dataport [43]. The household consumption data and PV gener-
ation data considered for the case study are for the date June
the 28th of 2018 because the consumption and PV genera-
tion were significantly high. The electricity price is from the
Spanish day-ahead market price for the same day in combina-
tion with the Spanish two-periods grid tariff which has valley
hours from 11 pm until 13 pm on the next day (14 hours) and
the rest of the hours are considered as peak hours for summer
period. Metering and forecasted values have hourly resolution
and the optimization horizon is one day. The optimization pro-
cess is assumed to be executed at 11:45 pm each day and takes
decisions based on the load and PV power production forecast
for each site. For simplicity, the study considers only one FR
which is for one period (1 hour).

The simulation set-up will be complete by adding a bat-
tery to each household, which is the flexibility source and
the battery model is explained in the the Appendix. Battery
parameters for the case study are the investment cost which
is EUR 3,000 for the first site and it is increased in steps
of 1% for the successive sites. Moreover, batteries’ maximum
charging and discharging power are 3.8 kW and capacity is
10 kWh for all batteries. Battery converter parameters and effi-
ciency are taken from technical data sheet of SMA-SBS3.7-10
converter by assuming the average operational voltage is
Vpc = 550 V [44]. The diversity in the battery technology
and their ageing in the considered population of 100 batteries
are also represented by their efficiency. The battery efficiency
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Fig. 2. Aggregated results of the site level optimization problem (1).

for the first site is considered as 98% and the battery effi-
ciency in the successive households are reduced in steps of
0.1%. The values used for constant voltage charging param-
eter and calendar ageing related parameters are as follows
Wf"” =0.2, SiLT = 10 years, S? = 0.3 and S;SOC = 1.7 accord-
ing to [45], [46], and they are the same for all battery units.
The cycle ageing model considers the battery as 10 segments.
The FR in this case study is formulated to reduce the
evening peak at 8 pm according to the local DSO needs.
Though the household consumption shows a peak at 10 pm,
the network congestion can happen at hours other than hours
at which the households portfolio shows a peak. Therefore,
the present case study does not cut the portfolio peak as it is
not the purpose of the present flexibility service provision.

VII. RESULTS
A. Site Level Optimization

In site level optimization, every individual prosumer is opti-
mized to achieve low energy cost independent from others.
Fig. 2 shows the aggregated results of problem (1). Results
show that batteries are partially charged during the afternoon to
store the PV power production surplus and they are discharged
during the evening. This phenomenon is due to calendar age-
ing penalty, batteries tend to charge at the latest possible low
priced period to reduce the time between charge and discharge.
In addition, the cycling and calendar ageing factors prevent to
charge and discharge batteries for arbitrage as the economic
margin does not surpass the battery degradation costs. It is
noticeable that some PV systems are oversized. As there is
not enough load during sunny hours or battery capacity, the
baseline load shows some periods with net aggregated export
of energy.

B. Centralised Flexibility Provision

This section shows the results of centralised ALFO and
ALFM algorithms for the described case study. The available
flexibility is calculated by the ALFO problem (2). The FR is
for 400 kWh at 8 pm and the households portfolio provides
308.86 kWh as the maximum available flexibility. Aggregator
cannot provide more flexibility as some battery discharges are
already scheduled by the site optimization problem (1). Fig. 3
shows the increase in battery charging during the hours before
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FR to charge all batteries sufficiently for latter discharge at
8 pm during FR.

Afterwards, the accepted FR is 50 kWh (lower than the
available maximum flexibility). Therefore, the ALFM step (4)
is executed to re-schedule batteries to meet the accepted
FR. Fig. 4 shows the new feasible solution for the accepted
FR at minimum cost for all sites. The complexity of the
case study is the significant number of possibilities to attend
the accepted FR as the it represents 17% of the portfo-
lio available flexibility. From computational point of view,
the accepted FR constitutes a complicated case as many
combinations of batteries could satisfy constraint (4b) at
similar cost.

C. Distributed Flexibility Provision

The proposed distributed ADMM Algorithm 2 is tested
with the same case study compared with centralised algorithm.
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Fig. 5 shows the primal and dual errors, dual variable A,(k) and
the total prosumer cost converge for 11 iterations. The rate of
change of primal error in successive iterations is high till the
iteration k = 5. After that, the error variation is low. This
phenomenon is due the fast dual variable updating according
to (8a) when error is lower than 5% of FR. Thereafter, the
soft updating is activated and it changes error rate smoothly
by avoiding large variations. The initial value of )»t(o) at zero
provides a solution which corresponds to the site optimization
result. When Algorithm 2 updates Afk), the portfolio tends to
increase flexibility provision and the primal error decreases.
The solution is found in less than 5 minutes and the memory
usage is very low (around 200 MB) as each iteration is a sep-
arated optimization problem per site and the memory contents
are flushed after each iteration.

D. Scalability Analysis

Regarding scalability limitations, the centralised algorithms
using the Gurobi solver with the branch-and-bound and the
dual simplex algorithms, they consume the maximum available
RAM memory of 16 GB for the 100 sites case study and takes
approximately 1 hour to solve the ALFO problem and around
20 minutes for the ALFM problem on high performance
computer with AMD Ryzen Threadripper 16 Core Processor
running at 3.5 GHz. The ALFO problem takes more time
due to the quadratic flexibility penalty term in the objective
function. Fig. 6 shows that the Fast-PJ-ADMM Algorithm 2
which finds solutions at similar duration in comparison with
ALFM and ALFO problems in the case with 50 sites but cen-
tralised algorithms take between 5 and 12 folds more time for
the 100 sites case. Therefore, there is a scalability limit to
solve large-scale flexibility problems with complicating con-
straints (2b), (2¢), (4b), (4c), and detailed battery models using
centralised algorithms.

From a theoretical perspective the situation is the following.
As the complexity of the model increases by including more
sites, the centralised algorithms begin to suffer because of the
exponential increase of paths within the binary variable deci-
sion tree. Additionally, these algorithms are not parallelisable
due to intrinsic limitations. The ADMM parallelisation solves
these two issues. First, it limits the size of each decision tree
by restricting the binary variables to those corresponding to
that particular site. Additionally, it enables to solve each site
independently by applying the original centralised algorithm
now to a problem several orders of magnitude smaller. We
claim that this solution is scalable since individual site prob-
lems remain of constant size independently of the number of
sites in the general problem.

E. Distributed Algorithm Acceleration Comparison

This section discusses around four versions of the ADMM
algorithms previously presented in the literature namely
Regular (orignal algorithm [23]), Fast (acceleration via penalty
parameter [23]), PJ (parallelized, regularized version [41]),
and Fast-PJ (combination of acceleration, parallelization, and
regularization), and the novel version Two-steps Fast-PJ
Algorithm 2 by comparing the way penalty parameter (A;k)) is



3266

=
5
g
EE
? Centralized ALFO (solver only)
(=}
© —v— Centralized ALFM (solver only)
—@- Distributed Two-steps Fast-PJ-ADMM
10!

20 30 40 50 60 70 80 90 100
Number of prosumer sites

Fig. 6. Computational cost comparison of ALFO, ALFM and Fast-PJ-ADMM
Algorithm 2. Horizontal dashed line highlights 10 minutes computation time
threshold.

Iteration k
—— Regular ADMM (p = 1079) @ Fast-PJ-ADMM
Regular ADMM (p = 107%) —®— Fast-PJ-ADMM (K'=2-107%)
—-— Fast-ADMM —=¥-- Fast-PJ-ADMM (K'=2-10"% K= —5-1077)

Fig. 7. Primal error comparison of different acceleration algorithms under a
FR at 8 pm of 50 kWh in a portfolio of 100 sites including the soft updating
in all algorithms when %) = 2.5 kWh. Markers indicate when algorithms
meet el = edual — 10=3,

updated for the optimal flexibility exchange problem in each
algorithm. Therefore, it is possible to see the impact of acceler-
ation, parallelization, regularization and the two-step algorithm
modifications. All accelerated algorithms begin with the same
penalty parameter value (p(® = 10~%) and they continue with
the soft update when ||r,(k)||2 and ||s§k) l2 < 0.05 kWh.

Fig. 7 shows a comparison of absolute primal error values
change per iteration of different distributed optimization algo-
rithms. It is to be noted that the absolute error value hide cases
when primal errors varies between positive and negative val-
ues as shown in Fig. 5. Although they are reaching the same
optimal cost, the regular ADMM with p = 107 takes 20 iter-
ations to find a solution with primal error rt(k) = 20 kWh, and
200 iterations for 1% error. In case of increasing the penalty
parameter to p = 10™*, the regular ADMM performance dif-
fers from the previous case near sub-optimal solutions from
k=4. This phenomenon is due to the drastic change in dual
update. The regular ADMM and all the following algorithms
proved to provide better solutions if they use an initial value
for dual variable as )Lt(o) = 0. Thus, the performance of the
algorithm differs from no flexibility provision to the optimal
battery schedule to provide full FR.

The Fast-ADMM changes the penalty parameter according
to (7) using the following acceleration parameters: /" = 1.5,
tdr = 2 and p = 2. In all accelerated algorithms, dual
variable X; changes at a higher rate between successive itera-
tions until iteration k=5 where they reach a primal error equal
or lower than 5% of FR (||r® |, = 2.5 kWh). Thereafter,
their performance differs from each other around the optimal
solution. The inclusion of the PJ regularization term in the
Algorithm 2 according to [31] allows to stabilize the objective
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function and it finds an optimal solution with 2% error in
9 iterations. Additionally, it finds an optimal solution (ePr <
1073%) in 24 iterations if parameters are p(® = 10~* and
K¢ = K' = 0 during the soft update. In contrast to the previous
algorithms, Fast-PJ-ADMM Algorithm 2 with k! = 2.10~*
and K¢ = —5.1077 finds the optimal solution in 11 iterations.
The effect of K is to faster approach to the objective function
expected value and K¢ smooths variations.

Fig. 8 shows the total prosumer cost variation over the
resolution time of centralised and multiple distributed algo-
rithms. This cost corresponds to the primal objective without
the dual objective in order to compare the ADMM results
with the ALFM branch-and-bound and dual simplex algorithm.
Moreover, the ADMM results tend to increase from the starting
point as the initial dual variable (A;) is initiated with null value.
All methods find very similar solutions but they approach to
the objective value differently. The centralised ALFM algo-
rithm takes 2,000 seconds before reaching a feasible solution.
In contrast, most of distributed algorithms find a suitable solu-
tion in less than 200 seconds. Notice the Regular ADMM
takes 3,000 seconds to reach the optimal value and the Fast
ADMM varies around the optimal solution. The PJ regular-
ization term reduces variations and the K’ and K¢ parameters
allow to accelerate the path to the optimal objective cost with-
out creating variations in the objective function. The reader can
observe that the starting point of ADMM algorithms is close
to the primal final objective. However, Fig. 7 shows this is not
a valid solution. Additionally, it is relevant to mention that the
initial point, when )\ﬁk:())’ is equivalent to the site optimization
problem (1) which is previously calculated and the addition
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of the FR in the problem is not significant in terms of the
primal objective. However, the dual objective changes signif-
icantly as Fig. 9 shows. In the case of the regular ADMM
it takes more than 2,000 seconds to convergence. Regarding
modified ADMM algorithms, Fast and PJ-ADMM algorithms
accelerate their convergence and Fast-PJ-ADMM algorithms
get stable in less than 500 seconds.

VIII. CONCLUSION

The present paper presents a novel formulation to optimize
the operation of distributed storage units behind-the-meter to
provide flexibility services to a balance responsible party or
distribution system operator. In this context, an aggregator
manages a group of prosumers with storage units who are
willing to participate in the local flexibility market. In addi-
tion, this paper includes the decomposed optimization problem
formulation for large-scale portfolios using a modified accel-
erated PJ-ADMM algorithm divided in two steps: fast and soft
dual variable updating. The fast and soft updating accelerate
the iterative process reducing variations in the dual variable
and objective functions. The soft update might be relevant
for case studies with binary variables as dual errors can be
zero although the dual variable changes. Case study results
show that this formulation is best suited for large scale imple-
mentations as it can find aggregated optimal solutions faster
by considering local constraints and prices with the appro-
priate parameters tuning. The results also highlight that the
centralised and distributed methods find very similar solutions
but the distributed one can overcome the scalability limita-
tions. For instance, the case study shows a break-even point
at 50 prosumer sites when the distributed algorithm is less
computationally demanding than the centralised. In future, the
performance of the proposed decomposition algorithm can be
tested by including other flexibility device models such as
electric water heaters or electric vehicles which may increase
the complexity of their aggregated optimization. Additionally,
the two-step Fast-PJ-ADMM algorithm can be applied for
scheduling FDs in peer-2-peer local markets to find optimal
exchanges even without an aggregator as a manager of the
energy community. However, the aggregator role could reduce
the number of exchanged messages between BRP/DSO and
peers. Therefore, possibility of decentralised local market
without aggregator is considered for further work.

APPENDIX
STATIONARY BATTERY MODEL

This Appendix provides the stationary battery model used
in the present paper. The elemental battery state-of-charge
(SOC) evolution constraint of prosumer site i is shown
in (10a). Battery SOC has upper (O/"*) and lower bound-
aries (Of”i”), and charging and discharging power limits are

(0" and (Q9%).

SOC __ _soc ch gbat,ch _inv,ch
Oip =0 T O AT a
A
- — Vit (10a)

bat,dis _iny. dis
A a
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oft < Qb it (10c)
odlis < Q;”S(l - aff;”) Vi, t (10d)

Because batteries are expensive and suffer from higher rate
of degradation under heavy stress [46], an advanced battery
model has been developed in order to make more accu-
rate decisions. The developed battery model is formulated by
including battery degradation cost in such a way to reflect real
costs of operation as closely as possible to reality while main-
taining the computational burden at an acceptable level. The
battery model has 4 main attributes in addition to the simple
model which are cycle and calendar degradations, power lim-
itations when approaching fully charged and fully discharged
states to avoid reaching the voltage limits, and piecewise lin-
earized inverter efficiency. The following section describes
these attributes in detail.

1) Cycle Degradation: The most common stationary bat-
teries at end-user level today are lithium ion batteries,
typically li-ion nickel-manganese-cobalt (LI-NMC) batteries.
The degradation factors of such batteries are predominantly
depending on charge-discharge cycle depth during operation.
Therefore, the lifetime of these batteries depends on the depth
and number of cycles. In addition, shallow cycles have signifi-
cantly lower degradation cost than deep ones. A detailed cycle
degradation model is presented in [39]. The cycle degradation
model factorizes the cycle depth and accounts degradation
as a cost of discharging the battery with a certain depth.
In order to keep track of the depth-of-discharge, the battery
model adds virtual segments indexed by j as presented in [39].
(11a) tracks the segmented SOC evolution given segmented
variables, whereas (11b) restrains the maximum energy per
segment. (11c) and (11d) sums the power in all segments j
to equal the original variables. Finally, (11e) calculates the
degradation cost as function of discharge power.

2) Calendar Ageing: The calendar ageing is modelled as
a function of SOC dependent cost per time period, as shown
in (12). The core idea is that calendar based degradation cost
increases with higher SOC and it incentives the battery to
stay at a low SOC when not utilized. The tuning factors S?
and Sfoc implicate how much the calendar ageing depends on
SOC as described in [45].

3) Constant - Voltage Charging/Constant - Current
Discharging: The constant-voltage charging and constant-
current discharging regions of a battery does not apply to
the full SOC area of a battery. (13a) and (13b) reduces the
allowed charging and discharging power when approaching
the maximum and minimum energy levels respectively.

seg,SOC __ UsequhAbat,chainv,ch (0_33870’!)

it,j = Vit L1,]

seg,dis

i,t,j seg,SOC .

/ , ST Vit

Abat,dis ginv,dis (G;‘t"ijd’s> A=
(11a)

seg,SOC seg,max .o
i =0 Vi, jt (11b)
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seg,ch
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jeJ
cye seg,dis .
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jeJ
;o 1 soc (_soc | _soc
B = SI.LT . <S? + ESi : (Ui,z +‘7i,t—1>>w’t
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. o} - 0!
offis < LTy g, (13b)

(1 W)

4) Piecewise Linearised Inverter Efficiency: The total stor-

age

system efficiency is a combination of two factors, the

inverter efficiency (a™",a"5) and the battery efficiency
(Abat.ch pbatdisy - A piecewise linearized approach is chosen in
order to capture the power dependency of inverter efficiency.
At low input power inverter efficiency is very low, on the
other hand the efficiency reaches 98% at high input power.
The piecewise linearisation is modelled using a special order
sets of type 2 (SOS2) approach to approximate the non-linear
dependency on input power. This approach adds four addi-
tional binary variables per time step (two for charging, two
for discharging) to the problem, and is one of the preferred
methods first developed in [47].
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