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Dynamical Model for Power Grid Frequency
Fluctuations: Application to Islands With

High Penetration of Wind Generation
María Martínez-Barbeito , Damià Gomila , and Pere Colet

Abstract—We study the effects of a high share of wind generation
on the frequency fluctuations of power grids on islands. We pro-
pose a dynamical model that includes conventional and variable
renewable generation, as well as demand variations. Our model
can assimilate load and generation data and reproduce frequency
fluctuations with the current power mix with a high degree of accu-
racy, and it allows to simulate the frequency dynamics for different
scenarios with a very high penetration of renewable energy. As a
case study, we analyze the power grid of Gran Canaria island. We
characterize the frequency fluctuations and propose a method to
estimate the control needed to keep frequency deviations within
reasonable limits.

Index Terms—Power grid, dynamical modelling, frequency
fluctuations, frequency control, high renewable penetration, wind
variability.

I. INTRODUCTION

THE need to mitigate climate change and decrease the
dependency of the energy sector on hydrocarbons is accel-

erating the transition towards renewable energies. This transition
relies on the electrification of the industrial, commercial, and
domestic sectors. The International Energy Agency predicts an
increase of 45% in electricity demand from 2015 to 2040 to be
covered mainly by wind and solar power [1].

The energy transition is particularly pressing on islands,
whose energy supply typically depends very much on imported
fossil fuels and submarine connections to the mainland or nearby
islands, which increases generation costs [2]. Although they only
account for a small fraction of global greenhouse gas emissions,
they are one of the most vulnerable territories to the effects of cli-
mate change. Nevertheless, typically there are abundant Variable
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Renewable Energy Sources (VRES) present in islands. However,
being small and with limited interconnectivity, islands’ power
grids are less robust than the mainland and they are subject to
high demand variations and more frequent failures. The integra-
tion of a high share of VRES in islands’ power systems highlights
some of the grid stability challenges which are also present in
larger systems [3], [4]. For these reasons, several authors have
studied electricity generation and the integration of renewable
energies in islands [5], [6], [7], [8], [9].

Stable power grid operation is based on the permanent bal-
ance between supply and demand, which keeps the grid at a
reference frequency. Nowadays, due to the lack of large-scale
storage capacity, electric power is generated in real-time to meet
consumer needs. This is achieved given the dispatchable, i.e.,
controllable, nature of conventional energy sources. Besides, the
inertia of conventional generators efficiently reduces the size of
the frequency deviations. On the contrary, VRES are largely
unpredictable and intermittent. Solar and wind power introduce
power fluctuations at different timescales, adding difficulties to
balance demand and production [10], [11]. Furthermore, they
do not contribute to the global inertia of the grid, which directly
affects its stability and operation, especially during low load
hours [12], [13]. The problem of low inertia and how to overcome
it by increasing the control capacity with different types of
storage technologies has been addressed in the literature [14],
[15], [16], [17], [18].

The progressive substitution of conventional power plants
by VRES will reduce both the inertia of the system and the
frequency control capabilities, decreasing the overall flexibility
of the grid [19], [20]. Thus, higher reserve requirements and
additional control strategies based on other technologies, such
as batteries or other forms of storage and demand-side man-
agement, will be needed to eliminate undesirable power quality
issues [21] and ensure the stable operation of the electric energy
system. Therefore, several changes have to be made to integrate
a high share of renewable generation. The most important being
an increase in the amount of control, on the generation and/or
the demand side [22], [23].

In this work, we address this issue by proposing a dynamical
model for the high-voltage power grid. It includes conventional
generators with primary and secondary frequency control and
operation set point, VRES data assimilation, including its vari-
ability, demand data assimilation, and synthetic fast demand
fluctuations. First, the model is calibrated on the basis of actual
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measurements for Gran Canaria island, which we take as a
case study. Due to its geographical location, wind is a major
natural resource having provided 14% of the electric demand
in 2019 [24]. Second, we analyze the frequency fluctuations
in scenarios with increasing installed wind power. Finally, we
determine the amount of additional control that would be needed
to keep fluctuations in range in these scenarios and examine
changes in the stress of the lines.

II. MODEL

Our model consists of a network of nodes interconnected
via power transmission lines or links. We describe nodes as
oscillators that interact and should be synchronized to the same
frequency [25], [26], yet we distinguish two groups: conven-
tional generators and consumers. Consumer nodes correspond
geographically to substations, and they include the load attached
to the substation.

Conventional generators are described by the well-known
swing equation, which accounts for their inertial response. We
consider a reference frame rotating at the power grid reference
frequency fR, with ωR = 2πfR being the reference angular
frequency. The voltage phase angle θi and the angular frequency
ωi = 2πfi of node i follow [27] (see Appendix):

θ̇i = ωi (1)

ω̇i =
ω2
R

2Ĥi (ωi + ωR)
(Pm

i − P e
i ) , (2)

where Ĥi = HiP
G
i , and Hi and PG

i are inertia per unit power
and nominal power generation of node i. Equations (1) and (2)
relate θi and ωi with the supplied mechanical power Pm

i and the
electric power P e

i at the node. The latter will be discussed later.
At difference with Kuramoto-like models [28], [29], we

include power plant frequency control loops to guarantee
normal operation upon changes in the load. Primary control acts
within a few seconds to stop the frequency drift by adjusting
the speed governor. Then, secondary control takes over and
activates spinning reserve power to restore the frequency back
to its nominal value within a few minutes [27]. Primary and
secondary control dynamics are respectively described by:

Ṗm
i =

1

τi

[
P s
i − Pm

i − P c
i

Ri

ωi

ωR

]
(3)

Ṗ s
i = −κi

ωi

ωR
, (4)

where τi is the turbine time constant, P s
i the spinning reserve

power, Ri the governor speed regulation parameter, P c
i the

primary control power, and κi the secondary control gain
parameter.

For a single power plant, the secondary control adjusts the
generation to cover the demand. For grids with several plants, the
model as written so far adjusts the total generation to cover the
demand, but the fraction of the generation provided by each plant
is not determined. This is not the case of actual power systems,
in which the distribution of the generation is planned beforehand
by the grid operator. To this aim we break the indeterminacy by

adding a term in (4), which forces the plant to operate close to a
given set point P ref

i , i.e.,

Ṗ s
i = −κi

ωi

ωR
− 1

τ refi

(
P s
i − P ref

i

)
, (5)

where τ refi is the timescale of the forcing. This allows the
assimilation of actual generation dispatch data into the model
while plants still have primary and secondary control capabilities
to compensate for supply-demand imbalances. In particular,
we can force plants to operate close to zero generation by
setting P ref = 0. In this case, the power output is negligible,
but the plant still contributes to the global inertia and control
capacity of the system. To fully switch off a plant, we also set
P c
i /Ri = 0, κi = 0, and Ĥi to be that of a consumer node (see

next paragraph).
Consumer nodes, aside from the obvious lack of generation,

do not have, in principle, mechanisms of frequency control.
Nevertheless, they still have some residual inertia arising, for
instance, from electric motors. Thus, we model them using (1),
(2) with a very small value of Ĥi as compared to that of power
plants, and Pm

i = 0.
VRES are characterized by their intermittent and unpre-

dictable nature, which makes renewable generation quite differ-
ent from conventional plants. Regarding the inertial response,
VRES have little to offer: solar units are inertialess, and wind
turbines store some kinetic energy but it is not inherently avail-
able. Nonetheless, some frequency control mechanisms can
be implemented effectively through the AC converter power
electronics [12]. For simplicity, we model VRES generation as a
frequency-independent negative demand. VRES energy fed into
the network is taken from actual data provided by the system
operator.

Finally, for any node the electric power P e
i is given by

P e
i =

(
1 +Di

ωi

ωR

)
P l
i +

∑
j

Bij sin(θi − θj)− PVR
i . (6)

The first term in (6) accounts for the load in node i,P l
i , including

a frequency-sensitive load fraction Di which introduces damp-
ing. The second term describes the power transmission from
node i to other nodes j within the lossless line approximation.
Transmission lines are characterized by the susceptance param-
eter Bij = V 2

ij/Zij , set by the line voltage Vij and impedance
Zij . The last term corresponds to the energy generated from
VRES sources associated to node i, if any.

This model is highly versatile and can be used to efficiently
simulate the dynamics over periods of months, allowing to
explore different scenarios towards fully renewable power grids.
The Fortran source code for the model has been uploaded to a
repository [30]. Grids can be of any size and include any gener-
ation technologies provided enough inertia is always present in
the system so that it is not necessary to account for sub-second
timescale dynamics [31]. Inertia can come from conventional
power plants or converters capable of inertia emulation on the
generation side, and from synchronous electrical motors on the
demand side. In fact, it can be argued that even a 100% renewable
power grid will not have vanishing inertia [32]. In cases of
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Fig. 1. Gran Canaria high-voltage power grid. Node size proportional to load.

TABLE I
CONVENTIONAL POWER (MW) INSTALLED IN GRAN CANARIA. SOURCE:

MONITOR DELOITTE [36]

extremely low inertia, electromagnetic transients at timescales
beyond those considered here must be taken into account [19],
[31], [32], [33].

A. Gran Canaria Grid

We analyze the case of Gran Canaria, within the Spanish Ca-
nary Islands archipelago in the Atlantic Ocean. Its high-voltage
grid can be mapped down to substation level as the network of 23
nodes and 33 links shown in Fig. 1 [24]. Not being connected to
mainland, electricity is mainly generated at two facilities: Bar-
ranco de Tirajana and Jinámar. Each facility includes groups with
different conventional generation technologies, such as com-
bined cycle gas turbines (CCGT), steam turbines, gas turbines,
and diesel engines (see Table I). For the model, we consider
each technology at each facility as an individual plant, thus a
total of 6 power plants are included. Plants at a given facility
are connected through short large-capacity lines to a node with
zero load, which is connected via regular transmission lines to
the rest of the grid.

Besides conventional plants, there is also wind generation and,
to a less extent, photovoltaic (PV) generation. For reference, the
total consumption in 2019 was 3581.9 GWh, where 498.4 GWh
(13.9%) was covered by wind and 55.4 GWh (1.5%) by PV
generation. Wind is clearly a major natural resource owing to
trade winds that blow all year round. Wind turbines are mainly
located in the southeast, which we consider as connected to the
nodes of Matorral and Carrizal. There are also wind turbines in
the northwest, which we consider connected to the node of Guía.

PV generation is connected to the nodes of Telde, Carrizal, and
El Tablero.

Finally, the voltage of the transmission lines can be found
in [24]. We estimate the impedance of the lines from their
length as in [34]. The length of the lines has been measured
approximately from maps.

B. Demand Data and Demand Model

The Spanish grid operator, Red Eléctrica España (REE), pro-
vides aggregated generation and demand data for Gran Canaria
with a time granularity of 10 minutes [35]. We distribute the total
demand among the nodes proportionally to their population and
interpolate between consecutive data points to avoid artificial
jumps.

Actual demand has fluctuations at faster timescales which can
be modelled as a result of many devices switching on and off
randomly [25]. The resulting power spectrum for the demand
is similar to that of an Ornstein-Uhlenbeck stochastic process.
Here, we model the demand as

P l
i (t) = P̃ l

i (t) (1 + εouξ
ou
i (t)) , (7)

where P̃ l
i is the interpolated demand of node i, εou the noise

amplitude, and ξoui are Ornstein-Uhlenbeck processes with
zero mean and correlation 〈ξoui (t)ξouj (t′)〉 = δij

1
2τou

e−|t−t′ |/τou ,
where τou is the correlation time.

C. Generation Data

REE disaggregates conventional generation data by technol-
ogy. For each technology, we distribute the scheduled generation
proportionally to the plants’ nominal capacity (see Table I) to set
P ref
i . Unlike the demand, P ref

i is a step-like quantity resembling
a dispatch made for 10-minute intervals.

REE 10-minute data also includes wind and PV generation.
Wind generation is interpolated and distributed evenly among
the three nodes to which it is connected. Similarly for PV
generation.

D. Parameter Values

The model has several parameters that need to be determined.
Some of them are well known, such as the reference frequency
fR. For others, nominal values can be found in the literature:
H ranges from 1 to 10 s depending on the machine size and
type [27]; D is usually taken between 0 and 2 [37]; τ is in the
range of 0.2 to 2.0 s [27]; and R is typically around 5 or 6
percent [27], [37].

The remaining parameters were fitted by comparing simulated
frequency and power plant generation to available data:

a) εou and P c have an opposite effect. Increasing the noise
amplitude requires increasing primary control in order to
keep constant the amplitude of frequency fluctuations. We
have chosen these parameters so that the amplitude of the
fast deviations of the simulated frequency matches that of
the data. We have seen that a good choice is taking P c

around 10% of the installed power for each generation
group, except for gas turbines, which is 20%; while εou is
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TABLE II
PARAMETER VALUES FOR THE REFERENCE CASE

such that the amplitude of fast demand variations is within
a reasonable range.

b) τ ref and κ are also interrelated. Decreasing τ ref increases
the forcing towardsP ref , reducing the capability to change
generation according to frequency deviations. Increasing
κ has the opposite effect. However, there are situations
in which the two forcing terms for P s have the same
sign. For instance, under a sustained demand increase
ω < 0 while the grid operator sets P ref larger than the
current generation, thus both forcing terms cooperatively
increase P s. In Section II-E, we discuss an analytical
approximation to determine the total control capability. We
distribute this total control among the plants proportionally
to P c

i but taking into account that the CCGT power plant,
being the most advanced technology, has a larger control
capability. Then, we have taken τ ref = 30minutes for each
generation group (60 minutes for CCGT) during normal
operation and 10 minutes when they are switched on or off.

c) Finally, for τou, we have chosen 60 seconds because it is
a reasonable value for the correlation between changes in
the demand. This assumption is supported by the power
spectrum as discussed in Section III.

Following this procedure, we determine the set of parameter
values listed in Table II, which we consider for the reference
case and the base for future scenarios.

E. Analytical Estimation of the Secondary Control Gain

In order to estimate the secondary control, we start by de-
riving an approximation for the global secondary control gain
κ =

∑
i κi as follows. Secondary control acts in response to fre-

quency deviations caused by supply-demand imbalances bring-
ing ω to zero. It does this at a timescale set by κ, typically a
few minutes. If a supply-demand imbalance is sustained over
time, the secondary control keeps adjusting P s in an attempt
to bring ω to zero. For a sustained linear increase in demand,
simulations show that, after a transient, the generation ramp
induced by the secondary control matches exactly the demand
ramp (see Fig. 2(a)). Thus, the frequency gets a constant offset
f0. Assuming a single power plant, no VRES generation and
constant ω = ω0 = 2πf0, from (2) and (6), we have

Pm = (1 +Dω0/ωR)P
l, (8)

Fig. 2. (a) Response of the model of a single power plant to a sustained linear
demand increase. (b) 10-minute demand data.

where P l =
∑

i P
l
i . Integrating (4), we have

P s = P s
0 − κtω0/ωR. (9)

Introducing (8) and (9) in (3), and isolating ω0/ωR, we have

ω0

ωR
=

P s
0 − τṖ l − P l

τDṖ l + κt+DP l + P c/R
. (10)

Taking P l = al + blt, in the limit of large times, we have

κ = −bl

(
D +

ωR

ω0

)
≈ −bl

ωR

ω0
. (11)

To estimate κ, we consider a period of time with a sustained
increase in the demand, as the one of four hours delimited by
vertical dashed lines in Fig. 2(b), and perform a linear fit to de-
termine bl = 51.86 MW/h = 0.0144 MW/s. We are interested
in the frequency offset triggered by the ramp. To smooth the fast
frequency fluctuations, we average the frequency over the period
considered. We determine an offset f0 = −0.035 Hz, and from
(11), we get κ = 20.6 MW/s.

However, this estimation of κ neglects dispatch operations.
The system operator sets the operating points of power plants
according to the predicted demand profile. In particular when
demand is expected to grow, P ref is set to a larger value
contributing with the secondary control to drive P s up. Thus,
the above calculation overestimates the value for κ. The final
valueκ = 12.7 MW/s has been obtained by matching simulation
results to data.

Other methods have been proposed to estimate the amount
of control in a power system from the time series of frequency
fluctuations. In [38], for instance, the authors propose a pro-
cedure based on considering an aggregated swing equation to
model the power grid and determine the most likely values
for the control parameters. In our case, this procedure cannot
be straightforwardly applied as, on one hand, we describe the
primary and secondary response by separate equations, and on
the other, we use coloured noise instead of white, hindering the
relationship between the parameters of the two models.

III. MODEL VALIDATION

We now validate the model by running simulations for dif-
ferent parameter values and comparing the results with fre-
quency measurements collected in the Power Grid Frequency
Database [39], [40]. This database has data for Gran Canaria for
two periods, February 4 to 10, 2018, and November 25 to 26,
2018, at a sample rate of 1 s. The initial and final days of each
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Fig. 3. Evolution of (a) demand (dotted black line) and wind generation
(solid blue line) in Gran Canaria from 12:00 07-02-2018 to 12:00 08-02-2018;
(b) frequency fluctuations given by the model (green line) in comparison to
measured data (black line); and (c) rolling average of frequency deviations using
a 30-minute window. The dotted line at ±0.15 Hz in (b) indicates the statutory
limits [41].

period are not complete, thus we consider February 5 to 9, 2018
to calibrate the model.

Fig. 3(a) shows the total demand and the total wind generation
obtained from REE [35] for 24 hours. Panel (b) shows the
frequency-time trace predicted by the model (green line) using
the parameter values given in Table II on top of the measured data
(black line). Both time series show larger frequency fluctuations
the larger the wind generation ratio and its variability are. This
is because, besides demand fluctuations, renewable generation
adds a new source of variability, but this time on the generation
side.

In general, from Fig. 3, we see that the model correctly
captures frequency deviations in accordance to wind power
ramps. However, there are some discrepancies between data and
simulation results, which might be due to two different factors.
Since we do not have precise information on which generation
groups are working at each moment, nor on their control capabil-
ities, we set primary and secondary control parameters constant
throughout the day. But, in the actual system, the amount of
control changes depending on the amount and type of generators
operative. Thus, we might over or underestimate the control in
certain periods of the day.

Moreover, we feed the model with 10-minute data, which
misses information on changes at faster timescales. We use an
Ornstein-Uhlenbeck process to model small random changes in
demand at fast timescales. However, this will not reproduce large
events occurring at timescales below 10 minutes, such as wind
gusts, sudden large changes in consumption, or contingencies
in generation. We think this is the reason behind peaks in the
frequency data not reproduced by the simulation, as the one
observed around 8:00 (Fig. 3).

Nevertheless, the model reproduces frequency data with rea-
sonable accuracy as further indicated by the rolling average over
a 30-minute sliding window shown in Fig. 3(c). The correlation
coefficient between the empirical and the simulation time series
is r = 0.82.

Fig. 4. (a) Probability density and (b) rank-size distribution of frequency
fluctuations from 05-02-2018 to 09-02-2018.

TABLE III
COMPARISON BETWEEN THE MOMENTS OF THE PROBABILITY DENSITY OF

MEASURED AND SIMULATED FREQUENCY FLUCTUATIONS

We now consider the statistical properties measured over the
whole validation period. In Fig. 4(a), we compare the probability
density of the measured frequency fluctuations (black line) with
that from simulations (green line). For comparison, the red
dashed line corresponds to a Gaussian distribution. The mean,
standard deviation, skewness, and kurtosis are given in Table III.
Empirical and simulation distributions are quite similar, with
a mean of 50 Hz, a standard deviation of 0.06 Hz, and a
kurtosis over 4. Since the kurtosis of Gaussian distributions is
3, empirical and simulated frequency distributions are clearly
leptokurtic, which means that the probability of large events is
larger than for the Gaussian [42]. This is in line with the findings
reported in [43], where different grids were analyzed and their
frequency fluctuations were better described by Lévy-stable and
q-Gaussian distributions instead.

The main disagreement between empirical and simulation
statistics is found in the skewness. The empirical distribution is
more skewed to the right than that obtained from the simulation,
which is almost symmetric. Note that the two distributions agree
very well for negative frequency fluctuations. The disagreement
on the right tail could be motivated by large wind gusts or sudden
demand drops occurring at timescales faster than 10 minutes,
not collected in wind or demand data, and which would trigger
a large positive frequency deviation that cannot be reproduced
by the model.

We also compute the complementary cumulative distribution
of the absolute frequency deviations |f | from the time series as
follows. We reorder the data from the smallest to the largest, and
evaluate the rank of the frequency deviations as R(|fk|) = 1−
(k − 1)/(N − 1), where N is the number of data points. Then,
R(|f |) measures the probability to have a frequency fluctuation
of size larger than |f |. Results are plotted in Fig. 4(b), where
we observe that the model fits well for small deviations but it is
not as good to predict the probability of the largest ones. This
disagreement comes from the differences in the right tail of the
frequency distribution discussed above.
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Fig. 5. Power spectrum of the frequency fluctuations from 05-02-2018 to
09-02-2018. ω′ are the Fourier sample frequencies, not to be confused with the
angular frequency ω in the model.

Finally, in Fig. 5, we also calculate the power spectrum of the
frequency fluctuations. We observe an excellent agreement for
timescales slower than 5 minutes (ω′ < 0.02 rad/s). For faster
timescales (largeω′), the dynamics is dominated by the fast fluc-
tuations, and the power spectrum obtained from the simulation
with synthetic noise deviates slightly from the empirical one.

IV. RESULTS AND DISCUSSION

A. Scenarios With Large Penetration of Wind Generation

In this section, we simulate scenarios with a large penetration
of renewable energies by analyzing the effects of increasing the
installed wind power capacity on frequency fluctuations.

We take 2019 as the reference case, when the installed wind
power in Gran Canaria was 159.33 MW according to the Instituto
Canario de Estadística (ISTAC) [24]. We perform simulations
for increasing amounts of wind capacity in the system while
keeping demand and total generation unchanged as follows. We
multiply the 2019 wind generation data by a scaling factor n,
and we use the notation W×n to refer to the scenarios. At each
dispatch time, to match the demand, we reduce conventional
generation accordingly. This is done by keeping the same plants
operative but decreasing P ref plant by plant. We start reducing
P ref for the smallest plant operative at that time. If reducing the
smallest plant’s P ref to zero is not sufficient, we reduce P ref

for the second smallest operative plant, and so on. Plants keep
inertia and control capabilities even if P ref is reduced to 0.

In Fig. 6, we show the evolution of the frequency for January
19, 2019, considering the reference wind generation (W×1, light
blue), as well as scenarios with four (W×4, blue) and eight
(W × 8, dark blue) times this amount. The higher the wind pen-
etration, the larger the wind fluctuations become, causing larger
frequency deviations. For W× 1, wind generation covers a small
fraction of the demand, and frequency deviations stay close to
the statutory limits of±0.15 Hz, as shown in panel (b). However,
for W× 4, wind becomes the main source of generation for most
of the day, and the effect of wind variations is magnified. In turn,
frequency deviations become larger, except for the time window
where the wind generation exceeds the demand (around 16:00).
In this case, we only feed into the grid the demanded amount.
The excess power is simply discarded. Curtailment in the case
of extra wind generation can be considered a mechanism of
frequency control. This is a benefit of having some overcapacity
for VRES [44]. For W×8, wind generation usually exceeds the

Fig. 6. Comparison of the frequency fluctuations for the current installed wind
capacity (W × 1) and two scenarios with 4 (W × 4) and 8 (W × 8) times
the current capacity. (a) Demand and wind generation for 19-01-2019. (b)–(d)
Frequency fluctuations given by the model for each scenario. The right column
shows the rank of the frequency fluctuations. Model parameters given in Table II.

Fig. 7. Evolution of the used, discarded, and total wind generation during
winter and summer as a function of the installed wind power. For comparison,
the total demand was 857.5 GWh in winter and 902.15 GWh in summer.

total demand. Curtailment together with the inertia and control
provided by operative plants (despite operating at P ref = 0)
allow maintaining the frequency close to the reference value.
However, there are still intervals characterized by very strong
wind variations (for instance, from 7:00 to 11:00), which lead
to frequency deviations well beyond statutory limits.

We have analyzed the amount of curtailed energy in winter
(20-12-2018 to 20-03-2019) and summer (20-06-2019 to 20-09-
2019) periods separately. Trade winds are stronger during the
summer, and weaker and more intermittent in winter. Demand
is also larger in summer than in winter, associated with tourism
and larger needs for air conditioning cooling. Fig. 7 shows the
evolution of the used and discarded wind generation as wind
capacity increases. Despite the difference in the amount of wind
generation during winter and summer, we see a similar behavior
in both cases. As expected, increasing the capacity from the
current value leads to increasing generation, with practically no
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Fig. 8. Probability density (left) and rank-size distribution (right) of frequency
fluctuations during (a) winter and (b) summer resulting from simulations. Color
shades from lightest to darkest correspond to 2019 wind capacity (W× 1), twice
this capacity (W × 2), four times (W × 4) and eight times (W × 8).

curtailment. At about W×4, any additional capacity cannot be
fully utilized and curtailment starts. The curve of the used energy
becomes sublinear and eventually reaches a plateau. In summer,
for W×8, the amount of curtailed energy already exceeds the
used one. In winter, the same happens above W×12. In fact,
way before these crossovers, the used energy curve is quite flat,
and we could conclude that increasing the installed capacity by
a factor much beyond 5 would only make sense if curtailment
was intended for control purposes.

Next, we analyze the changes in the frequency statistics. In
Fig. 8, we show the probability density and the rank-size distri-
bution of the frequency fluctuations obtained from simulations
performed over the whole winter or summer period. Regarding
the probability density, we observe that the distribution becomes
broader as the amount of wind increases. But, at some point,
the tails become longer and the peak narrows. The change in
shape can be understood considering periods of large wind
variability leading to long tails, together with periods where
wind generation exceeds demand, in which curtailment reduces
frequency fluctuations. As a result, the probability of large
frequency deviations increases, while the probability of medium
size deviations decreases. This effect can also be seen in the
rank-size distribution as it changes from a parabolic to a more
shoulder-like shape. Note, also, that for large wind capacity
there are long periods of the day with very small fluctuations
(see, for instance, Fig. 6(d) between 11:00 and 19:00), thus the
probability of very small fluctuations increases.

Although for a given wind capacity frequency fluctuations are
larger in summer than in winter, in practice, frequency fluctua-
tions will be more severe in winter. The reason is that covering
a given fraction of the demand with wind generation requires
a larger wind capacity in winter than in summer. For instance,
covering around 40% of the demand by wind generation requires
in winter W×4, with fluctuations larger than 1 Hz, while in
summer only W×2 is needed and fluctuations would stay within
0.7 Hz. Both cases are unacceptable for power grid operation.

Fig. 9. Frequency fluctuations given by the model in two scenarios with 4 times
the current wind capacity (W × 4) and different amounts of secondary control.
Model parameters, except κ, as in Table. For reproducibility: 19-01-2019.

Fig. 10. Probability density function and rank-size distribution of frequency
fluctuations in different scenarios.

In the next section, we study the extra control needed to keep
the frequency within the statutory limits.

B. Estimation of Additional Control Needs

The main challenge to be solved in order to integrate a high
share of renewable energies into the grid is to keep frequency
fluctuations within reasonable limits. To do so, it is necessary
to increase control. In our case, since we have demand and gen-
eration data every 10 minutes, we focus on secondary control,
which is responsible for adjusting the frequency at the timescale
of minutes.

In Fig. 9, we plot the frequency evolution predicted by the
model for January 19, 2019, in scenarios with four times the ref-
erence wind capacity (W×4), and twice (κ× 2) and four times
(κ× 4) the reference secondary control. Comparing these plots
to Fig. 6(c), where we have W×4 and κ× 1, we observe that
increasing secondary control reduces the size of all frequency
deviations.

In Fig. 10, we plot the probability density function (left) and
rank-size distribution (right) of frequency fluctuations. We show,
for the whole winter and summer periods, the reference case
(W × 1, κ×1) and scenarios with W × 4 and: a) current control
capability (W × 4, κ×1), as in Fig. 8; b) twice (W × 4, κ× 2),
and c) four times as much secondary control (W × 4, κ× 4). As
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Fig. 11. (a) Probability of having fluctuations larger than 0.2 Hz as the
installed wind power increases. (b) Secondary control needed in order to decrease
fluctuations to the reference case.

we have seen for a single day, we observe that the seasonal
distribution tends to that of the reference case as secondary
control is increased.

In the remaining of this section, we address the question of
how much control capacity is needed to stabilize the frequency in
scenarios where wind provides a large fraction of the generated
power. We do this using both numerical simulations and the
analytical approach explained in Section II-E.

According to the Spanish legislation for non-peninsular power
systems [41], frequency variations up to ±0.15 Hz are consid-
ered normal, while deviations up to range ±0.25 Hz can be
accepted provided they last for less than 5 minutes. We take the
intermediate value of 0.2 Hz and, in what follows, we consider
a scenario acceptable when the probability of having absolute
frequency deviations |f | larger than 0.2 Hz, R(|f | = 0.2), is
equal or smaller than that with the reference wind capacity.

Fig. 11(a) shows R(|f | = 0.2) for increasing wind capac-
ity while keeping the reference control capacity. Initially, the
probability of deviations larger than 0.2 Hz increases linearly
with the wind capacity. However, it reaches a maximum at a
specific point, which is smaller in summer than in winter, and
then decreases. The decrease is more pronounced in summer.
This is in agreement with the narrowing shape in the central part
of the frequency density distribution for large wind capacity
shown in Fig. 8. The reason is the effective control introduced
by the curtailment of excess wind generation.

For each scenario, we increase the amount of control κ until
R(|f | = 0.2) is the same as in the reference case. Results are
plotted with filled color markers in Fig. 11(b). As expected, the
needed control increases linearly with wind capacity up to a point
where curtailment starts to provide effective control, causing the
need for additional control to reach a plateau.

For the analytical estimation of the control, we proceed as
follows. We start by considering the reference case and, from
(11), we estimate the load ramp bl associated to a frequency off-
set f0 = 0.2 Hz. Since κ = 12.7 MW/s, we have |bl| = 0.0508
MW/s, which corresponds to an increment |ΔP l| = 30.48 MW
in 10 minutes. Ramps larger than that would generate frequency
deviations beyond 0.2 Hz. Next, we compute the net load pro-
vided by conventional plants by subtracting wind generation data
from the 10-minute demand, construct the rank-size distribution
of the differences between consecutive values Rref(|ΔP l|), and
determine the probability to have a ramp larger than 30.48 MW

Fig. 12. 1-hour maximum line stress for: (a) the current wind capacity; and
(b) 8 times this capacity. Markers distinguish the node type: � conventional
power plants, � substations with wind generation, and • substations. In panel
b) thick lines correspond to overloaded transmission lines (stress above 1).

in 10 minutes, namely Rref(|ΔP l| = 30.48), which turns out to
be 5.5× 10−4 in winter and 7.7× 10−4 in summer.

Then, for scenarios with high wind penetration, we determine
the net load provided by conventional plants, construct the
rank-size distribution of the differences and determine the value
of |ΔP l| such that Rscenario(|ΔP l|) = Rref(30.48). With this
value of |ΔP l|, we determine |bl|. Finally, the value of κ is given
by (11) with f0 = 0.2 Hz.

We plot these results with empty black markers in Fig. 11(b).
We see that the simulation results are similar to the analytical
values for scenarios with up to W×4. However, for scenarios
with a higher wind penetration, the analytical calculation under-
estimates the need for secondary control.

C. Transmission Lines

Transmission lines, designed to carry power over long dis-
tances with little losses, have a finite capacity. Here, we consider
70, 120, and 400 MVA for 66, 132, and 220 kV lines respectively.
We define the stress of a line as the ratio between the power that
flows through the line and its maximum transmission capacity.

In Fig. 12(a), we show in color code the maximum 1-hour
average stress of each line during summer for W×1. We see that
all lines always operate below their limits. However, the stress is
larger in the northeast corner of the island, where the capital of
Gran Canaria, Las Palmas, and the main consumption centers are
located. We also see some lines operating at around half of their
capacity. For instance, the lines connecting the two conventional
power plants. This is because the biggest plant is actually the one
in the south, which is the least loaded area. Therefore, a large
fraction of the generated power must be carried to the north of
the island.

Any change in the spatial load or generation distribution will
alter the power flowing through the transmission lines of the
network. Therefore, as we increase the installed wind power, the
stress of the lines may change. In particular, the most susceptible
lines are those connected to the three wind generation sites, as
well as conventional generation facilities. The first due to an
increase in the generation that replaces the latter.

In Fig. 12(b), we show the equivalent results for a scenario
with W×8 and the reference control capability. Overall, an
increase in the stress of the lines connecting the wind gener-
ation sites is clearly observed. In the south of the island, the
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change in most of the lines is barely noticeable, i.e., they still
operate at very low capacity. However, the short line connecting
Matorral with Barranco de Tirajana (see Fig. 1) undergoes a
major change. Its stress level highly increases and exceeds its
maximum transmission capacity. This is because it is part of the
shortest path to the north of the island, so it has to carry a lot of
power. This line should clearly be upgraded if more wind power
is connected to that node. In general, the stress level of the lines
connected to the wind generation nodes increases. Besides, lines
in the path from wind nodes to the largest consumption areas are
also affected. We also note that there are lines with large stress
variations depending on wind availability.

Finally, averaging the stress of all the lines in the grid, we find
that the average stress grows with the installed wind power. We
believe the issue is that the beneficial effect of redistributing the
generation in more sites beyond the two conventional facilities is
counteracted by the fact that the wind generation sites are further
away from the main consumption centers. In order to reduce the
stress levels of the lines, it would be necessary either to upgrade
the current transmission lines or to install new ones.

V. CONCLUDING REMARKS

In this work, we have proposed a model for the high-voltage
power grid, suitable to simulate the power grid frequency dy-
namics in scenarios of high penetration of VRES under realistic
conditions and analyze the control needed to maintain frequency
fluctuations within range. The model includes conventional
generators with primary and secondary frequency control and
operation set point, VRES and demand data assimilation, and
fast synthetic demand fluctuations. We have validated the model
against actual frequency measurements for the island of Gran
Canaria. Despite the limitations in the available data, the model
does a very good job of reproducing the actual frequency vari-
ability. More accurate results would be obtained if the demand
and generation data had a finer temporal and spatial resolution.

Once the model has been validated, we have explored scenar-
ios in which the wind capacity is increased while conventional
generation is reduced. In these scenarios, frequency fluctuations
typically exceed the statutory limits. For large wind capacity,
curtailment of excess wind generation acts as an effective addi-
tional control. Nevertheless, there are periods of very large wind
variability which translate into strong frequency deviations, even
with the largest conventional plant providing inertia and control
capabilities at all times.

We have determined the amount of additional secondary
control in conventional plants necessary to keep frequency
fluctuations within range. This has been done from numerical
simulations and from an analytical approximation which turns
out to work very well in scenarios without curtailment. The
need for additional secondary control grows linearly with wind
capacity up to a point in which it saturates due to the effective
control provided by curtailment. We have also analyzed the
changes in the stress of the lines when increasing wind capacity.
We have found an overall increase in the line stress, mainly in
the lines connected to the wind generation sites.

Finally, the model introduced here is quite flexible and can
be adapted to the analysis of other scenarios, such as those
associated to the increase of solar generation, the introduction of
storage, or the use of demand control techniques. These analyses
will be performed elsewhere.

APPENDIX

We derive the swing equation for a conventional generator
following section 11.2 of [27]. From Newton’s second law for
rotation, the angular frequency of the rotator ωm with respect to
a fixed reference frame follows

Jω̇m = Tm − Te = (Pm − Pe)/ωm, (12)

where J is the combined moment of inertia of the prime mover
and the generator, Tm and Te the mechanical and electromag-
netic torque, and Pm and Pe the mechanical and electric power.
We have used that power is torque times angular frequency.
For a generator with p poles, the electrical angular frequency is
ωe = pωm/2, thus

ω̇e =
p2

4Jωe
(Pm − Pe) . (13)

Introducing the inertia per unit power H = 2Jω2
R/p

2PG (ra-
tio of the kinetic energy at the reference angular frequency ωR

to the rated power of the generator PG) into (13), and defining
ω ≡ ωe − ωR leads to (2).
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