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Abstract—The terahertz current generated by a photoconduc-
tive device (PCD) saturates as the power of the input optical pump is
increased. This behavior is induced by various screening effects that
stem from the interactions between electromagnetic (EM) fields
and semiconductor carriers. In this work, these screening effects
are numerically analyzed for the first time using a fully-coupled
multiphysics approach. Unlike the previously developed simula-
tion frameworks, this approach rigorously models the nonlinear
coupling between the EM fields and the carriers and therefore is
capable of accounting for the screening effects. It is demonstrated
that the results obtained using this multiphysics approach and
actual experiments are in excellent agreement. The optical- and
radiation-field screening effects are identified in the simulation
results and the optical-field screening is found to play a more
dominant role in the saturation of the PCD output under high
optical pump power levels.

Index Terms—Multiphysics simulation, optoelectronic device,
photoconductive antenna, saturation, screening effect, terahertz
photoconductive device, unit-cell model.

I. INTRODUCTION

T ERAHERTZ (THz) frequency electromagnetic (EM)
fields have numerous applications ranging from wireless

communications to imaging systems and nondestructive testing,
to material characterization [1]–[10]. Despite the increasing
interest in using THz EM fields in these applications, efficient
THz source generation is still a fundamental challenge that
limits the development of THz technologies. Among a variety of
THz sources, photocondutive devices (PCDs) are most widely
used since they are compact and frequency-stable, can be oper-
ated at room temperatures, have a wide continuous bandwidth,
and can be excited using a pulsed or continuous-wave optical
pump [3]–[7]. However, it is well-known that PCDs suffer from
low optical-to-THz conversion efficiency [3]–[7]. On one hand,
the portion of the optical pump power that can enter the active
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region of the device is limited due to the high permittivity of the
photoconductive material. On the other hand, as the power of the
optical power is increased, the THz radiation power generated by
the PCD saturates, which limits not only the efficiency but also
the maximum available power output [3]–[7]. The former issue
has been alleviated by the recent development of nanostructured
PCDs. Metallic [6] or dielectric [7] nanostructures, which are
introduced on or inside the active region of the device and
support plasmon or Mie resonances, significantly enhance the
optical EM fields that interact with the semiconductor carriers.
Furthermore, nanostructured electrodes also reduce the effective
distance that the carriers have to travel [11], [12].

The saturation of the output THz radiation under high optical
pump power levels has been a bottleneck in the operation of
PCDs since their invention [9], [13]–[24]. This issue is even
more pronounced for nanostructured PCDs due to the local en-
hancement of the optical EM fields [3], [11], [12]. The saturation
behavior has been attributed to various screening effects in the
literature [13]–[23]. Among them, “space-charge screening” and
“radiation-field screening” are extensively studied [13]–[20],
[23], [25]. Space-charge screening (also known as Coulomb
screening) refers to the dampening of the bias field due to the
(static Coulomb) electric field generated by the electron-hole
separation [15], [16], [18], [22], [23]. Radiation-field screening
is a consequence of the low-frequency EM fields that are gen-
erated by the photocurrents inside the device and effectively
dampen the bias field [13]–[19]. A third effect is observed
when the (effective) photoconductivity, which is increased by
the generation of carriers via absorption of the optical EM
field energy, limits the penetration of the optical EM fields into
the active region of the device [20], [21]. This effect, which
is termed “optical-field screening” in this paper, is discussed
briefly in [20], [21]. Since the characterization of these screening
effects requires probing the EM fields and the carrier densities
inside the device, which is often difficult to do during experi-
ments, most of the methods that have been developed so far to
investigate the screening effects are based on phenomenological
models [13]–[16], [23].

Having said that, numerical tools are often used to character-
ize PCDs, but to be able to account for the screening effects,
these tools must model the nonlinear interactions between the
EM fields and the carriers. Earlier approaches developed for sim-
ulating conventional PCDs rely on the finite difference method
(FDM). These approaches use semi-analytical expressions of the
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generation rate and do not strictly model the two-way coupling
between the EM fields and the carriers [26]–[32]. In recent years,
the finite element method (FEM), which is more flexible and
accurate than FDM, has started to become the method of choice
to compute the optical EM fields, especially on nanostructured
PCDs [21], [33]–[35]. But like the previous approaches, those
that rely on FEM ignore the coupling from the carriers to the
EM fields and therefore they cannot account for the screening
effects [21].

More recently, a multiphysics framework has been developed
to simulate PCDs [36], [37]. This framework takes into account
the two-way nonlinear coupling between the EM fields and
the carriers and solves the fully-coupled systems of Poisson
and stationary drift-diffusion (DD) equations and time-domain
Maxwell and DD equations for steady-state and transient fields
and carriers, respectively. To efficiently account for the multiple
space and time characteristic scales involved in the multiphysics
model, discontinuous Galerkin (DG)-based schemes are used to
discretize the coupled systems of equations. The efficiency of
this framework has been further increased by adopting a unit-cell
model that approximates the interactions on the whole device
within one period of the nanostructure via carefully-designed
boundary conditions [38], [39]. Its increased efficiency and
ability to fully model the coupling between the EM fields and
the carriers make this multphysics framework a prime candidate
for analyzing screening effects.

In this work, the saturation behavior and screening effects
pertinent to PCDs [13]–[20] are numerically characterized and
identified for the first time using the fully and rigorously coupled
multiphysics approach briefly discussed above [36]–[39]. It is
demonstrated that the results obtained using this multiphysics
approach and actual experiments are in excellent agreement.
Numerical results generated using a large number of simulations
clearly show the effects of optical- and radiation-field screen-
ing. The impacts of these screening effects are compared by
controlling the coupling mechanism in the multiphysics model.
It is demonstrated that the saturation of the output is observed
only when the photocurrent is accounted for in the Maxwell
equations (i.e., when the carrier effects are coupled back onto
the EM fields). The low-frequency EM fields generated by
this photocurrent dampens the bias electric field (radiation-field
screening). Additionally, a higher carrier density level increases
the effective photoconductivity, which in return limits the pen-
etration of the optical EM fields into the active region of the
device (optical-field screening). Without the coupling of the
photocurrent to the Maxwell equations, the EM field interactions
do not “see” this increasing photoconductivity. Finally, it is
found that the optical-field screening plays a more dominant
role in the saturation of the PCD output at high optical pump
power levels.

II. MULTIPHYSICS MODEL

The operation of a PCD is illustrated in Fig. 1. The device
consists of a substrate layer (SI-GaAs), a photoconductive layer
(LT-GaAs), and two electrodes that are deposited on the pho-
toconductive layer. The operation of a PCD has two stages.

Fig. 1. Schematic illustration of the PCD operation.

Initially, a bias voltage is applied to the electrodes. The balance
between the bias electric field and the carrier distribution results
in a non-equilibrium steady-state described by a coupled system
of Poisson and DD equations [37], [40]

∇ · [ε(r)Es(r)] = q[C(r) + ns
h(r)− ns

e(r)] (1)

∇ · [dc(Es)∇ns
c(r)± μc(E

s)Es(r)ns
c(r)] = Rs(ns

e, n
s
h) (2)

where Es(r) is the stationary electric field, ε(r) is the dielectric
permittivity, q is the electron charge, C(r) is the doping concen-
tration, c ∈ {e, h} represents the carrier type and hereinafter the
upper and lower signs should be selected for electron (c = e)
and hole (c = h), respectively, nc(r, t) is the carrier density,
μc(E

s) and dc(E
s) are the mobility and diffusion coefficient,

respectively, andRs(ns
e, n

s
h) is the recombination rate [37], [40].

The field-dependent mobility model and the recombination rate
model for LT-GaAs are the same as those given in [37]. When
an optical pump laser is incident on the device, the transient
stage starts. The photoconductive material absorbs the optical
EM field energy and generates carriers. The carriers are driven
by both the bias electric field and the optical EM fields and
produce photocurrents. The transient interactions between the
EM fields and the carriers are described by a coupled system of
the time-dependent Maxwell and DD equations [36], [41]

ε(r)∂tE
t(r, t) = ∇×Ht(r, t)−[Jt

e(r, t) + Jt
h(r, t)] (3)

μ(r)∂tH
t(r, t) = −∇×Et(r, t) (4)

q∂tn
t
c(r, t) = ±∇ · Jt

c(r, t)−q[Rt(nt
e, n

t
h)−G(Et,Ht)]

(5)

Jt
c(r, t) = qμc(E

s)([Es(r) +Et(r, t)]nt
c(r, t)

+Et(r, t)ns
c(r))± qdc(E

s)∇nt
c(r, t) (6)

where Et(r, t) and Ht(r, t) are the time-dependent electric and
magnetic fields, nt

c(r, t) is the time-dependent carrier density,
μ(r) is the permeability,Jt

c(r, t) is the transient current densities
due to carrier movement, and Rt(nt

e, n
t
h) and G(Et,Ht) are the

transient recombination and generation rates. In (3), a Lorentz



7878 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 39, NO. 24, DECEMBER 15, 2021

dispersion model is used for ε(r) to model the material disper-
sion of LT-GaAs near optical frequencies. The optical absorption
is signified by the imaginary part of the permittivity, which is
used in the calculation of time-dependent G(Et,Ht). Genera-
tion of the time-dependent carriers results in a time-dependent
effective photoconductivity in the active region of the device.

Also, note that the photocurrent Jt
c(r, t) in (3), which is

the source of the THz EM fields, represents the coupling
from the generated carriers back to the EM fields. The THz
frequency contents present in Jt

c(r, t) stem from the term
qμc(E

s)Es(r)nt
c(r, t) in (6): The frequency contents of nt

c(r, t)
are in the THz frequency range, and q, Es(r), and μc(E

s) are
constants in time. Since the frequency contents of the terms
qμc(E

s)Et(r, t)ns
c(r) and qμc(E

s)Et(r, t)nt
c(r, t) are in the

optical frequency range and the vector-component of the term
qdc(E

s)∇nt
c(r, t), which is in the direction of the dominant

component of Jt
c(r, t), is negligible, these three terms do not

contribute significantly to THz frequency contents of Jt
c(r, t)

and therefore do not have much effect on the THz EM field
generation.

Ignoring the source term Jt
c(r, t) in (3) (as done with the

methods described in [21], [33]–[35]) has two consequences in
terms of modeling screening effects: (i) As described in Section I
and in [20], [21], the increasing photoconductivity limits the
penetration of the optical EM fields into the active region of
the device, resulting in optical-field screening. If Jt

c(r, t) in (3)
is ignored, the EM fields do not “see” the effective photocon-
ductivity and therefore the optical-screening cannot be account
for. (ii) Again, as briefly described in Section I and detailed
in [13]–[20], [23], [25], the low-frequency EM fields dampen
the bias field, resulting in radiation-field screening. Naturally, if
Jt
c(r, t) as the source of these fields is ignored in the Maxwell

equations, the radition-field screening cannot be accounted for.
The Poisson-DD system (1)–(2) is solved iteratively using

the Gummel method [40] and the linearized set of equations
at every iteration are discretized using a stationary discontin-
uous Galerkin (DG) scheme [37], [43]–[47]. The steady-state
solutions are used as inputs in the transient solver [36]. The
Maxwell-DD system (3)–(6) is discretized using a time domain
DG scheme [36], [48]–[63]. The nonlinear coupling between
the Maxwell equations and the DD equations is accounted for
by feeding these systems’ solutions to each other at alternating
time steps (with different step sizes) during the explicit time
marching [36]. Multiple space and time characteristic scales are
involved in the operation of a PCD, i.e., the Debye length is
∼10 nm, the optical wavelength is∼100 nm, and the device size
is ∼10μm, the optical wave period is ∼1 fs while the device
response time is ∼1 ps. Using a higher-order DG framework
and an explicit time marching scheme that uses different time
step sizes for the Maxwell equations and the DD equations helps
to keep the computational cost under control [36], [39]. Having
said that, to further increase the efficiency of this DG-based mul-
tiphysics framework, a unit-cell model, which approximates the
interactions on the whole device within one period of the nanos-
tructure via carefully-selected/designed boundary conditions, is
adopted [39]. This until cell model makes it possible to run a
large number of simulations within a reasonable time without
sacrificing from the accuracy of the simulation results [38], [39].

TABLE I
SEMICONDUCTOR MATERIAL PARAMETERS

III. SIMULATION SETUP

To analyze the screening effects, a conventional PCD is con-
sidered for the sake of simplifying the physical problem. The
thickness of the LT-GaAs and the SI-GaAs layers is 0.5μm and
the interface between these two layers is located at z = 0. The
distance between the electrodes along thex direction is 10μm. A
bias voltageVbias is applied to the electrodes. The semiconductor
parameters are provided in Table I. The permittivity of the
LT-GaAs layer is expressed using the Lorentz dispersion model
as

ε(ω) = ε0

(
ε∞ +

ω2
p

ω2
o − ω2 − iγω

)

where ε∞ = 5.785, ωo = 4.783 × 1015 rad/s, and γ = 4.557 ×
1014 rad/s, ωp = 1.061 × 1016 rad/s [42]. The electrodes are
modeled as gold and their permittivity is expressed using the
Drude model as

ε(ω) = ε0

(
ε∞ − ω2

p

ω2 + iγω

)

where ε∞ = 1.0, ωp = 1.372 × 1016 rad/s, and γ = 8.052 ×
1013 rad/s [36]. SI-GaAs is modeled as a dielectric material with
relative permittivity εr = 13.26. All materials are considered
nonmagnetic μr = 1.0.

The DD equations are solved only within the LT-GaAs layer,
while the Poisson equation and the Maxwell equations are solved
everywhere. For the Poisson equation, a potential-drop boundary
condition is used along the x direction to mimic the bias volt-
age, periodic boundary conditions (PBCs) are used along the
y direction, and a homogeneous Neumann boundary condition
is used along the z direction. For the stationary DD equations,
PBCs are used along x and y directions, and a homogeneous
Robin boundary condition is used on the surfaces of the LT-GaAs
layer (transverse to the z direction) [46], [47]. PBCs are used
along thex and y directions for the time-dependent Maxwell and
DD equations. Along the z direction, perfectly matched layers
are used for Maxwell equations [64], [65], and a homogeneous
Robin boundary condition is used for the DD equations [39].
The simulation domains are discretized with tetrahedrons. The
minimum and the maximum edge lengths in the mesh are 10 nm
and 200 nm, respectively.

The time-dependent electron density (nt
e) and the x compo-

nents of the time-dependent electric field and current density (Et
x

and J t
x) are recorded at probes P1, P2, P3, P4, P5, P6 that are
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located at x = 0, y = 0, z = {10, 100, 200, 300, 400, 490} nm.
The Fourier transform of Et

x and J t
x is denoted by F(Et

x) and
F(J t

x), respectively. Two types of simulations are carried out: (i)
“Coupled” simulation that uses the mathematical model (3)–(6)
with photocurrents Jt

e(r, t) and Jt
h(r, t) in place. (ii) “Uncou-

pled” simulation that uses the same mathematical model except
Jt
e(r, t) and Jt

h(r, t) are ignored. The uncoupled simulation
is similar to the frequency-domain FEM-based approach [21],
[33]–[35] where the EM fields are computed by the Maxwell
solver without taking into account the photocurrents (the screen-
ing effects are ignored). Since in the unit-cell model, the source
aperture is assumed infinitely large, in the following, the peak
power flux density Spump (in unit of mW/cm2) is used as a mea-
sure of the optical pump power. Note that, due to PBCs, electrons
and holes moving out of one boundary enter the unit cell from the
opposite boundary. This means that the space-charge screening
effect cannot be demonstrated using this model. To be able to
characterize this effect, the full-device simulation [36] should
be used.

IV. SCREENING EFFECTS

In all simulations considered in this section, the PCD is oper-
ated in the continuous-wave mode [3], [6] and excited from top
by two continuous-wave lasers at the same time. The operating
frequencies of these lasers are 374.5 THz and 375.5 THz, with
a frequency difference of 1 THz and their individual power flux
densities are the same.

Fig. 2(a) plotsnt
e recorded at probes P6 and P1 versus time for

different values of Spump. Fig. 2(b) plots the maximum value
of nt

e recorded at different probes versus Spump. Comparing
the results obtained by the coupled and uncoupled simulations,
one can clearly see that the saturation behavior results from
the inclusion of the photocurrents Jt

h(r, t) and Jt
e(r, t) on the

right hand side of the Maxwell equation in (3). In the coupled
simulation, the increase in the maximum value of nt

e recorded
at P6 (near the top, see Fig. 1) slows down for higher values
of Spump. nt

e recorded at P1 (near the bottom) is much smaller
and also saturates much faster than nt

e recorded at P6. In the
uncoupled simulation, the maximum value of nt

e at all probes
increase linearly with increasing Spump.

First, the results obtained by the coupled simulation are
validated against experimental data. The calibrated field data re-
ported in [13] is obtained from the radiated field measured during
the experiments. Note that, in the Fourier domain, the magnitude
of the radiated field is proportional to the magnitude of the
photocurrent density [13], [14], [20]. Therefore, the magnitude
of the calibrated field data in [13] is expected to be proportional
to the magnitude of the photocurrent density. Fig. 3 plots |F(J̄ t

x)|
computed at 1 THz versus Spump for different values of Vbias

and compare it to the normalized calibrated field data (denoted as
“exp.” in the figure). Here, J̄ t

x = (J t
x|P4 + J t

x|P5 + J t
x|P6)/3

represents the average current density recorded at probes P4,
P5, and P6. Only the photocurrents at these three probes are
considered for comparison because only the carriers near the
top interface (∼100 nm) contribute to the generation of THz EM
fields (due to the short carrier lifetime) [6], [12]. The bias voltage
and the laser power used in the simulation are calculated from

Fig. 2. (a) nt
e recorded at probes P6 and P1 for different values of Spump. (b)

Maximum value of nt
e versus Spump. Spump is in units of mW/cm2.

the experimental parameters [13]. Note that the normalization
factor for the field data is 1.36× 105 for all values of Spump and
Vbias.

Fig. 3 shows the excellent agreement between the simulation
results and the experimental data. Noticeably, the photocurrent
density does not show clear saturation with increasing Vbias.
This also agrees with the experimental results in [14], [66], [67].
Note that that similar and consistent results are obtained for
|F(J̄ t

x)| computed at frequencies within band [0.1, 1.5] THz.
These comparison results and observations validate the accuracy
of the coupled multiphysics model used in this work.

Fig. 4(a) and (b) show distributions of the magnetic field’s
magnitude |Ht| and nt

e for Spump = 8.3 × 1010 mW/cm2 at
0.2 ps and 1.2 ps, respectively. The distribution of |Ht| shows
a standing wave pattern along the z direction due to multiple
reflections in the layered structure. Since the generation rate
depends on the EM field, the distribution of nt

e shows a similar
standing wave pattern. Fig. 4(c) shows Et

x and nt
e along the line

(x = 0, y = 0, 0 ≤ z ≤ 0.5μm). Both quantities decrease with
depth (along the −z direction). In the uncoupled simulation, the
slow decay is due to the imaginary part of the permittivity near
optical frequencies. This imaginary part represents the optical
absorption that results in carrier generation [42]. In the results
obtained by the coupled simulation, the decay is much faster
and Et

x oscillates around a negative value (decaying towards it).
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Fig. 3. F(J̄t
x) at 1 THz for different levels of optical pump power Spump and

different values of bias voltage Vbias.

Meanwhile, at t = 1.2 ps, nt
e concentrates on the top interface

(z = 0.5μm) and the standing wave pattern is smoothened.
Fig. 5 plots Et

x recorded at all six probes versus time for
Spump = 8.3 × 1010 mW/cm2 and different values of Vbias. The
results obtained by the coupled simulation and the uncoupled
simulation show several differences:

a) Et
x computed by the coupled simulation at all probes

shows a sudden drop at around 0.1 ps [Fig. 5(a), (c), and
(d)]. After that, the peak values stay smaller than those
obtained by the uncoupled simulation [compare Fig. 5(a)
to Fig. 5(b)]. This indicates that in the coupled simulation
a smaller level of optical EM field energy can enter the
device after a high level of carrier density (or current den-
sity) is built up. In other words, the optical EM field energy
is “screened” when the time-dependent photoconductivity
reaches a high level.

b) The decay observed in Et
x while moving from the probes

closer to the top interface to those located deeper in the de-
vice is faster in the coupled simulation [compare lines with
different colors at a specific time point between Fig. 5(a)
and (b)]. This observation agrees with the snapshots shown
in Fig. 4 and is also demonstrated more clearly in the
frequency-domain analysis described below. In the cou-
pled simulation, the photoconductivity not only increases
the reflection [i.e., does not “allow” the EM fields to enter
the active region of the device – see (a)] but also effectively
increases the absorption.

c) In Fig. 5, the dashed lines representsEt
x recorded at probe

P6 after a low pass filter is applied (by averaging over a
sliding window of length 0.25 ps). In the coupled simu-
lation, the averaged Et

x oscillates between −7920 V/cm
and −7350 V/cm after 1 ps [Fig. 5(a)] while it is zero in
the uncoupled case [Fig. 5(b)]. This low frequency field
results from the DD currents Jt

e(r, t) and Jt
h(r, t) on the

right hand side of the Maxwell equation in (3) and is
the reason for the radiation-field screening as analyzed
in [13]. Note that the amplitude of the averaged Et

x is

Fig. 4. Distributions of |Ht| andnt
e at (a) 0.2 ps and (b) 1.2 ps as computed by

the coupled simulation. The insets correspond to the same results computed by
the uncoupled simulation. (c) |Ht| and nt

e along the line (x = 0, y = 0, 0 ≤
z ≤ 0.5μm).

proportional to Vbias [Fig. 5(c)] and becomes zero when
Vbias = 0 [Fig. 5(d)].

To confirm the above observations, the recordedEt
x andJ t

x are
analyzed in the Fourier domain. Fig. 6(a) and (b) plot |F(Et

x)|
and |F(J t

x)| versus frequency, respectively. From Fig. 6(a), one
can see that at the lower frequencies F(Et

x) appears in the
coupled simulation only when Vbias �= 0. Similarly, as shown in
Fig. 6(b), at the same frequencies, F(J t

x), which is responsible
for the THz output of the PCDs, also appears only when Vbias �=
0. Because of the saturation,F(Et

x) andF(J t
x) are much smaller

in the coupled simulation. Near optical frequencies, F(Et
x) and

F(J t
x) are weaker in the coupled simulation. Fig. 6(c) plots

|F(Et
x)| at 374.4 THz versus the depth (along the−z direction).

Note that, to clearly show the decay rate, each curve is normal-
ized by its value at the top interface (z = 490 nm). Clearly, in the
coupled simulation, |F(Et

x)| at optical frequencies decays faster
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Fig. 5. Et
x recorded at different probes forSpump = 8.3× 1010 mW/cm2 (a)

by the coupled simulation with Vbias = 10 V, (b) by the uncoupled simulation
withVbias = 10 V, (c) by the coupled simulation withVbias = 40 V, and (d) by
the coupled simulation with Vbias = 0. The dashed line represents Et

x recorded
at P6 but smoothened by a low pass filter.

Fig. 6. (a) |F(Et
x)| and (b) |F(Jt

x)| recorded at different probes. (c) Values
of |F(Et

x)| and |F(Jt
x)| at 374.4 THz versus depth (along the −z direction) for

different values of Spump. Vbias and Spump are in units of V and mW/cm2,
respectively.

as Spump is increased. This is exactly the optical-field screen-
ing effect, i.e., the photoconductivity increases the absorption.
Moreover, in the coupled simulation, |F(Et

x)| behaves similarly
under Vbias = 0 and Vbias = 10 V. Fig. 6(d) plots |F(J t

x)| at
374.4 THz versus the depth (along the −z direction), showing
that the current density behaves similarly to the electric field.

The above results suggest that the optical-field screening is
the dominant mechanism that causes the saturation at the output
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Fig. 7. σDC as a function of Vbias and Spump at probes (a) P6 and (b) P1.

of the PCD. However, note that it is not trivial to separate the
effects of the optical- and radiation-field screening under a bias
voltage since both the low-frequency radiation field and the
photoconductivity are proportional to the carrier density [13]–
[15], [25] and both effects give negative feedback, e.g., a larger
density leads to a stronger negative radiation field that effectively
reduces the bias electric field, and a larger photoconductivity also
reduces the optical power that is allowed to enter the device.
To further compare their effects on the saturation, more studies
that analyze the transient response the PCDs under different
excitation signals might be carried out.

Clearly, the photoconductivity is time-dependent. This also
means that it is frequency-dependent [68]. The DC component
of the conductivity can be defined as

σDC = [F(J t
x)|f=0 + Js

x]/[F(Et
x)|f=0 + Es

x]

where Es
x and Js

x are the x components of the steady-state
electric field and current density. Note that F(J t

x)|f=0 and
F(Et

x)|f=0 are real and therefore σDC is real. The saturation
behavior indicates that the photoconductivity depends not only
on Spump, but also on Vbias. Moreover, it also depends on the
time signature of the pump, e.g., the repetition rate of a pulse
affects the dynamic response. Here, the time signature is same
as the one in the above examples. Fig. 7 plots σDC computed
at probes P6 and P1 as a function of Spump and Vbias. Since
the carrier density is much higher closer to the top interface,

σDC is larger at probe P6. At probe P6, one can see that the
saturation at high levels of optical pump for a given value of
Vbias. No saturation along Vbias is observed for given value of
Spump. This agrees with the observation reported in [13], [14],
[66], [67]. At probe P1, σDC saturates with increasing Spump or
Vbias since the conductivity is much lower closer to the bottom
interface.

V. CONCLUSION

The saturation behavior of the PCD output under high optical
pump power levels and the underlying screening effects are
investigated using an efficient fully- and rigorously-coupled
multiphysics approach. Since this approach models the two-way
nonlinear coupling between the EM fields and the carriers, it
enables the numerical characterization of the screening effects.
In addition, the efficient unit-cell model permits generation
of numerical results from a large number of simulations in a
reasonable time.

Excellent agreement is found between the numerical results
and the experimental data. Numerical results generated using
a large number of simulations clearly show the effects optical-
and radiation-field screening. The impacts of these screening
effects are compared by controlling the coupling mechanism in
the multiphysics model. It is demonstrated that the saturation of
the output is observed only when the photocurrent is accounted
for in the Maxwell equations (i.e., when the carrier effects are
coupled back onto the EM fields). The low-frequency EM fields
generated by this photocurrent dampens the bias electric field
(radiation-field screening). Additionally, a higher carrier density
level increases the effective photoconductivity, which limits the
penetration of the optical EM fields into the active region of
the device (optical-field screening). Without the coupling of the
photocurrent to the Maxwell equations, the EM field interactions
do not “see” this increasing photoconductivity. Finally, it is
found that the optical-field screening plays a more dominant
role in the saturation of the PCD output under high optical pump
power levels.

In recent years, nanostructures are extensively used for im-
proving the PCD response by enhancing the optical EM fields
that interact with the active region of the device. From the
results provided in this work, one can expect that the high
carrier densities generated by the enhanced EM optical fields
near the nanostructures would block optical EM fields from
penetrating into the active region, possibly leading to more
pronounced optical-field screening effect. Therefore, the nanos-
tructures should be designed not only to enhance the EM optical
fields locally but also to guide them more effectively into the
active region. From this perspective, three dimensional nanos-
tructures that are etched into (rather than onto) the active region
are promising candidates.
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