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Abstract—A paradigm shift in optical communication networks
is proposed, with the introduction of a new ecosystem of devices
and components with the capability of transforming current point-
to-point optical networks (with their entailed, limiting, electri-
cal aggregation) into flexible, scalable and cost-effective point-to-
multipoint networks. In the new architecture, which better aligns
with the hub-and-spoke traffic patterns observed in today’s metro
and access network segments, interoperability across a variety of
transceivers operating at different speeds is achieved using indi-
vidually routed, digitally generated subcarriers. The first compre-
hensive demonstration of the technical feasibility of the proposed
point-to-multipoint architecture based on digital subcarrier mul-
tiplexing is presented, along with the remarkable cost savings and
simplification of the network it enables.

Index Terms—Point-to-Multipoint, digital subcarrier
multiplexing, 5G, metro aggregation, fronthaul, coherent access.

I. INTRODUCTION

O PTICAL networks have gone through several disruption
cycles over the past decades, led by the deployment of
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breakthrough technologies and resulting in improved network
architectures. The seemingly unstoppable erosion in Cost per
transported Bit (CpB) has allowed network operators to deliver
higher capacities to end users with virtually flat Capital Expendi-
ture (CAPEX) budgets. Notable inventions include the Erbium
Doped Fiber Amplifiers (EDFA), Photonic Integrated Circuit
(PIC), Wavelength Selective Switch (WSS) – which enabled
Reconfigurable Optical Add and Drop Multiplexing (ROADM)
– and coherent optical transmission, all of which have been
widely embraced by the optical communication industry [1]–[6].

Today’s state-of-the-art optical transceivers deliver impres-
sive performance, highly valued in core and submarine applica-
tions [7] or any network where fiber is a scarce resource [8]. Yet
only limited further improvements can be expected in transceiver
performance due to Shannon’s limit1. Further reductions in
the CpB for next generation high-end optical interfaces will
have to come in large part from higher symbol rates [7], [11].
This maximizes the throughput over the fiber and considerably
reduces the amount of cards in the network, thus simplifying
its management [12]. This is in opposition to the improvement
obtained by increasing the Signal-to-Noise-Ratio (SNR) and
Spectral Efficiency (SE), which can be limited by component
imperfections [13]. Nonetheless, there is an upper limit on the
practical symbol rate that can be achieved, roughly scaling with
the Moore’s law.

While higher data rates will reduce the CpB, it is only
worthwhile if the operators can effectively utilize the transceiver
capacity. With the rise of the Internet, mesh voice traffic has
been displaced by Hub and Spoke (H&S) data traffic; continued
growth is forecast as 5G Radio Access Network (RAN)s and
Internet of Things (IoT) enable new use cases [14]–[16]. Fig. 1
compares qualitatively the traffic patterns – from Point-to-Point
(P2P) in (a) to Point-to-Multipoint (P2MP) H&S in (b).

While the total traffic in these networks is high, the traffic
requirements at individual sites are relatively low, and typical
metro or access network nodes may not be able to fully utilize
high-capacity coherent transceivers for several years, leaving the

1Commercial transceivers are close to Shannon’s capacity. When moving to
higher-order modulation formats, e.g., 128/256-Quadrature Amplitude Modu-
lation (QAM), severe component limitations arise [9], [10].
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Fig. 1. (a) High-level comparison between Point-to-Point and (b) Point-to-Multipoint traffic patterns.

industry in need of a way to continue reducing CpB within the
current network architecture [17].

This paper2 will outline the use of Digital Subcarrier Mul-
tiplexing (DSCM) technology [7], [19], [20] to enable P2MP
coherent optical networks with revised Layer 2 / Layer 3 (L2/L3)
architectures, putting operators on a new trajectory for CpB
savings.

We propose a novel network architecture in which:
(i) the throughput of a single high-capacity transceiver can

be shared by multiple lower-capacity ones;
(ii) digital switching at intermediate nodes is replaced by

optical aggregation;
(iii) remote reconfigurability minimizes manual interven-

tions (e.g., for capacity upgrades) and
(iv) smart optical transceivers are managed independently of

hosting devices.
The remainder of the manuscript is structured as follows:

Section II provides a comprehensive discussion of the state-
of-the-art of available technology; Section III compares P2P
and P2MP; Section IV describes the key elements for realizing
a P2MP network – DSCM, Digital Signal Processing (DSP),
and Network Management (NM); Sections V and VI present
relevant application scenarios and the experimental validation
of the concept, respectively; Section VII illustrates our vision of
next generation optical networks, and Section VIII provides an
outlook and conclusions.

II. TECHNOLOGY BACKGROUND

A. Traffic Evolution

Historically, metro networks were built by telephone opera-
tors to create connectivity between local exchanges in metropoli-
tan areas. Most phone calls were local, and required connectivity
only to a different local phone exchange in the same metro area.
The resulting traffic was highly meshed and P2P in nature, and
the few long-distance phone calls were routed to a Central Office
(CO) to reach the remote destination [21].

Internet Protocol (IP) data traffic is quite different, as end users
are connected to Internet Content Provider (ICP)s hosting their
services from a small number of Data Center (DC)s [22]. With
the explosion of user data traffic, network patterns have shifted
and are now dominated by H&S traffic, regardless of whether the

2This article is the extension of the invited paper at ECOC 2020 [18].

end user is connected to the Internet through a mobile handset,
a cable modem, a Fiber-to-the-Home (FTTH) media converter
or an Asymmetric Digital Subscriber Line (ADSL) device.

B. Switching Technique Evolution

Transport networks have relied on Time-division Multiplex-
ing (TDM) as the switching technique for several decades. Since
it was based on allocating time slots to realize a connection
over a given path, TDM was a natural fit to support traffic that
was the result of the aggregation of multiple telephone calls,
and it was present at both service and transport layers. Early
fiber optic networks employed Plesiochronous Digital Hierarchy
(PDH). Over time, to overcome key limitations of the former
TDM technology, such as complex/expensive multiplexing of
lower rate clients and lack of vendor interoperability [23], Syn-
chronous Optical Networking (SONET)/Synchronous Digital
Hierarchy (SDH) gradually replaced PDH. Despite its robust-
ness, SONET/SDH was not natively designed to exploit Dense
Wavelength Division Multiplexing (DWDM) as the means to
increase greatly the fiber capacity. This limitation was a key
driver for the introduction of the Optical Transport Network
(OTN) [24], [25].

Internet traffic, given its burst nature, is best supported with a
packet-switching technology, such as the IP, since it can take
advantage of statistical multiplexing gains. With its rise, IP
and IP/Multi-Protocol Label Switching (MPLS) traffic became
the dominant protocols traversing telecommunications networks
across the globe, while Ethernet emerged from being a low-cost
technology for Local Area Network (LAN) to become a replace-
ment for SONET/SDH in Wide Area Network (WAN) [26].

Two main types of infrastructure owners have built today’s
multilayer core and metro networks. Traditional telecommu-
nication operators have to support a mix of (higher volume)
IP/MPLS traffic and (lower volume) legacy services (e.g. leased
lines). As a result, their networks usually include IP/MPLS
routers and Ethernet switches. The different traffic flows are then
multiplexed via OTN switches, which sit on top of a ROADM
network. In contrast, ICPs do not have legacy services to support
and can simplify the network architecture, preferring to adopt
an IP-over-DWDM approach that consists only of routers and
ROADMs.

Packet-optical solutions are today becoming prevalent. De-
velopments in pluggable line interfaces that can be deployed
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Fig. 2. Comparison of wavelength capacity versus reach for different genera-
tions of transceivers.

directly in router ports reinforce the economics of this option
in metro networks, by enabling the elimination of dedicated
transport boxes and grey interfaces [27]. Fixed access networks
still rely on a mix of transmission media, such as copper, coaxial
cable and fiber. The rollout of FTTH and Fiber-to-the-Antenna
(FTTA) is steadily bringing fiber to users’ homes and to antenna
towers, respectively. The majority of these deployments use a
form of TDM-Passive Optical Network (PON) to carry IP traffic,
which, as described above and further discussed in Section V-A,
is unlikely to be a scalable and cost-effective option to provide
significantly higher data rates.

C. Transceiver Technology Evolution

Until 2010, Direct Detection (DD) systems dominated fiber
optics, for any distance and any symbol rate, with a DWDM
capacity per fiber as high as ∼1 Tb/s. The explosion of In-
ternet traffic required a rapid introduction of coherent technol-
ogy and high-order modulation formats, made possible by the
fast evolution of Complementary Metal-oxide-semiconductor
(CMOS) technology and high-speed Digital-to-Analog Con-
verter (DAC)/Analog-to-Digital Converter (ADC), which en-
abled advanced DSP [5], [6], [28]–[30] and the transition from
Hard Decision (HD)- to Soft Decision (SD)-Forward Error
Correction (FEC) [31].

The first generation of coherent transponders achieved 100G–
200G at ∼30 GBaud with Polarization Multiplexing (PM)-
Quadrature Phase Shift Keying (QPSK)/16-QAM. The next
upgrade to 64 GBaud enabled 400G/600G and used 16- and
64-QAM, respectively, and was realized both by compensating
for component limitations [32], [33] and by the improvement
in silicon integrated circuit technology led by the International
Technology Roadmap for Semiconductors (ITRS).

Current commercial coherent systems transmit 800G per
wavelength over 1000 km at ∼100 GBaud with Probabilistic
Constellation Shaping (PCS) and DSCM [7], [34], [35]. Fig. 2
plots qualitatively the wavelength capacity versus reach for four
types of transceivers:

1) a conventional transponder (red solid line) with a limited
number of modulation formats;

2) a PCS-based transponder with a finite number of incre-
ments (blue solid);

3) an ideal PCS-based transceiver (blue dotted) and
4) a Shannon’s ideal transceiver (black dashed).
It is clear from Fig. 2 that we are approaching the Shannon

limit in terms of SE and wavelength capacity and that the gains

from one generation to the next are diminishing. Similarly,
although CMOS and Application-specific Integrated Circuit
(ASIC) technology improved from 90 nm [5] to the current
7 nm [7], it also shows signs of a slowdown in the pace of
development.

The largest and fastest growing network segments, metro and
access, have relatively short link distances and traffic require-
ments in individual sites are modest. These segments are less
well served by today’s high-performance coherent transceivers,
and the paramount needs are for small footprint, low power
consumption and rapid development. The various initiatives
to standardize pluggable optics are significantly changing the
landscape in the metro segment [27]. Nevertheless, the current
industry roadmap for optical transceivers omits what will be
presented here as the next key step: the realization of smart plug-
gables as the basis of next-generation P2MP optical networks.

III. A NEW NETWORK PARADIGM: FROM P2P TO P2MP
OPTICAL NETWORKS

This section compares P2P and P2MP architectures in a
given typical metro aggregation network, illustrated in Fig. 3.
Section III-A discusses the relevant limitations arising from the
underlying P2P infrastructures, while Section III-B highlights
the potential benefits of using P2MP.

A. Limitations of Point-to-Point Networks

Fig. 3(a) illustrates a common and simplified metro/access
network architecture, where the transceivers of N endpoints3

(5G antennas, curb aggregation boxes, etc.) communicate with
those at the electrical aggregation stage. N low data rate
transceivers are needed on each side, i.e., N × 2 transceivers,
plus 2 additional high-speed ones. While optimal for tradi-
tional telephony, the P2P architecture becomes sub-optimal
with highly asymmetric H&S traffic. The pragmatic solution
is to introduce a hierarchy of aggregation devices, typically IP
routers, to allow each link in the network to use the optimal
rate P2P transceiver; here the aggregation device serves the role
of a gearbox, multiplexing traffic from various smaller optical
transceivers onto a larger one. There are some drawbacks to this
approach.

First and foremost, there is no obvious value to the end
customer in regenerating traffic unnecessarily. Fiber spectrum
is typically not a problem outside core networks, thus the lowest
CpB solution is to minimize the number of regeneration points.
Borrowing a term from the Toyota Production System, this is
potentially muda – waste – a sign of a hidden cost that should
be investigated [36].

Once the traffic has arrived at the hub site, it is terminated
in N lower-rate ports, where each port is sized according to
the expected peak traffic demand and matches the edge nodes.
If traffic in a particular leaf site increases, a physical site visit
may be required to deploy more capacity, burdening Operational
Expenditure (OPEX) budgets. Alternatively, the operator can

3In this manuscript, we will interchange the words “leaf/leaves” and
“endpoint(s)”.
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Fig. 3. Example of intermediate aggregation network of N edge nodes for (a) P2P and (b) P2MP. The former requires 2×N low-speed transceivers plus 2
high-speed ones, while the latter requires only N low-speed transceivers plus 1 at high-speed. In (b), we substitute the aggregation layer (and related transceivers)
with a passive optical coupler N : 1 thus simplifying Layer 0 / Layer 1 (L0 / L1).

choose to deploy more capacity up front, increasing CAPEX
instead. Operators routinely make these decisions based on
traffic forecasts and other factors. Despite the variety of traffic
patterns, P2P networks have been deployed almost exclusively
across the different segments of the optical network4. A clear
limitation of this architecture is that if an endpoint requires
more capacity, all transceivers must be replaced. Consequently,
an operator would opt either for more frequent truck rolls or
having a safety buffer of additional capacity on day one5. Neither
solution is economically optimal – if an operator wants to align
costs to revenues over time, they incur a higher CpB and more
frequent site visits.

B. Benefits and Challenges of P2MP Networks

This section discusses network simplification and adaptation
to modern data traffic dynamics and how coherent coupled with
DSCM and with advanced DSP can realize a P2MP architecture.

Fig. 3(b) shows the impact of implementing our proposed
P2MP architecture in the same typical metro aggregation net-
work of Fig. 3(a). Here, the electrical aggregation stage of
Fig. 3(a) has been replaced by a simple 1 : N passive optical
combiner. The number of devices and stages needed to aggregate
and up-speed the traffic to be transported to the next hub is
greatly reduced. Note that even if the electrical aggregation
device is replaced by a DWDM optical filter, with traditional
P2P optics every edge transceiver still needs a corresponding
bookended transceiver at the hub. That is not the case with
our proposed P2MP optics, because DSCM enables a routing
of digital Subcarrier (SC)s independently from an endpoint to
the hub. The SCs are locked in frequency in a leader/follower
relationship to the high-speed transceiver at the hub, and a
muxponder is no longer needed to aggregate the signals from
the low-speed transceivers.

4It is worth mentioning that P2MP is employed in access, e.g., Ethernet PON,
Gigabit PON. However, the protocols rely on TDM.

5Upgrades of optical systems are costly and prone to human error and service
interruptions. The continuous rise in bandwidth demand will increase their
frequency, with higher OPEX.

In Fig. 3(b), only N low-speed transceivers and 1 high-speed
one are required, 50% less than in Fig. 3(a). In addition, in the
P2MP architecture, multiple low-speed transceivers (spokes) are
now directly connected to high-speed ones (hubs), breaking the
bookended transceiver paradigm. This approach eliminates the
need for intermediate traffic aggregation stages while leveraging
larger, more efficient switching devices at centralized sites. The
related costs for power consumption, footprint, sparing parts,
and grooming equipment are consequently reduced. Further-
more, P2MP enables cross-layer Layer 1 / 2 (L1 / L2) savings
by an efficient utilization of the optical transceivers, which can
now flexibly provide the exact required amount of capacity.

P2MP can also maximize Layer 3 (L3) efficiency, density, and
simplicity by replacing large numbers of low-speed ports with
fewer, more efficient, high-speed ones that can be used both for
aggregation and as network interfaces. An operator may now
choose to deploy 100 Gb/s P2MP pluggable optics in, e.g., 12
leaf nodes, and only turn up a single 25 Gb/s digital subcarrier
per node on day one. The 12 SCs can be terminated in a single
400 Gb/s hub router port – a factor of three less than what would
be required with P2P optics on day one. As capacity grows in
edge nodes and more SCs are turned up over time, the operator
can deploy more 400 Gb/s ports in the hub. Compared to using
P2P optics, operators can deploy more edge capacity to reduce
OPEX associated with site visits, while saving on CAPEX at the
hub site.

Maintaining the same definition of SCs over more gener-
ations of P2MP optics ensures that different generations of
pluggables can interoperate, and operators can thus define multi-
generational network architectures. Routers and other hosting
devices can be independently upgraded. Hub sites can be seam-
lessly expanded, e.g., to 800G, without requiring the upgrade of
the leaves, decoupling nodal upgrades from network-wide ones.
Network operators can maximize Return on Investment (ROI)
and ensure a smooth and cost-effective capacity upgrade of the
network.

The P2MP architecture does present some challenges. First,
more than the aggregation function is removed when aggregation
devices are taken out of the network. Routers are feature-rich
devices and operators use them for a variety of functions.
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Removing them from networks will take time, as features are
virtualized or hosted on other types of devices.

A second potential concern is around reliability. While re-
ducing the number of pluggable optics in hub sites will improve
network uptime, operators need to ensure that the impact of a
failure is contained. Compared to P2P, a P2MP hub optic failure
will take down more traffic and affect connectivity to multiple
nodes; this can be addressed by using protection or restoration.

A third challenge is that the light paths from a single hub to
numerous edge transceivers may include a wide range of losses,
necessitating power balancing so that the SCs arrive at the hub
with nearly the same power. We envision that the edge P2MP
optics will have a wide-range adjustable transmit output power
and that a power control loop between the hub and each edge
transceiver will be used to equalize the SC powers. In many
cases, no additional power balancing elements will be required,
but in cases where the path loss difference exceeds the transmit
output adjustment range, some external fixed attenuators may
be needed.

While P2MP communication is new to coherent optical trans-
mission, it is widely deployed in higher layers. OTN provides
multiplexing of payloads for different destinations in a single
Optical Transport Unit, and routers provide breakout modes to
allow a single higher-rate port to communicate with multiple
lower-rate ports over shorter distances. To implement P2MP
transmission, the P2MP needs to properly map incoming traffic
to the correct digital SC. This could be carried out in accordance
with existing standards, such as the breakout modes, or more
flexible schemes can be conceived, such as having the P2MP
transceiver switch packets based on packet inspection e.g. Vir-
tual LAN (VLAN) tags.

Removing electrical aggregation devices will also improve
network uptime, but can reduce the operators’ ability to reroute
traffic around failures. This would be more relevant in a mesh
network, and likely matters less for ring, horseshoe and tree
topologies in metro and access aggregation networks.

IV. DESIGN OF P2MP NETWORKS

A. Point-to-Multipoint Digital Subcarrier Multiplexing
Coherent Transceivers

Given the range of applications for the proposed technology,
it is natural for P2MP transceivers to be productized as digital
coherent optical (DCO) pluggables.

P2MP pluggables present a similar complexity, number of
components, and variety of form factors as conventional P2P
ones. Conventional pluggables allow communication between
same-speed devices (in a P2P format), provided that the modu-
lation format and the coding are identical.

By employing DSCM, we can enable P2MP connectivity
with data plane interoperability between coherent pluggables
of different capacities – as long as they use the same type
of digital SCs. DSCM is a digital communication technique
that subdivides the transmitted spectrum into digital SCs [19],
[37]. From a networking perspective, it is similar to the Slice-
able Bandwidth Variable Transponder (S-BVT) of [38]. Fig. 4
qualitatively compares the spectra of a single 64 GBaud signal

freq

freq

1 64 GBaud

16 4 GBaud

Fig. 4. Pictorial comparison of a single wavelength 400G and its equivalent
realized with DSCM with 16×SCs.

carrying a 400G (a), and its equivalent using 16×SCs at 4 GBaud
with DSCM (b)6.

DSCM has been deployed in P2P links for reducing the
impact of linear and nonlinear impairments, maximizing reach,
and optimizing the linear compensation jointly to Enhanced
Equalization Phase Noise (EEPN) minimization [7], [39]–[41].
The cited works demonstrate that an optimized (lower) symbol
rate can reduce the impact of nonlinearities during fiber prop-
agation. DSCM has also been proposed as a way of increasing
tolerance against filter cascade by adapting the order of the
modulation format used in individual SCs [42] and to reduce
power consumption [43].

The SCs are digitally generated at the Transmitter (TX) and do
not overlap in the spectrum. Only in the case of ideal Nyquist SCs
there is no guard band between them and thus also no overlap
in frequency7. This allows for the situation illustrated in Fig. 4,
where both 400G channels occupy the same 64 GHz bandwidth.

The key differences between single wavelength and DSCM,
in terms of DSP, are discussed in Section IV-B. For instance, as
a DSCM transceiver operates at a symbol rate Rs/N , where N
is the number of digital SCs, the performance might be limited
by the value of the laser linewidth Δf [44]. In fact, because
of a larger symbol period Ts, the Δf · Ts for a DSCM signal
with N SCs is N times that of a single wavelength8. Hence, a
DSCM transceiver is more susceptible to the TX and Receiver
(RX) laser variation and characteristics than a single wavelength
channel.

B. Digital Signal Processing for Point-to-Multipoint
Transceivers

Fig. 5(a-b) compares the DSP at the TX and RX of a typical
optical system transmitting a single wavelength carrier (a) and a

6Although the number of SCs can be arbitrary, ASIC design is simplified
when scaling with a power of two [7].

7In reality, a roll-off of the pulse shaper equal to 0 – as in ideal Nyquist SCs –
is not possible, and as explained in Section IV-B, a narrow guard band – in our
implementation of ∼100 MHz – is required.

8A leaf that receives multiple SCs can improve the phase estimation by sharing
information between the individual Carrier Phase Estimation (CPE) engines. On
the contrary, a hub may have N separate SCs, each with different phase noise
contributions. Here, the phase noise information cannot be shared.
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Fig. 5. (a) DSP blocks and system for a single wavelength; (b) the DSP parallelized version for the case of DSCM. CPE: Carrier phase estimation; CFO: Carrier
frequency offset. The clock recovery comprises a clock phase detector and an interpolator for fast jitter compensation.

DSCM one (b). The general structure of the DSP algorithms for
the two transceivers is similar, with a few important differences.
The DSP within the DSCM in Fig. 5(b) is the parallelized version
of Fig. 5(a), where each stream (SC) operates at a symbol rate
Rs/N . In terms of DSP algorithms, this is a relevant feature, as
it allows a reduction in hardware complexity [7].

In both TXs, the DSP comprises a mapper into, e.g., a 16-
QAM constellation, and a Finite Impulse Response (FIR) for
the Nyquist pulse shaping with roll-off ρ ∼ 0.05. This filter also
performs digital pre-emphasis to mitigate linear impairments
such as analog I/Q skew and roll-off. In the case of DSCM,
this structure is instantiated N times in parallel and a digital
multiplexer is needed in front of the 4×DAC. Finally, the signal
is input to the driver and the dual polarization IQ Mach-Zehnder
Modulator (IQ-MZM). In the case of DSCM, we implement an
adaptable guard band of ∼100 MHz between the SCs.

After fiber propagation, the signals are detected by the co-
herent front end, and converted into the digital domain by a

4×ADC. Next, the DSP algorithms at the RX mitigate the
impairments. Their block structure is essentially the same for
single wavelength and DSCM, apart from the parallelization
and the feedback signals that are calculated as the average over
all SCs.

The first block is the front end correction, which compensates
for effects such as I/Q skew, roll-off, power imbalance, and
frequency ripple. Although the module design is comparable
between single wavelength and DSCM, the penalty introduced
by a single effect can be higher for either the former or the latter.
For example, as shown in [45] for the case of I/Q skew, the
DSP within DSCM generates a mirror image which distorts the
SC in the mirror position. In the case of DSCM, this additional
distortion cannot be compensated for by traditional character-
ization methods such as those based on the IQ. One possible
solution, based on the simultaneous processing of one SC and of
its symmetric-frequency counterpart, showed that the introduced
mutual interference can be considerably reduced [45].
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Next, a digital frequency demultiplexer separates the SCs. The
following Chromatic Dispersion (CD) filter compensates for
the bulk dispersion accumulated by the channel along the link.
Since in the case of DSCM we operate at Rs/N , the complexity
of the individual equalizers is reduced with respect to a single
wavelength RX DSP, as the filter length scales with 1/R2

s [7].
Next, a Multiple Input Multiple Output (MIMO) equalizer

separates the two polarizations and compensates for the residual
dispersion and for the Polarization Mode Dispersion (PMD).
These two algorithms preserve the same structure between single
wavelength and SC [46]. As reported in [7], the parallelization
needed by the DSCM RX DSP is beneficial in reducing the
EEPN, which can be relevant in case of a large amount of
accumulated CD.

Once the linear effects have been fully compensated for,
we can synchronize in time and frequency by estimating the
information derived by the clock recovery, and by the CPE
together with the Carrier Frequency Offset (CFO) modules. In
both cases, a feedback signal is generated and used in the leaf.
At the hub, both clock and laser frequency are free-running,
locked only by the local timing and laser frequency reference.
The first control signal is sent from the clock recovery to the
4×ADC, while the second is fed back from the CPE and CFO
to the Local Oscillator (LO) at the coherent front end. These are
used to achieve laser frequency and timing synchronization.

A technical challenge in the system described in Fig. 3(b)
is the possibility that SCs can collide with each other after we
combine them at the passive N : 1 optical combiner. To avoid
this, we first rely on the leaf module to demodulate successfully
at least one SC from the hub, which always transmits its SCs. In
a second step, the carrier recovery will provide information to
tune the leaf LO laser to lock the LO to the incoming SC, thereby
achieving frequency locking between hub and leaf lasers. A
similar concept can be applied for time synchronization. Finally,
the FEC and the decision block provide the error-free signal.

It is worth noting that frequency and clock synchronization
are among the reasons for selecting DSCM rather than Or-
thogonal Frequency-division Multiplexing (OFDM) or Discrete
Multitone (DMT). In fact, as reported in [47] the computational
complexity between OFDM / DMT and DSCM is comparable
only if we consider P2P transceivers. As soon as we move
to a P2MP scenario, OFDM becomes much more complex
because of frequency and phase instability. This is because when
the different leaves send their OFDM SCs, the two types of
synchronization become extremely complex.

C. Network Management and Control

The introduction of P2MP optical transmission technology
in operator networks raises operational NM questions, particu-
larly regarding the commissioning/management of SCs and the
abstraction of the P2MP data flows.

The abstraction challenges in NM for the proposed solution
concern the shift in how functions are allocated between mod-
ules and products. Functions that were previously housed in a
DWDM transponder chassis are now possible within a single
pluggable optic.

Moreover, the trend toward disaggregation adds complexity
at the NM level when DWDM transceivers are productized in
pluggable form factors for use in 3 rd party host devices. This
issue is not limited to P2MP optical technology, but is industry-
wide, and applies to any type of advanced DWDM pluggable
optic.

The current state-of-the-art utilizes register-based standard-
ized information models or multi source agreements [48] that
hosting device and pluggable vendors must support to achieve
interopability.

To introduce a new DWDM transceiver technology, updates
to standardized information models need to be agreed upon and
implemented within both the pluggables and hosting devices,
tying together development and deployment cycles, which in
turn slows down technology adoption.

The blending of functions from various layers of the Open
System Interconnection (OSI) model presents a challenge with
implications for Software Defined Networking (SDN) archi-
tectures. A concrete example is the hierarchical architecture
using separate controllers for packet and transport layers, with a
hierarchical controller above these: this architecture is built on
the assumption that the packet and transport controllers do not
need to communicate directly or be aware of each other’s con-
figuration state or status. Integrating smart pluggable DWDM
optics into IP routers has management challenges, and the same
may hold for integration into other network devices (Optical
Line Termination (OLT)s, RAN equipment, network interface
cards, etc.). As smart or advanced pluggables absorb features
and capabilities typically present at either the card, chassis or
system levels (such as in-band and out-of-band communication
channels, a control plane, and topology awareness), new meth-
ods are required to enable control without disrupting the existing
hierarchy.

In this context, we envision the evolution of advanced plug-
gable optics to the point where they can be managed through
a combination of data plane, and/or standardized DCN Eth-
ernet interfaces, e.g., via VLAN as a separate network entity,
combined with several pluggable optic modules interacting with
each other to complete coordinated operations directly between
modules using both in-band and out-of-band control channels
over the fiber link.

These include operations such as discovery, automated turn-
up, and the ability to manage the lower bandwidth devices (e.g.,
spoke devices at 25G) via the higher bandwidth optic (e.g.,
hub at 400G). With these functionalities, NM can establish
a connectivity matrix between destinations, enable bandwidth
allocation, and manage alarms and network status, allowing the
pluggable transceiver to act as an addressable network element
within a much larger network configuration.

The functionalities of smart/advanced pluggables are
realized both by incorporating processing capability within the
pluggable, and implementing communication channels between
pluggables; with the associated algorithms, they create a control
plane with full topology awareness. All these capabilities
are valuable for automated discovery and authentication
operations, where an operator needs the modules to establish
communication before a datapath has been established between
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Fig. 6. Generic representation of a telecommunication network from end users to core, passing through access and metro.

modules. Utilizing the established in-band communication
channel available on each SC allows the edge optics to appear
as a simple grey optic to their hosting device, while exchanging
management information to and via the hub optic. This
allows the user to keep a separately managed optical network,
independent of the platform within which the optical modules
are hosted. We envision that pluggables will absorb even more
of the functionalities now implemented on the hosting devices,
and will require a more flexible and robust communication
method than the register-based systems used today.

The preferred method for module to module communication
depends on the operation. It is expected that both in-band and
out-of-band control channels will be used depending on the
operation. For example, initial locking of a leaf to a hub may
rely on out-of-band communication, whereas the monitoring
performance of an individual SC may be supported by an in-
band communication channel. The preferred method to allow
communication from an SDN microservice application directly
to the optical plugables as a separate network entity is over the
DCN to the pluggable transceiver through the device hosting the
pluggable. The SDN microservice itself is a container-based ap-
plication with a Netconf/Rest interface based upon Yang models.
It can be run in the cloud, on central servers, or even in containers
on the host platform, depending on latency requirements and
compute resources available on the hosting device for other
applications to run.

The features enabled via this SDN application include per- SC
visibility and management, topology awareness, power balanc-
ing information, telemetry streaming and Threshold Crossing
Alarm (TCA) settings, direct software upgrades, and encryption.

Removing the need for the host to understand and translate
all new advanced operations and the required supporting infor-
mation models greatly reduces the multivendor interoperability
complexity for the operator managing a network, and allows the
innovation cycles to run at their own pace.

V. NETWORK APPLICATION SCENARIOS

The following discussion on network applications for P2MP is
central to the argument presented in this paper. Fig. 6 illustrates a
high-level representation of a telecommunication network from

end users to core, passing through access and metro aggregation
stages. Based on actual traffic growth, we focus on three of the
relevant scenarios displayed in Fig. 6: (i) PON in Section V-A;
(ii) metro aggregation in Section V-B and (iii) mobile fronthaul
in Section V-C. Thereafter, we highlight the changes required
to re-architect the network in view of P2MP with DSCM. In
Section V-A, we also provide a comparison between TDM and
Frequency Division Multiplexing (FDM), highlighting the main
differences when applied to PON. Section V-D summarizes the
application scenarios.

Core, metro and access networks are considerably different
in terms of geographical size, number of nodes, and magnitude
of traffic – both the total and average traffic per node pair. In the
sections below, we focus on two different network applications –
access and metro aggregation – and then discuss the applicability
of P2MP technology to a generic mobile transport use case.

A. Passive Optical Networks

PONs have been one of the enablers of broadband telecommu-
nication systems such as FTTH, and along with the possibility of
providing the right bandwidth to the individual user, have signif-
icantly contributed to the internet revolution9. PONs have been
widely deployed using current cost-effective DD systems [49];
their success is largely due to the adoption of the P2MP ap-
proach, an indication of the value of this optical networking
architecture. The transmission is here realized with TDM, and
the transceivers are manufactured in volumes exceeding millions
of units per year, as discussed in [50] and its references.

Nevertheless, the P2MP PON architecture does present some
limitations.

In the case of a data rate upgrade, for example, all devices
(hub and leaf modules) need to be replaced because the same
communication rate must be utilized. From a technology and
power consumption point of view this can become challenging
and inefficient, as the end customer needs to deploy the same
fast opto/electronics as the hub transceiver, although the traffic
requirement may be much lower.

9With TDM PON, end users can receive stream down to Mb/s speed, by
applying statistical TDM. This differs from our proposed coherent with DSCM
approach, as the laser instability does not allow it to operate at very low symbol
rate.
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Fig. 7. PON overlay realized with a P2MP transceiver where the 400G can communicate with the 100G leaves.

Furthermore, a high data rate with TDM PON might be limited
in terms of reach, synchronization, and latency. For example,
with FDM it is relatively simple to increase capacity, but with
TDM PON, the requirement for fast transceivers causes an issue
with the demands of continuous traffic growth. It is not simple to
build TDM PON with coherent technology, and it is not possible
to exploit advanced DSP techniques, e.g., to improve the reach.
This is an important limitation, and it is exacerbated by the burst
mode transmission typical of this architecture. DSP algorithms
can be severely impacted during the learning phase. For example,
the tracking of polarization must be carried out for each burst.

In addition, as discussed in Section IV-B, if the leaf modules
are placed at different geographic locations in the aggregation
stage, a TDM approach might suffer synchronization issues
during the uplink10, which cannot be compensated by a proper
DSP. Moreover, burst transmission induces transients on the
electrical current and on the laser output power and affects the
laser stability. Because of this, it is not suitable for DWDM, and
as a result, only a few wavelengths will be available.

Finally, latency and RX sensitivity are also critical aspects in
PON design. The former is severely affected by the usage of
TDM [51], while the latter is not sufficiently high to enable long
distances with existing DD.

Because of all these limitations, the standardization of PON
advances proceeds at a slower pace compared to other technolo-
gies.

To provide the required flexibility and capacity, we propose an
FDM-based approach for P2MP as discussed in Section IV. To-
gether with coherent and DSP, it supports DWDM, thus enabling
a high level of scalability. Issues with traditional PONs are solved
when FDMs leverage DSP. Furthermore, in the case of FDM,
the costs for end users and hub are different, the upgrades are
independent, and they can be performed per individual end user
(at a given coarse granularity). Thanks to these characteristics,
P2MP based on DSCM and coherent can achieve a capacity ≥
100G.

Fig. 7 shows how to deploy a P2MP optical network over
a brownfield Optical Distribution Network (ODN), with vary-
ing hub-to-leaf attenuation. In this example, we show a 400G
(16×25G) hub connected to ten leaves at frequency slots of

10PONs become less optimal as required capacities and distances increase
and current commercially available solutions are limited in terms of reach to
∼25 km between the splitter and OTN.

25G. In this case, either six more leaves can be connected to the
distribution network without adding a new hub, or some of the
leaves can be upgraded to higher capacities. Each leaf has the
maximal throughput of 100G, i.e., 4×25G.

This type of architecture can initially be adopted for e.g.
business parks with large traffic demands, where current PON
technologies cannot deliver the required capacity. P2MP optics
based on coherent transmission with DSCM offers a roadmap
to higher end user capacities than On-off Keying (OOK) im-
plementation does, and as traffic demands in access networks
grow, the proposed implementation provides a number of other
advantages, as discussed above.

B. Metro Aggregation

Fig. 8 shows the topology of a typical Content Service
Provider (CSP) metro area network link, aggregating H&S traffic
from six smaller edge sites into two larger hub sites. The opti-
cal line system leverages a filterless architecture, imposing no
channel plan requirements on the leveraged optical transceivers.
Traffic protection – in dual hub routers – is naturally supported,
and equipment in all edge sites can be deployed with full
diversity for east- and west-facing traffic.

Traffic volumes are much higher than in access networks as
significant aggregation has taken place, and operators today are
starting to fill their legacy networks based on 10 Gb/s DWDM
transceivers and are in the process of planning and deploying
next generation metro networks with higher rate DWDM tech-
nology. Using P2MP technology in this section of the network
looks very promising as the traffic demands are well aligned
with the coherent transceiver technology available today. Edge
sites can use 100 Gb/s P2MP optics and fill 25 Gb/s SCs, leaving
room for future growth. Hub sites can leverage larger 400 Gb/s
P2MP optics to deliver significant savings exceeding 70% [17].

The hub site configuration is a core router with support for
400 Gb/s ports, an add/drop mux and an EDFA to guarantee
the optimal launch power of the optical signal. At the far end
of the link is another hub site, in a different physical location,
providing redundancy.

One of the major benefits of this solution is that the hub routers
can use larger Ethernet ports, thus reducing L3 port count. For a
P2P configuration, there would need to be a smaller hub router
port per leaf site, which can result in a significant increase in cost
not only at L1, but also at L2/L3. The total capacity required in the
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Fig. 8. Application of the P2MP transceiver to a metro aggregation network, with 2×400G hubs and 6×100G leaves.

hub router can also increase, especially when the hub router ports
are poorly utilized and there is a relatively large number of edge
sites connected to a hub site. An illustrative extreme example
would be for a hub router to be connected to 16 edge routers,
each having a traffic requirement of 25G. With the proposed
P2MP 400 Gb/s pluggable optics, a single 400 Gb/s Ethernet
port can serve those 16 nodes, while 100G P2P pluggable
optics would require 16×100GbE ports in the hub router. In
addition, SC routing can be carried out via software, just as if we
built a Colorless-Directionless-Contentionless (CDC) ROADM
architecture in the digital domain within the DSP, leading to
savings in both L2 and L3. Capacity can be reallocated as sites
grow randomly over time. In the extreme example above, all
edge nodes could scale up to 100G of traffic with no need for a
truck roll onsite. Only the hub site would need to be visited as
traffic grows.

C. Mobile Transport: A Trip From Antenna to DC

RANs are deployed by mobile network operators to con-
nect user handsets to the mobile core, and they rely on both
wireless and optical technologies for communication. As higher
frequency bands are brought into use, cell sizes decrease and
operators must put more focus on the architecture of the optical
networks deployed to transport user data from the core nodes
out to cell sites. Mobile transport networks are aggregation
networks, connecting thousands of cell sites into a core node,
making them a straightforward application for P2MP optical
technology. In fact, PON is already used in mobile transport ap-
plications, especially for cell site backhaul where traffic volumes
per link are still modest.

As 5G network architectures are defined, there are several
technical, economical, and operational drivers to centralize the
baseband functions for several cell sites, relying on optical links
to connect distributed units housing the baseband function to
radio units at the cell site. Because of the protocols employed,
traffic on the fronthaul interface is greater than the underlying
user traffic, and the fronthaul traffic deployed has the potential of
outsizing mid- and backhaul traffic in RAN transport networks.

This introduces scaling challenges for PON technology, po-
tentially creating a bottleneck to the cell site as Centralized

Radio Access Network (CRAN) architectures become prevalent.
P2MP optics based on coherent DSCM offers a step-function
in capacity and is a clear candidate for use in future fronthaul
networks.

Fig. 9 shows a set of three 120-degree radio units with a
P2MP transceiver directly integrated, sending traffic back to
a virtual Distributed Unit (DU) at the hub site, where the
P2MP transceiver is hosted in a network interface card. P2MP
transceivers can be sized to match the requirements of the
hosting devices, removing the need for active aggregation de-
vices in the cell sites and leaf/aggregation switches in the hub
sites.

While the fronthaul application can be addressed in the short
term with the use of low-cost OOK Coarse Wavelength Division
Multiplexing (CWDM) optics, the limited fiber capacity will
drive up access fiber costs.

D. Summary of Network Applications

We have shown the application of the P2MP and DSCM tech-
nologies in a variety of deployed network topologies, ranging
from single and dual fiber to aggregation networks that include
PON infrastructure, and ROADM networks with protection ring
configurations. As a result of the inherent flexibility in the
definition and allocation of frequency channels, our proposed
P2MP transceiver is compatible with most as-deployed network
architectures. To achieve full flexibility and lowest cost imple-
mentation, the P2MP transceiver is meant to be deployed in
a broadcast configuration as it pertains to the capacity that is
aggregated by the individual hub optic. While the broadcast
capability results in the full capacity signal being presented at
each leaf element, the leaf elements are assigned to one or more
particular SCs through the management plane.

VI. EXPERIMENTAL VALIDATION OF THE P2MP CONCEPT

This section reports on the experimental verification of the
P2MP concept and its main outcomes. The experiment was
carried out in collaboration with BT at their labs in the U.K.
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Fig. 9. Wireless fronthaul.

Fig. 10. Experimental test bed used to validate the P2MP concept at BT’s lab. The hub can transmit 16 SCs at 25G and the leaves 4 SCs each. Note: leaf3 sits
on a single bi-directional fiber.

and comprises a PON overlay test bed11. The aim was to assess
the possibility of adapting capacities to instantaneous needs,
including the case of asymmetric traffic patterns as visualized
in Figs. 10 and 11.

A. Description of the Test Bed

Fig. 10 depicts the test bed herein considered. Starting from
the left side, the hub is equipped with a 400G P2MP transceiver
that operates in multiples of 25G, capable of transmitting up
to 16 SCs each with 4 GHz bandwidth employing 16QAM
modulation. A portion of the hub’s output and input signals is
measured by two high resolution Optical Spectrum Analyzer
(OSA)s (see Fig. 10), and their spectrum captures are shown
in Fig. 11(a–e). The hub is capable of communicating with
the remote leaves to set the different configurations that will
be discussed in Section VI-B. Next, we place an EDFA12 to
compensate for the loss of the link, which includes 25 km of
standard Single Mode Fiber (SMF-28) before reaching the 1 : 4
passive optical splitter that connects to the three leaves. These

11Similar experiments were carried out at different customer labs, as reported
in [52], [53]

12The use of an EDFA here was only required because of the limitations of
the proof-of-concept hardware used for this experiment: a) limited TX power b)
limited receiver sensitivity. With production hardware, we will have sufficient
link budget to support this configuration without EDFAs

are located at 3, 5, and 10 km, respectively, from the splitter
and they are also connected with SMF-28. Each leaf has a
100G transceiver capable of detecting and receiving 4 SCs of
25G each, with 16QAM modulation. Note that each leaf sees
the full spectrum of 16 SCs, and the center frequencies of the
different leaves are locked to the hub laser with different offsets,
depending on which of the 16 SCs they are assigned to receive
and transmit on.

In this experiment, the hub transmit power is a constant
−9 dBm for the 16 SC signals, or −21 dBm per SC13. After
EDFA gains and path losses in the experimental setup, the leaf
RXs see received powers in the range of −8 dBm to −12 dBm
total, or−20 dBm to−24 dBm per SC. The leaf transmit powers
are configured such that each SC is received at the hub with
close to the same power (within 1 dBm). Leaf transmit powers
are between −9 dBm and −12 dBm per SC. After path losses
and EDFA gains, the hub receive powers are approximately
−17 dBm per SC. In this experiment, the hub receives from
2 to 9 SCs from the leaf TXs, resulting in total received power
at the hub from −14 dBm to −7.5 dBm.

For leaf1 and leaf2, a dual fiber configuration is used and
hence the same SC assignment is defined for both downlink

13For the last 2 configurations d© and e© shown in Fig. 11, and described
below, one hub SC is removed from the transmit spectrum, leaving a 15 SC
signal. Total hub TX power is still held at −9 dBm, resulting in a small change
in per-SC power.
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Fig. 11. Experimental validation of: (a) instantiating 25G traffic; (b) instantaneously increasing throughput by lighting up additional SCs with different data rate
for different leaves, in this case, 75G on leaf1 and 50G on leaf2; (c) frequency tuning of leaves to accommodate additional traffic; (d-e) showing transmission
over bidirectional single fiber bidirectional and symmetric (d) and asymmetric (e) traffic in up and downlink. Note that for leaf3 different SCs are used in up- and
down-direction and that the hub turns off the SC used by leaf3 in the up-link to avoid in-band Rayleigh scattering; (f) reports the sequence of the configured traffic
variations.

(hub to leaf) and uplink (leaf to hub) to maximize the spectral
usage. However, leaf3 sits at the end of a 10 km single-fiber link
with circulators to pass traffic in the two directions. For this case,
we can use different SCs in the uplink and downlink direction,
if needed, to avoid excess noise coming from Rayleigh back-
scattering. The signals from the leaves in the uplink direction
are combined by a passive 1 : 4 optical combiner at the splitter
node location and then propagated back to the hub over 25 km
of SMF-28.

B. Experimental Results

Using the test bed described in Fig. 10, different traffic config-
urations were tested via software running on the hub and the leaf
nodes. The hub sends out-of-band signals to the leaf nodes with
instructions on how to configure themselves for the specific SCs
they are assigned. The list of configurations with the active SCs
is reported in Fig. 11(f). The operation of the switching of the
SCs is a key aspect as reported in Fig. 3 of [18], which shows the
power versus time-frequency of a 400G P2MP transceiver, and
illustrates the ability to turn on/off the configurations of SCs as
a function of the time, i.e., because of traffic demand variations.

In the first configuration a© of Fig. 11(a), the hub assigns
SC6 to leaf1, and SC9 to leaf2, so that the traffic flow can start.
Figs. 11(a–e) visualize the two spectra of the two OSAs as shown
in Fig. 10: in black we plot the spectrum transmitted from the
hub – 16 SCs at 25G – to all leaves; in green that of the SCs being
received from the leaves over the combined path. In Fig. 11(a)
we are receiving SC6 from leaf1 and SC9 from leaf2.

The ability to instantaneously provide the requested capac-
ity will be a requirement in next generation optical networks.
Our proposed solution achieves this by lighting up more SCs.
Consequently, different leaves might have different data rates,
as reported in Fig. 11(b), configuration b©. Here, starting from

a©, we increase the throughput of leaf1,2. This is realized by
activating SC5,7 (+ 50G) at leaf1, and simultaneously SC8

(+ 25G) at leaf2. The traffic has been increased in steps of 25G
to 75G at leaf1 and 50G at leaf2.

Apart from increasing capacity, another important network
management operation is the shift of the leaf center frequency,
as reported in configuration c© of Fig. 11(c), where we shift the
SCs of leaf1 by 8 GHz so that the SCs now occupy positions
{3,4,5,6}. Leaf1 moves its laser to the new frequency, and starts
transmitting 4 SCs. Leaf2 then activates two more SCs, {7,10}.
We have further hitlessly increased the in-service capacity of
leaf1 (+25G) by adding one SC, and of leaf2 (+50G) by adding
two SCs.

The previous configurations showed dual-fiber traffic flows.
Next, in configuration d© of Fig. 11(d), we demonstrate op-
eration over single fiber, to/from leaf3. We add SC11 for the
downlink, and SC12 for uplink. In order to do that, the hub brings
down SC12 from its transmit spectrum to free the frequency
slot for the uplink coming from leaf3. This upgrade of the
transmission, which only concerns leaf3 and the hub, does not
impact the traffic being sent to and received from the other
leaves.

The last configuration e© demonstrates asymmetrical traffic
over single fiber between the hub and leaf3. Here there are two
SCs (SC11,13) that provide a total capacity of 50G from the hub
to leaf3 in downlink and one SC, (SC12) providing 25G between
leaf3 and the hub in uplink, thus creating an asymmetric traffic
pattern. The spectrum reported in Fig. 11(e) does not change
from (d), because the hub was already sending on SCs11,13
and leaf3 was already transmitting on SC12. The change is that
leaf3 starts to receive the additional SC13. This leads to the
configuration where leaf3 is receiving two non-contiguous SCs
(SC11,13) for a total of 50G, and transmitting back one single
SC to the hub, i.e., (SC12) for 25G.
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Fig. 12. Experimental signal constellations of the different configurations described in Fig. 11. Note that the hub transmits 16 SCs. However, only the one used
in this experimental demonstration are shown in the figure.

To summarize, we started with two SCs, one each for leaf1 and
leaf2. Then, without any hardware modification, we dynamically
increased the capacity of leaf1 by adding two additional SCs,
and the capacity of leaf2 by adding one SC. We also tuned
leaf1 to free the frequency slot for additional SCs for leaf1 and
leaf2. Finally, we added leaf3 to show operation over a single
fiber with symmetrical and asymmetrical traffic patterns, and
to demonstrate how operation over a fiber pair and a single
fiber can co-exist and be connected to the same hub. Finally,
Fig. 12 shows the constellation diagrams for each SC based on
the configuration illustrated in Fig. 11(f). All SCs were detected
with pre-FEC BER that would result in error-free performance
after FEC.

VII. ENVISIONING A SIMPLIFIED AND MODERN

TELECOMMUNICATION INFRASTRUCTURE

In this work, we proposed the use P2MP optics to consid-
erably simplify telecommunication networks. We have shown
that DSCM with individual framing enables communication
between low- and high-speed transceivers, making separate
electrical aggregation redundant, as illustrated in Fig. 3(b). We
envision a phased introduction of P2MP optics in operator net-
works, starting from today’s architecture and gradually moving
towards the architecture described in Fig. 14 in four steps:

Fig. 13. Visual example of network planning with P2P and P2MP over three
years.

(i) The use of DSCM in P2P mode for high capacity links
or breakout P2MP mode for lower capacity links. Lever-
aging flexible software management of individual SCs,
capacity can be instantaneously adapted to bandwidth
requirements, turning off blocks associated with unused
SCs in the DSP and resulting in OPEX savings [43].
Power savings are illustrated by the light blue bars in
Fig. 13, in a scenario where SCs are commissioned over
a 3-year growth model and compared to P2P optics.
The flexibility of DSCM enables operation over legacy
line systems with optical filters, greatly simplifying
adaptation. The total symbol rate can be configured in
steps of 4 GBaud, providing a granularity more than 3×
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Fig. 14. From today to tomorrow: an example of network simplification.

larger than the most flexible 400G transceivers available
on the market in 2021.

(ii) Exploiting the flexible P2MP capability within existing
network architectures at higher network layers. L2/L3

port speeds can be optimized to total add/drop traffic,
providing substantial CAPEX savings by reducing the
volume of optical interfaces and leveraging higher data
rate transceivers with lower CpB. CAPEX savings as
high as 76% have been demonstrated in a 5-year model
based on a national footprint of metro networks with
realistic traffic requirements, where P2MP pluggable
optics deployed directly in core and aggregation routers
over a filterless line system were compared against a
traditional metro DWDM architecture built with P2P
transponders at 100G, 200G and 400G data rates and
a ROADM line system [17].

(iii) Optimization of the L2/L3 network, using the inherent
aggregation of the DSCM to remove intermediate ag-
gregation devices such as leaf switches or aggregation
routers, resulting in a flatter network architecture with as-
sociated TCO savings. Examples include: a) collapsing
metro core and metro access networks and b) simplifying
CRAN configurations as shown in Fig. 14. The extent to
which L2/L3 networks can be collapsed depends on the
network geography, as measured by distance from edge
to core, and the capacities of available P2MP optical
transceivers. In an extreme example, an 800G P2MP
transceiver in a core router could aggregate traffic from
25G P2MP transceivers in 32 access sites.

(iv) Integrating P2MP optics directly in other devices, such
as Radio Unit (RU)s, Remote PHY Device (RPD)s,
and Network Interface Card (NIC)s used in cloud
servers, entirely removing standalone electrical

aggregation devices. While this is technically possible
with P2P optics, it may not be economically feasible
for aggregation networks with H&S traffic flows. It
may also require other networking functions associated
with L2/L3 to be virtualized or performed by a different
device, such as a smart pluggable P2MP optic with
packet features integrated in the DSP.

In Fig. 14 we look at the flow of data from an RU in a cell site
all the way back to a 5G core located in a DC as it is realized
today, and how it will be realized by employing the solution we
are proposing. In this example, traffic from the RU to the DU is
unprotected, while the traffic from the DU back to the 5G core
is protected.

In today’s architecture, a fronthaul packet router in the cell
site aggregates traffic from multiple RUs for transport back
to the DU in the CO. The CO has a leaf and spine switch
to aggregate traffic from several DUs to an edge router. From
the edge router, a metro access DWDM system with 100 Gb/s
wavelengths takes the traffic back to metro aggregation site,
where it is further aggregated onto metro core DWDM system
with 400G wavelengths. Finally back at the 5G core site, traffic
goes through another service router before it is finally handed
off to the 5G core itself.

In this journey from the antenna to the core, there are only
three places where the bits are processed: in the RU, in the DU
and in the 5G core. Any latency-sensitive applications – such as
baseband functions or Multi-Access Edge Computing (MEC)
applications – must take place in a location close to the end
user. Everything else can be located in a central location, where
operators can rely on economies of scale to reduce CAPEX and
OPEX.

With smart P2MP pluggable optics, we envision a network
where the optical transceivers are integrated in the functional
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units themselves, in this case the RUs, DUs and servers where the
5G core is hosted. In the cell site, a digital aggregation function
in the form of a fronthaul packet router can be eliminated by
integrating P2MP directly in the RUs. RUs host P2MP optics
directly, and capacity can be provisioned in steps of 25 Gb/s
over existing single-fiber infrastructures. As the fronthaul traffic
scales due to the use of massive MIMO or the emergence of
RUs supporting multiple sector antennas and frequency bands,
capacity can be sized accordingly.

In the CO, the backhaul can be simplified by removal of
leaf and spine switch architecture connecting the DUs to edge
routers, and the edge routers themselves can also be eliminated.
Any routing functions required can be integrated directly in the
same server as the DU function is hosted in. The P2MP optics
are hosted in the network interface cards in the MEC server, and
the P2MP functionality can be leveraged to have a single DU
connect to many RUs.

The metro aggregation site is bypassed optically, removing
all equipment except for the optical line system components,
subject to link engineering. At the core site, simplifications
are similar to those in the CO, with the core application
servers directly hosting P2MP optics and any required routing
functions. The P2MP functionality enables a single network
interface card in the application server to connect to many
DUs.

Optical transponders are removed entirely from the archi-
tecture, reducing the dedicated optical mux and potentially
WSS functions. All gray optics connecting different boxes also
disappear. The result is a significant reduction in the number
optical interfaces as described in the table in Fig. 14. The
envisioned architecture is greatly simplified, delivering savings
across multiple network layers.

VIII. OUTLOOK AND CONCLUSIONS

This work introduces and demonstrates the architectural con-
cept of point-to-multipoint in optical networks. We believe
this will be the next breakthrough in optical communication,
following the last great inflection point of the introduction of
coherent optical technology.

We motivate this paradigm shift by a comparison with the
point-to-point approach, which has so far predominated in opti-
cal telecommunications, though not in wireless. We highlight the
fact that one of the strongest motivations for this new approach
is the significant evolution of traffic from endpoint-to-endpoint
to current hub-and-spoke patterns, at least in the parts of the
network experiencing the fastest growth.

We provide an in-depth discussion of the technology needed
in terms of hardware, digital signal processing, and net-
work management. We analyze several application scenarios,
showing that this solution can be highly beneficial, in par-
ticular for metro aggregation, access, and fronthaul network
segments.

In Section VI, we report the results of our experimental
validation of the concept in a lab experiment carried out jointly
with BT. In this experiment, we tested some of the features that
point-to-multipoint systems must have. In Section VII we show

our vision for future optical telecommunication networks and
the phases to realize them.

We believe that the proposed solution shows what the net-
work will be, as it represents an excellent match between
network architecture and traffic patterns. We expect its de-
ployment will be facilitated by the fact the proposed archi-
tecture can co-exist with current P2P systems. According to
market analyses, both 5G and beyond, and the high capac-
ity that will be needed in access networks, will continue
to accelerate the demand for bandwidth. In the context of
hub-and-spoke and high-capacity traffic patterns, we believe
that only a point-to-multipoint technology supported by co-
herent transceivers employing frequency division multiplexing
can satisfy cost-effectively the future requirements of network
operators.
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