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Abstract—Exponential growth in the volume of wireless data,
boosted by the growing popularity of mobile devices, such as smart-
phone and tablets, has forced the telecommunication industries to
rethink the way networks are currently designed, and to focus on
the development of high-capacity mobile broadband networks. In
response to this challenge, researchers have been working toward
the development of an integrated wireless optical broadband access
network. Two major candidate technologies, which are currently
known for their high capacity as well as quality of service (QoS) for
multimedia traffic, are passive optical networks (PON), and fourth
generation (4G) wireless networks. PON is a wired access technol-
ogy, well known for its cost efficiency and high capacity; whereas
4G is a wireless broadband access technology, which has achieved
broad market acceptance because of its ease of deployment, ability
to offer mobility, and its cost efficiency. Integration of PON and 4G
technologies in the form of wireless-optical broadband access net-
works, offers advantages, such as extension of networks in rural ar-
eas, support for mobile broadband services, and quick deployment
of broadband networks. These two technologies however, have dif-
ferent design architectures for handling broadband services that
require quality of service. For example, 4G networks use traffic
classification for supporting different QoS demands, whereas the
PON architecture has no such mechanism to differentiate between
types of traffic. These two technologies also differ in their power
saving mechanisms. In this paper, we propose a service class map-
ping for the integrated PON-4G network, which is based on the
M/G/1 queuing model. We also propose a class-based power saving
mechanism which significantly improves the sleep period for the
integrated optical wireless unit, without compromising support for
QoS. Results indicate that our proposed class-based power saving
scheme reduces power consumption by up to 80%, and maintains
the QoS within the requirements of the service level agreement.

Index Terms—Power saving, quality of service, service class,
wireless-optical broadband access networks.

1. INTRODUCTION

ROADBAND access networks have become an essential

part of worldwide communication systems because of the

exponential growth of broadband services such as video on

demand, high definition TV, internet protocol TV and video-
conferencing.

These bandwidth-intensive services and their demand for QoS

are the key reasons for the declining popularity of back-haul
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technologies such as T/E-carrier and digital subscriber line [1],
and the emergence of optical networks and wireless broadband
access networks. Optical networks are known for their high
capacity and reliability, and are widely used in backbone com-
munication networks [2]. In recent years, increasing demand for
higher data rates in the access network, has motivated telecom-
munication engineers to focus on developing an access network
version of optical networks. One such version is the passive op-
tical networks (PON) which is a highly efficient technology with
low cost and power consumption attributes. The major compo-
nents of PON are the optical line terminal (OLT) which resides
at the central office, optical network unit (ONU) which resides
at or near the end user premises and a splitter which connects
ONUs to the OLT. The OLT controls the PON and connects it
to the backbone network.

Another popular broadband access technology is the fourth
generation (4G) wireless technology, which is robust, cost-
efficient, highly scalable, and supports mobility and multimedia
traffic. 4G technology sustains a high downstream data rate up
to 1 Gb/s and 500 Mb/s upstream for a fixed connection. Cur-
rently two variants of 4G technology are available; Worldwide
Interoperability for Microwave Access (WiMAX), based on the
IEEE 802.16 m standard, and long-term evolution advanced
(LTE-A).

Wireless-Optical Broadband Access Networks (WOBAN) in-
tegrate PON and wireless networks, to cost effectively deliver
broadband services to the end users. This integration relies on
10 Giga-Ethernet PON (10 G-EPON) as the back-haul for the 4G
network and offers benefits such us extended coverage, reduced
service delivery cost and mobility support [3], [4]. WOBAN
however, faces numerous challenges including maintaining QoS
in the integrated network, caused as a result of the differences
in QoS interpretation in the constituent technologies. 4G dif-
ferentiates the services in several specific classes, for example,
five in WiMAX whereas LTE-A defines eight QoS Class Iden-
tifiers (QCI) [5]. In contrast, PON does not specify classes, but
it can support multiple queues for traffic differentiation [6]. As
the traffic moves between wireless and the optical interface in
WOBAN, service class mapping at the interface becomes a ma-
jor challenge. In this paper, we propose a solution for the service
class mapping problem, between 4G classes and the 10G-EPON
queues, based on an M/G/1 queuing model. We investigate the
queue behavior of these classes and develop a model to calculate
the required length for different queues which ensures that QoS
for various end applications is not compromised. To our best
knowledge, this is the first work of its kind that addresses the
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service class mapping, scheduling and queue modeling prob-
lems at the ONU in WOBAN.

As the Internet continues to expand, its power demand also
escalates, e.g., the annual increase in energy consumption by
the telecommunication networks grew from 1.3% to 1.8% of
world consumption between 2007 and 2012 [7]. Recent studies
suggest that the Information and Communications Technology
(ICT) sector consumes 8% of world power consumption and
unless power saving mechanisms are implemented, this may
rise to 14% by 2020 [8]. About half this power is consumed
by devices that are powered ON, but unused [9]. Despite PON
being energy efficient [10], the evolution from EPON to 10G-
EPON to increase the data rate ten fold still increases power
consumption. In WOBAN, reducing power consumption is a
research topic of major significance. In the 4G interface within
the WOBAN architecture, sleep mode has been introduced to
reduce power consumption [11]. In the PON part, the interna-
tional telecommunication union has introduced sleep and dose
modes in Gigabit PON (GPON) [12]. In sleep mode, the ONU’s
transceiver is turned OFF for substantial periods while in dose
mode, only the transmitter is turned OFF when possible. Dif-
ferent mechanisms have been proposed to apply sleep mode in
PON technology [13]-[17]. No study, however, was identified in
the literature which considered the QoS classes in sleep manage-
ment in standalone PON or WOBAN. In this paper, we extend
the concept of service class mapping and propose a class based
dynamic bandwidth allocation scheme for power savings with a
specific sleep period for each class in WOBAN. The proposed
scheme significantly increases the sleep period and reduces the
overhead between the OLT and ONU. Moreover, it maintains
the QoS by considering the tolerated delay of each type of traffic
when calculating the sleep cycle.

The rest of this paper is organized as follows. In Section II,
we overview the integration between the PON and wireless net-
works, class mapping and the relevant common techniques for
saving power. In Section III, we characterize WOBAN archi-
tecture. In Section IV, we propose the QoS mapping and queue
management scheme. In Section V, we describe our proposed
power saving scheme. In Section VI, we present the perfor-
mance evaluation that emphasizes the merits of our solution for
deciding the initiation and duration of the relevant sleep cycle.
In Section VII, we summarize these innovations.

1I. BACKGROUND AND RELATED WORKS
A. Traffic Management at the ONU

In WOBAN (see Fig. 1), the ONU architecture includes sin-
gle or multiple queues, which accommodate the traffic until it is
dispatched. Major challenges exist with QoS mapping between
different classes of traffic and these ONU queues. Researchers
have attempted to address this problem from different view-
points to arbitrate the appropriate number of queues in ONU.
In [6], Gangxiang et al. suggested eight priority queues at the
ONU to accommodate traffic from the BS. They however, did
not propose any model for calculating the appropriate length of
each queue and scheduling packets from these queues. In [17],
Shi et al. developed a model for accommodating two services,
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Fig. 1. Architecture of integrated network of 10G-PON and 4G (WOBAN).

real-time and best effort traffic, to control sleep periods for the
ONU. They used one preemptive queue for both of the services.
Another study [1] proposed a centralized scheduling mechanism
at the OLT, to reduce the end-to-end delay, based on the Hy-
brid ONU-BS architecture. While this included QoS mapping
between eight priority queues and WiMAX traffic, they did not
specify any class mapping or queue modeling. For bandwidth
allocation, Yang et al. in [3] suggested a virtual ONU-BS unit to
achieve QoS-aware dynamic bandwidth allocation. Their pro-
posed model involves more than one priority queue at ONU.
Although their study considered the signaling of bandwidth al-
location, it did not specify the queues apart from highlighting
the bandwidth requested for each queue. In [18], Assi ez al. used
multiple priority queues for developing an efficient bandwidth
allocation scheme, which redistributed excess bandwidth with
an arbitrary large queue size (10 MB), but only considered the
EPON QoS.

Since queue length affects the integrated network’s perfor-
mance, through queuing delay and the packet dropping rate,
queue management for ONU-BS complements QoS mapping.
Despite the importance of the queue management at ONU-BS
on the QoS, only few studies have addressed this issue. In [19],
Kramer et al. investigated queue behavior and size only for the
EPON network and did not consider the different classes of traf-
fic and the QoS. Obele et al. in [20] studied queue behavior in a
WiMAX-NGPON network by deploying one-to-one mapping of
only four services between the two technologies. Their complex
approach solves the embedded Markov chain when estimating
queue waiting time for each service.

B. Traffic Management and Power Savings

While broadband services demand high data rates and QoS
from WOBAN, the increased power consumption becomes a
major challenge. Accordingly, Wong et al. proposed two ONU
architectures to support sleep mode and minimize the overhead
of clock recovery when ONU switches from sleep mode to active
mode [21]. In [13], Zhang et al. proposed four levels of power
saving and the transition between these power states depended
on traffic conditions. In [14], the authors proposed an adaptive
sleep duration based on measuring the traffic situation period-
ically. In their study, the negotiable sleep time is implemented
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through a three way handshake mechanism between OLT and
ONU. In [16], the author proposed a scheme that computes
sleep time based on the negotiation between OLT and ONU.
In [22], Dhaini et al. considered a green bandwidth allocation
scheme which involves enabling fast and deep sleep of the ONU
and dynamic bandwidth allocation based on an upstream-centric
strategy.

In [13], [14], authors advocated basing decisions, for tran-
sition to sleep time and the duration of sleep time, on traffic
conditions. In [13], they proposed switching to sleep state based
on the absence of traffic and repetitive wake up after each sleep
duration to check for arriving traffic. That study initially made
the sleep duration equal to the duration of no traffic, then there
was a controlled increase in duration up to 50 ms. However, that
study did not consider the traffic classes. In contrast, a sleep
cycle was proposed in [14], based on classes of traffic for the
downstream transmission, in which the arrival of high priority
traffic wakes up the ONU. These researchers sought additional
power savings by considering the concepts of sleep mode and
dose mode from different viewpoints. Overall, there are chal-
lenges associated with the sleep mode such as when to initiative
the sleep time cycle, how long should the sleep time duration
be, what is the effect of the recovery time for transition from
sleep to wake up, and how should the registration of the ONU
be maintained.

Although researchers have attempted to address QoS in PON,
none of these studies addresses both service class mapping and
queue modeling at the same time at the ONU in WOBAN. There
is also no available model that deals with the power savings issue
and QoS at the ONU. In this work, we have addressed the above
mentioned problems and the proposed solutions are described
in Section IV and V.

III. PRELIMINARIES

A. Architecture of an Integrated 10G-PON
and WiMAX Network

Fig. 1 shows the architecture of an integrated 10G-PON and
4G system. The integrated unit is the ONU-BS which is com-
prised of the 10G-EPON’s ONU and the BS that represents
the base station/e-NodeB (BS/eNB) from the 4G system. The
10G-EPON system is a point-to-multipoint system in which the
operation, administration and maintenance function is based on
the Multi-Point Control Protocol (MPCP). This is based on five
64-byte messages that govern two processes namely: auto dis-
covery and upstream bandwidth allocation. The former allows a
new ONU to join the system while the later process is responsi-
ble for allocating bandwidth to upstream traffic. 10G-EPON is
a full duplex system that supports two channels (for upstream
and downstream transmission) with different wavelengths. The
downstream transmission (from OLT to ONUs) is broadcast
to all ONUs while the upstream transmission (from ONUs to
OLT) is shared between the ONUs. The OLT uses a poll and
grant mechanism based on MPCP messages to control access
for ONUs to the upstream channels. The access mechanism is
based on TDMA; the OLT during each polling cycle, distributes
access time to each ONU. The ONU requests bandwidth from an
OLT for delivering the packets, waiting in its queues, by send-

ing the required bandwidth in the REPORT message, while the
OLT assigns the bandwidth to the ONU by sending the GATE
message which contains the grant length and its starting time for
each ONU. The bandwidth allocation scheduling at the OLT is
periodic and can be classified as fixed bandwidth allocation or
dynamic bandwidth allocation. In fixed bandwidth allocation,
the assigned bandwidth is fixed for all ONUs while the assigned
bandwidth is variable in dynamic bandwidth allocation depend-
ing on the requested bandwidth from the ONUs. One limitation
is that the fixed allocation scheme can be under or over-utilized
for light and heavy ONU load, respectively. Therefore, the dy-
namic allocation can allocate bandwidth more efficiently for
each ONU.

The wireless part of the WOBAN architecture can be WiMAX
or LTE-A. The IEEE 802.16 m is a wireless standard for a
metropolitan area network and is known as WiMAX. The cell
architecture of the WiMAX consists of one central base station
and several subscriber stations (SS). Each SS requests band-
width and the BS broadcasts the awarded bandwidth. The me-
dia access control layer of the WiMAX, which is responsi-
ble for distributing resources among the SSs, is classified as
connection-oriented where every connection is mapped to one
of five predefined QoS parameter service flows; Unsolicited
Grant Service (UGS), real-time Polling Service (rtPS), extended
real-time Polling Service (ertPS), non-real-time Polling Service
(nrtPS), and best effort (BE).

The LTE-A is the other 4G technology and the main com-
ponents of LTE-A networks are evolved-Node B (eNB) and
access gateway. An eNB manages the radio resource allocation
and controls the LTE-A air interface. For providing quality of
service, LTE-A defines eight different types of services with
the highest priority being real-time gaming while TCP based
services are given the lowest priority e.g. email which is BE [5].

In the WOBAN architecture depicted in Fig. 1, subscribers
are connected to the broadband network through BSs which
are connected to the optical network through ONUs. As such,
the way an ONU treats incoming and outgoing packets, has
a significant impact on the end user’s quality of service. This
treatment of packets also influences power savings at ONUs. In
this paper, we address these two challenges by first proposing
a class based queue management scheme for ONUs and then
extending this concept for increasing the sleep period at each
ONU.

IV. PROPOSED QOS MANAGEMENT SCHEME

As discussed in Section II, ONU and BS adopt dissimilar
strategies for handling services that require QoS. For merging
the gap in QoS handling, we propose an architecture for the
ONU-BS unit as shown in Fig. 2. The ONU-BS unit consists
of a QoS mapper unit that maps traffic classes defined in the
4G standard to the appropriate class in the ONU unit. We also
model the queue, corresponding to various classes in the ONU
unit, and show how to calculate appropriate queue lengths.

A. QoS Mapping

The queuing system in our ONU-BS architecture is mod-
elled as an M/G/1 system, where the arrival of packets from
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Fig. 2. Proposed ONU-base station (BS) architecture.

subscribers is considered as a Poisson random variable with a
mean arrival time 1. As different packet lengths require different
serving times, the distribution of the serving time is considered
as general. The ONU scheduler is responsible for allocating
serving time to different traffic types depending on their priority.
Our queue model analysis is based on classifying the incoming
traffic from the 4G base station into three priority ONU queues
namely ¢, g2, and g3 in descending order of priority:

1) ¢ is the queue for class 1 packets; these are urgent and
delay sensitive, such as Voice over IP (VoIP). Urgent and
delay sensitive applications belong to the QCI1 and QCI3
traffic types in the LTE-A, and UGS in the WiMAX 4G
standards.

@2 is the queue for class 2 packets; these are more delay
tolerant, but have a maximum delay limit, such as video
streaming. LTE-A defines QCI2, QCIS and QCI7 traffic
types and the WiMAX defines ertPS and rtPS for these
types and traffic.

qs 1s the queue for class 3 packets; these are delay tolerant
and do not have a delay limit, such as e-mail, File Transfer
Protocol (FTP), chat and web browsing. LTE-A defines
QCI4, QCI6 and QCIS8 and the WiMAX defines nrtPS and
BE traffic types for such services.

In our system, we use three priority queues at the ONU, be-
cause additional queues increase the complexity of the schedul-
ing system and power consumption, while fewer queues would
harm service differentiation. Every single queue uses a drop-tail
discipline and the serving of packets within the same queue op-
erates on a first-come-first-served basis. The scheduling policy
at the ONU is non-preemptive in the sense that when packets
from a lower priority queue are being served, an arrival of a
packet to the higher priority queue does not affect the serving
of lower priority packets. For example, during the transmission
window at an ONU which is determined by the OLT, the sched-
uler at the ONU serves the q; packets first until it is emptied,
then it moves to ¢o and finally, it serves ¢s. In our implementa-
tion, we used a non-preemptive policy which means that when
the scheduler at the ONU has served all g; packets and moved to
q2, arrival of new packets at ¢; does not interrupt the serving of

2)

3)

packets at g». Information about these new packets at ¢; will be
included in the REPORT that will be sent to the OLT at the end
of the current transmission window. The REPORT will help the
OLT to decide the length of the next transmission window for
the ONU. This management strategy makes sure that packets in
q3 are not heavily dominated by ¢; and ¢, packets and thereby,
creates a scenario where low priority traffic does not suffer from
resource starvation.

B. Queue Management at the ONU Unit

The QoS mapping unit is responsible for mapping the packets
delivered by the BS unit to the appropriate queue at the ONU unit
and vice versa. The next challenge is to compute the optimum
length for each queue so that both queuing delay and packet
dropping rates, for packets in each queue, are minimized. From
a design perspective, a queue with longer than optimum length
minimizes the packet dropping rates at the cost of increased
delays. This also increases power consumption because of the
buffer’s demand for more powered hardware [23]. A queue
with shorter than optimum length reduces delay at the cost
of an increased packet dropping rate. In the next section, we
address this issue by first analysing the expected waiting time
of packets in each queue, for a given scheduler, and then show
how to calculate the optimum queue length for each queue in
the proposed M/G/1 model.

1) Expected Waiting Time in Relation to a Packet’s Priority
at the ONU Unit: An incoming packet at the ONU experiences
a delay which depends on the traffic class the packet belongs,
and load. The general formula that expresses such delays can be
modelled after the Pollaczek—Khinchin formula for the expected
waiting time of non-preemptive priority queues and can be given
as:

K
3 k1 M X E(S})
(1=pp) (1=p)
where E(W*) denotes the expected waiting time of the arriving

packets in their corresponding queue k; 1; denotes the Poisson
arrival rate of the packets in the kth queue; p; denotes the

E(W") = 4))
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traffic intensity of class k, the stability condition of which is
(Zf:1 pr < 1); related to this, p, = Zle pis k denotes the
traffic class indexed by 1,2,3; Sj denotes the class & service
times with finite expected or average service time (F(S},)) and
expected second moment service time (E(S7)).

This waiting time is based on the system’s status at the instant
the packet departs from an M/G/1 queue. The waiting time of a
newly arrived packet depends on the class of the packet and the
number of packets for other classes waiting in their queues. The
expected waiting time of the packets at g is:

%)»1 X E (512)
(1—p1)

Eq. (2) shows that the waiting time of the arrival packets that
belong to the highest priority traffic class (class 1) depends on
the arrival rate of class 1 traffic and its expected serving rate.
The waiting time of a newly arrived class 1 packet thus depends
on the number of packets already in the g; .

The expected waiting time for class 2 packets is expressed
as:

EW') = )

5 (M X E(S?) 4+ A x E(S53))
(1=p1) (1= p1 —p2) '

The waiting time of newly arrived packets in ¢» depends on
the number of packets waiting in ¢; plus the number of packets
already entered into ¢,. For the lowest priority packets (class 3),
any newly arrived packet sees all the packets waiting for being
served in the ¢1, g2, and g3. Therefore, the expected waiting
time for class 3 packets is longer than class 1 and 2, and can be
given as:

E(W?) =

3)

L (M x E(S}) + A2 x E(S3) 4+ A3 x E(53))

EW?) =
) (L=p1—=p2)(L = p1 —p2 — p3)
“4)
To calculate the E(W*), E(S?) must be calculated as:
E(S}) =} + o? 3

where x; denotes the service time for the packets in g and is
equal to packet size x8/bandwidth; o>denotes the variance of
service time and can be adjusted to better reflect the system by
using

3
0> =Y X (2r — Tavg)” + B % (Tyap — Tave)* . (6)
k=1

In Eq. (6), we assume that there is a dummy packet with serv-
ing time equal to Ty, the time period between two successive
grant periods (see Fig. 3) and this T}, for any ONU in a sys-
tem consisting of N ONUs, denotes the time of serving the other
(N-1) ONUs and can be calculated as follows:

Tgap =
Tyap =

(7
®)

where Ty, is the guard time between grant periods to two suc-
cessive ONUSs, and Ty;ant and Tpon denote the allocated time
for ONU to transmit and polling cycle time, respectively, and

TPON - Tgrant

(N —1) X Tyrant + N x T,

OLT T TT Time
11ogrant 1\ grant
[N g
[l W\
[} vy
U] 1
R 'R
1 L
\\ Arrival Packets W
|14 WL
ONU-BS1 |¥¥¥ LAAL Time
| =
\
T,
\ oor Tgant
\ \
' Departed Packets
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‘_
| Tgop Tarant
I~ Teon “l
Fig. 3. The time allocation (grant) of two ONU-BSs in TDM-PON.

the relationship between them is as follows:

N
Tron = Z [T{«Z-ant +ﬂ] :

n=1

©)

Here n denotes the nth ONU.
In Eq. (6), T,y denotes the average value of the service time
for all types of traffic and it is calculated using Eq. (10):

3
They = (Z ), + Tgap> /4.

k=1

(10)

In Eq. (6), oy and (§ are parameters that are linked to the
Tyrant and Tpoy, and to the normalized assigned bandwidth

(pi) for queue k (g; ) in the following way:
ap =

(an
12)

Pr X Tgrant/TPON
B=1—Tyant/Trox

where p;, denotes the normalised assigned bandwidth to differ-
ent queues (Y0 _, pr = 1);

From Eq. (9), we can see that the length of the polling cycle
Tron is based on the granted time for each ONU and the num-
ber of ONUs. In dynamic bandwidth allocation, the duration
of Tirany varies with the requested bandwidth from the ONU.
Consequently, the duration of the polling cycle also becomes
variable. However, in fixed bandwidth allocation because the
granted transmission time for each ONU is fixed, the polling
cycle time is fixed and can be calculated as follows:

TPON =N x (Tgrant +Tg) (13)

2) Expected Waiting Time Due to the Scheduler Grant: The
bandwidth allocation and scheduling mechanisms of the ONUs
are centrally controlled by the OLT. Fig. 3 shows that the ONU is
only allowed to transmit for the duration of T}, ,,; which reflects
the allocated bandwidth for the ONU. Because the scheduler at
ONU-BS cannot schedule without grant, packets which arrive
during the absence of the grant (T}, ) stay in their corresponding
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queues until the grant occurs. This waiting time for grant in the
TDM system is additional to the priority-related waiting time.
Therefore, the expected total transit time in any queue can be
calculated as follows:

E(T") = E(W") + ¢ X Tyap (14)

where E(T") denotes the total expected transit time for the
packets in kth queue; c denotes a constant <0.5, which is linked
to the differences in waiting time in relation to grant time that
is experienced by packets due to differences in arrival time.
The average waiting for the grant (T}, ) for all the packets is
approximately half of T}, (hence 0.5).

3) Queue Length Estimation Based on Expected Waiting
Time: According to Little’s Law, the ONU-BS unit’s queue
length is equivalent to the average delay of the packets and can
be written as:

LE = x B(T") (15)

where L’; denotes the length of the kth queue; 1; denotes the
mean arrival rate of packets.

By analysing the Eq. (14) and adjusting these equations to
our system, we propose:

L <Zf1)ﬁ x (2} + %)

¢ = 2(1-py) 1=p7)

where pj, denotes the utilization intensity and p, = A X xj.
In Sections III and IV, we showed how service class mapping
can be achieved in an integrated PON-4G network. In the next
section, we extend the service class mapping model for devel-
oping a power saving mechanism for the ONU-BS unit.

+ex Tgap> (16)

V. PROPOSED CLASS-BASED POWER SAVING MODEL

The class-based power saving model (CBPS) model is based
on a DBA scheme which increases the sleep duration of ONUs.
This model supports both dose and sleep modes at ONUs.
The model uses batch-mode transmission in which packets are
buffered at the ONU and OLT for upstream and downstream
traffic, respectively. Upstream and downstream traffic are dis-
patched when the transmitter and the receiver wake up, respec-
tively. In the following sections, we discuss the power states of
the ONUs during the operation of the DBA, the sleep time dura-
tion and their relationships with queue management as proposed
in Section IV.

A. Transition Between Different Power States

In our proposed scheme, we use two different modes for
power saving, one for dealing with class 1 traffic (see Fig.
4(a)) which is highly time sensitive and requires immediate
attention from the transmitter while the other mode (see Fig.
4(b)) is for class 2 and 3 traffic. Mode 1 is based on two power
states because the transmitter and receiver have the same sleep
and awake times. As shown in Fig. 4(a), our proposed scheme
switches between the all-wake-up and all-sleep states for class 1
traffic. The all-wake-up state stays on for (Tyant + Top,) and
all-sleep state stays on for (Tpon — Tygrant — Lpn) (Table II).
This is because the delay for class 1 traffic should not exceed
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one polling cycle duration. The transition from the all-sleep to
all-wake-up occurs when the sleep time expires.

In mode 2, we have three power states namely: all-wake-up,
all-sleep and dose. These three states arise from the difference
between the sleep time duration of the transmitter and the re-
ceiver. Because classes 2 and 3 tolerate longer delays, we use a
longer sleep time for the transmitter than for the receiver. This
is because the OLT transmits downstream traffic and control
messages (GATE) for the ONUs even when the transmitter is
sleeping. Therefore, for maintaining the QoS of downstream
traffic, the receiver needs to wake up in every cycle. Firstly, the
decision for sleep time duration in our scheme is based on the
upstream traffic condition. Secondly, there is no mechanism to
inform the ONU about the priority of downstream classes, so
we bounded the delay of downstream traffic within one polling
cycle. The transition between all-wake-up to all-sleep occurs in
similar way to mode 1 (see Fig. 4(a)). Because the transmitter is
switched to sleep for (Nyax X TpoN — Tgrant — Lon ) duration
(see Table IT) and the receiver wakes up in every polling cycle,
the transition between the all-sleep to dose state occurs. T,
depicts the overhead time required for the ONU to synchronize
and warm up after it wakes up; Np,.x depicts the maximum
number of polling cycles over which an ONU can continuously
sleep, and is calculated as (Ny,ax = W) The reverse
transition occurs when the transmitter still has sleep time and
the receiver has finished receiving the downstream data, so it
can switch to sleep mode again. The transition between dose
to all-wake-up occurs with the expiration of sleep time for the
transmitter and receiver and the approximation of the starting
time if bandwidth is allocated. Algorithms 1 and 2 describe the
transition between the power states of mode 1 and 2, respec-
tively. Importantly, to allow the all-sleep state, the OLT needs
to buffer the downstream traffic of the sleep ONUs and sched-
ule concurrently with the upstream traffic scheduling for the
intended ONU. The decision whether to use mode 1 or 2 at the
ONU is not static, but depends on the status of its g1, go and g3
occupancies which is likely to change with time. Thus the ONU
makes this decision every time before it goes to sleep.

For ONU’s transmitter, the sleep time (7 ) and wake up time
(T.,) can be re-expressed in Eq. (17) and (18), respectively.

Tron — Tgrant - T()h7 class 1

T, = (17
Nmax X TPON - Tgrant - Toh7 class 2, 3

Ta = Tgrant + Toh- (18)
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Algorithm 1 The transition between all-wake-up and all-
sleep states.

start: If OLT allocates grant for the ONU;
ONU,; sends data to the OLT;
ONU, sends the REPORT to the OLT;
set sleep_time = (Tron — Tyrant — Ton);
ONU,; switches_to_ sleep_ mode;
after sleep_time_duration
ONU,; _Rx is wake_up;
If ONU,; _Tx transmitted BW requests for ¢;
ONU,; _Tx is wake_up;
go to line start;
Else
go to line k; (Algorithm 2)
End if
End if

Algorithm 2 The transition from all-sleep to all-wake-up
through dose state.

k: If ONU; _Tx transmitted BW request for g- or g3

s=1;

set ONU,; _Tx_sleep_time =

Nmaa: X TPON - Tgra,nt - Toh;

a: after sxTpo N
ONU,; _Rx is wake_up and read the
downstream traffic;
If ONU,; _Tx_sleep_time > (sxTpon)

ONU,; _Rx enter sleep;

s=s+1;
go to line a;
Else

ONU,; _Rx is wake_up;
ONU,; _Tx is wake_up;
End if
End if

In the dynamic bandwidth allocation, the length of polling
cycle (Trox = S0 (T, + T3 ant)) varies depending on the
load conditions. Because Tpon depicts the polling cycle when
all the ONUs are polled and transmitting their upstream traffic
(see Fig. 3), we need to calculate the maximum duration of the
polling cycle to estimate the maximum sleep time.

The maximum length of the polling cycle (Tp¢X = N x

i i 3"7 max o p g8 i
(T, + Tyaaii) and (T, = 2 b “P%) where Ty,
depicts the maximum transmission window which should be
equal to the maximum requested bandwidth by any ONU; P
depicts the packet size for class kth; ¢;'** depicts the maximum

queue size for class kth; R depicts the transmission rate.

B. Sleep Time Duration Policies

The sleep time duration differs in mode 1 and 2 (see Ta-
ble II) only for the transmitter. Moreover, the suggested trans-
mitter sleep time duration depends on the class of traffic. Sleep
time was fixed for every traffic class, so that the OLT can infer

1 Grant in response of Ry in (n-lJ"' poll cycle |

ONU, ——_ SUS TeSleen NI DRI TxSleep .
Rx
E g, length (number of class 1 packets) E‘ Data

[r] REPORT

[ o:length (number of class 2 packets)
gslength (number of class 3 packets)

ESIIZA The content of the REPORT

GATE

Fig. 5. Time diagram of CBPS operation for four ONUs.

TABLE I
MAXIMUM SLEEP TIME OF DIFFERENT SLEEP ASSUMPTIONS FOR class 2
AND class 3 TRAFFIC

Assumption for Sleep Time ~ Max. Sleep Time (77" **)

Aggressive assumption 45 ms
Fine assumption 35 ms
Conservative assumption 25 ms

this wake up time from the REPORT message (as described in
Fig. 5). For instance, when the ONU requests bandwidth, it puts
information regarding its g, g2 and g3 occupancies in the RE-
PORT message. So, if it reports packets in g;, the OLT knows
that the transmitter will wake up at the end of one polling cycle
(Tron — Tyrant — Ton). Similarly, if ONU sends a REPORT
with O for the ¢; and requests bandwidth for the g5, the OLT
infers that the transmitter’s wake up time is after 7 for class
2 and so on. For g3, even though this traffic tolerates a sleep
time duration longer than that for class 2, the ONU’s transmit-
ter needs to be triggered every 50 ms because of the restriction
of the 802.3 av (the standard for 10G-EPON). This requires a
maximum gap between two REPORTSs of 50 ms to maintain the
ONU’s registration with the OLT [13], [22].

For class 1, we set the sleep time as less than one polling cycle
(Tron — Tyrant — Ton ). However, if the polling cycle duration
is not longer than the double length of overhead time then it
will not activate the sleep state of the transceiver. In this work,
we consider the maximum polling cycle as a fixed cycle even
with dynamic allocation of the bandwidth. Moreover, in our
experiments, we used only aggressive and conservative sleep
times with 3 and 2 ms overhead times, respectively (see Table I).
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TABLE II
MAXIMUM SLEEP TIME OF THE ONU’S TRANSMITTER FOR DIFFERENT TRAFFIC

Class Priority Tx Sleep Time (T'5) Mode Type
1 High TroN -Tgrant — Ton 1
2 Medium  Nyax X TpoN — Tgrant — Ton 2
3 Low Nuax xTronN _Tgrant —Ton 2

C. CBPS Based ONU

The essence of the CBPS scheme is that the ONUs transit
to sleep mode after transmitting data and the REPORT. Despite
the higher power saving of the sleep state, compared to dose
mode, the ONU transits to sleep mode only for a short time, and
stays in dose state for longer. As previously stated, the transi-
tion to sleep and dose states depends on the class priority of the
available traffic in the ONUs. Fig. 5 illustrates the operation of
the CBPS mechanism in cooperation with dynamic bandwidth
allocation. We show only the sleep time of the ONU’s transmit-
ter because as stated previously the sleep time of the receiver is
bounded to (Tpon — Tygrant — Ton). We can see the OLT peri-
odically polls 4 ONUs and assigns bandwidth for them (we show
only two polling cycles). For instance, in polling cycle (n-1), we
see that ONU; receives a GATE message (G) and infers the
starting time and length of its allocated grant. ONU; dispatches
its waiting packets (D ) and requests bandwidth by reporting the
occupancy of its queues in REPORT (R;) for the next polling
cycle; this report includes bandwidth request for g1, g2 and ¢3.
Therefore, ONU; enters sleep for (Tpon — Tgrant — Ton) as it
requests bandwidth for g; in response to class 1 traffic. The
allocated grant in the polling cycle (n) is calculated based on
the REPORT R; for the (n-1) polling cycle. Similarly ONUj;
and ONU;, also request bandwidth for ¢;. ONU,’s transmitter
is switched to sleep mode for (Nyyax X TpoN — Tgrant — o)
because it requested bandwidth for g5 and g3 in the previous RE-
PORT. In this scheme, the OLT grants bandwidth, to all ONUs.
For ONUs in sleep mode, a T;lz‘l‘flt of 64 bytes is required to
allow the transmission of REPORTS and detection of down-
stream traffic. Algorithm 3 summarizes all the operations of our
proposed class based dynamic bandwidth allocation.

The total energy consumption of the transmitters for N ONUs
is:

N
E= Z a X Eclal + 1 - CL) X E7l()(lél] (19)
n=1

where E,;51 and E,, ;51 denote the energy consumption with
(a=1) and without (a = 0) class 1 traffic, respectively.

By introducing T and 7T}, for class 1 and other classes (non-
class 1), we generate

N
E= Y (ax (T!'(cls1) x P, + T (cls 1) x P,)
n=1
+ (1 —a) x (T (nocls 1) x Py + T (nocls 1) x P,)).

(20)
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Eq. (20) shows that each ONU’s transmitter has both awake
and sleep energy consumption.

By specifying the T, (Eq. (17)) and 7;, (Eq. (18)) of each
class, the following can be shown:

N

E= Z(ax

n=1

(T rant + Toh) X P(I)
+ (1 — a) X ((Nmax X TPON - Té;ant
+ (Tgfant + TOh) X P“))

(Tron — Tyrane — Ton) x Py

— Toh) X PS
(21)

In the above equation, I denotes the total energy consump-
tion by the transmitters of the ONUs; P denotes transmitter
power consumption in sleep state; P, denotes transmitter power
consumption in active state. From Fig. 5, T;,;, = t, — t;, where
t, denotes wake up time and ¢, denotes the transmission start
time for the data and REPORT.

VI. PERFORMANCE EVALUATION

In this section, we present the simulation results to validate
our proposed queue management and power saving schemes.
We chose the Network Simulator 2.29 [24] and created a model
to simulate the 10 G-EPON and WiMAX. We chose WiMAX
model as a preferable option because of its compatibility with the
simulator. The simulation parameters for both the 10G-EPON
and WiMAX are configured as shown in Tables III & IV, respec-
tively. For traffic modelling, we followed a traffic profile [18],
[25] where high priority traffic such as VoIP is modelled by a
constant bit rate source, video applications are modelled using a
variable bit rate source, and BE traffic arrives dynamically. Sim-
ilar traffic profile was used in other relevant studies [18], [25].
The UGS (class 1) traffic was modelled after the VoIP applica-
tions, using a constant bit rate with a packet size of 100 bytes,
and intervals of 0.1 and 0.2 s for modelling high and low load
VoIP applications. For simulating the video streaming (class 2)
applications, we chose variable bit rate traffic with packet sizes
uniformly distributed between 500 and 1500 bytes. To simu-
late the BE traffic, we used a TCP/ Newreno type [24] with a
packet size of 60 bytes. We changed the arrival rates of appli-
cations to investigate the impact of various loads on network
performances. It can be noted that because we are using 10G-
EPON with a maximum capacity of 10 Gb/s, WiMAX system
(802.16 m) which provides the access network connections in
WOBAN, works as the bottleneck.

We maintained the same scenario and traffic profile when
comparing our proposed model against existing models. We
compared our proposed approach against a model published
recently [17], which classifies the traffic into two classes, ex-
pedited forwarding (EF) and best effort (BE). The high priority
class is expedited forwarding, which is delay sensitive (e.g.,
VoIP and video streaming). The low priority class is BE and
is not delay sensitive (e.g., FTP, email). We refer to this model
as EF_BE and our proposed model as Diff_srv. The EF_BE
model assigns a queue of infinite length to each traffic class. If
there is no packet in the queue corresponding to EF traffic, the
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Algorithm 3 Class Based Dynamic Bandwidth Allocation
(DBA).

OLT:
start new polling cycle: Loop VONU
If state != wake up
Allocated BW = T;’T‘g}lt
Else
Allocated BW = T,.,,,; based on ONU’s
previous REPORT message.
End if
send data (downstream packets)
collect upstream packets
collect REPORT
End Loop
OLT considers the REPORTS received from all ONUs and
calculates the wake up time of Rx and Tx for all ONUs
based on each ONU’s power state (Mode 1 or 2);
OLT calculates (7g,qy¢) for each ONU (Eq. 9)
OLT generates GATE messages and schedules them for
each
ONU based on its wake up time
go to start new polling cycle:
ONU:
In every polling cycle:
If Rx_sleep_time expired
Rx wakes up
Rx receives GATE message
Rx receives downstream packets
End If
If Tx _sleep_time expired
Tx wakes up
If (T, qn¢) is approached
ONU sends data (upstream packets)
ONU sends a REPORT message to OLT indicating
its ¢1, g2 and g3 occupancies
If ¢; is not empty
ONU moves into mode 1 (Algorithm 1)
Else
ONU moves into mode 2 (Algorithm 2)
End If
ONU decides the next wake up time for Rx and Tx
End If
End If.

TABLE III
SYSTEM PARAMETER OF SIMULATION IN 10G-EPON

Parameter Value

Sync time 2,3 ms

PON cycle time 1,5, 10, 20, 30, 40 ms
Number of ONUs 16

Guard time 1us

Mean packet length/q; q2 q3 100 750 60
Bandwidth quota/q; ¢2 gq3 030.50.2

TABLE IV
SYSTEM PARAMETER OF SIMULATION IN WIMAX

Parameter Value
WiMAX frame 20 ms
Number of UGS connections 0-10
Number of rtPS connections 0-12
Number of BE connections 0-2
Modulation BPSK 172
CP 0.25

Channel bandwidth 20 MHz

Average Queuing Delay (ms)

—8—class1/Diff_srv

a7 4

—=—class1/EF_BE

36 + T
0 0.2 0.4 0.6 08 1

Total Load

Fig. 6. Comparison between our proposed Diff_srv and EF_BE model for the
average queuing delay with class 1 packets.

EF_BE model puts ONU to sleep mode and the sleep period is
calculated based on a state-transition graph model in response
to the load in the queue corresponding to EF traffic. We com-
pared our model against the EF_BE model because this is the
only model available in the literature that deals with QoS of
broadband services and power savings at the same time.

A. Queue Management

This section compares the performance of the proposed queue
management model against the FE_BE model [17]. In the simu-
lation, the length of each queue in the proposed Diff_srv system
was calculated using Eq. (16). We then monitored the average
queuing delay in both the Diff_srv and EF_BE systems at vari-
ous loads as shown in Figs. 6 and 7. These figures show that the
Diff_srv system provides a much lower average queuing delay
for class 1 flows under all tested loads. Fig. 6 indicates that our
proposed Diff_srv scheme consistently outperforms the EF_BE
model in terms of queuing delay under all load conditions. Re-
duced queuing delay for time critical applications such as class 1
traffic, implies reduced end-to-end delay which is a key param-
eter for measuring QoS. The first reason for this outcome is
our proposed system’s ability to calculate the appropriate queue
length and the second reason is its ability to serve the ¢; immedi-
ately after the ONU-BS receives the grant. The proposed model
also outperforms the EF_BE model for class 2 traffic in terms
of average queuing delay under all tested loads (see Fig. 7).
Fig. 8 shows the packet dropping rates for class 1 and class 2
traffic. It is evident that packet dropping rate is zero for class 1
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Fig.7. Comparison between our proposed Diff_srv and EF_BE model for the
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Fig. 8.  Packet dropping rate comparison between our proposed Diff_srv and
EF_BE model.

and class 2 in our model for low to moderate load. Under heavy
load, the system experiences insignificant dropping rates (i.e.,
0.0047% and 0.072%, respectively) for class 1 and class 2 traf-
fic. The packet dropping rate for the EF_BE is zero under all
loads because it uses a huge buffer length. For the Diff_srv
system, another influence on queuing delay is the polling cycle
duration.

Fig. 9 shows the average queuing delay for each traffic class
at various polling cycle durations. The delay is linked to the
average queue length as shown in Fig. 10. When the polling cycle
is very short (e.g., 1 ms, 2 ms), the grant period is also very short
for each ONU and when the grant period is short, packets from
class 1 and 2 traffic start to heavily dominate class 3 packets
because of their higher priorities. Class 3 packets however, are
still served at a very low rate because our scheme allows a small
fraction of each grant period for class 3 traffic so that it does not
experience complete resource starvation. When the polling cycle
increases (e.g., 5 ms and above), each ONU starts to enjoy much
larger grant periods in each polling cycle. When the grant period
increases, their relative serving period in each grant period also
increases for all traffic classes. This however, comes at the cost
of increasing the waiting period (Ty,,,) before the next grant
period is made available to each ONU; this is one reason why
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Diff_srv model.

average queue length increases with increasing polling cycles for
all traffic classes. The growth rate of queue length for different
classes at various polling cycles also depends on packet arrival
rates to the ONU, which is dictated by the wireless BS. In our
simulation scenario for the given traffic profile, at 5 ms polling
cycle, a combination of parameters such as the serving period
for class 3, the serving periods for class 1 and 2, packet arrival
rates for class 1, 2 and 3 to the ONU and the waiting period for
the next grant period for each ONU, contributes to a scenario
where class 3 packets were transported with a lower average
delay.

B. Power Saving

This section presents the simulation results of our proposed
class based power saving (CBPS) model against existing models
[13], [17] available in literature. The common concept for power
savings in existing models is to adopt a mechanism for avoiding
or quitting sleep mode when high priority traffic is present at
the ONU queue. We refer to this concept as the Idle Transmitter
Time-based Power Saving (ITT-PS) model. The ITT-PS is a
framework for calculating the sleep time as a function of the
idle transmission period [13]. Initially, the sleep time begins
with a specific value. As long as there is no upstream traffic, the



AHMED et al.: SERVICE CLASS RESOURCE MANAGEMENT FOR GREEN

i1
o

o]
(=]

-
o

g

w
(=]

B
o

——ITT-P5 (20 ms)
—&—(CBP5 (20 ms)
— - [TT-P5 ({10 ms)
CBPS (10 ms)
== [TT-P5 (5 ms)
=@ CBPS (5 ms)

[
(=]

)
o

Percentage Transmitter Sleep

=
o

0 0.2 0.4 0.6 0.8 1

Total Load
Fig. 11. Comparison between the CBPS and ITT-PS model for percentage

power saving.

sleep time is gradually increased until it reaches the maximum
sleep time of 50 ms. The arrival of traffic favors the wake up
state for the transmitter. The simulation parameters for both the
10G-EPON and WiMAX are configured as shown in Tables III
and IV, respectively. In the simulation, we measure the total
sleep time of the transmitter and the average queuing delay
experienced by different types of traffic.

The percentage sleep time of the transmitter in ONU is used
as a parameter to measure the energy efficiency performance.
The more time the transmitter is in sleep mode, the less energy
is consumed by the ONU. The results provide the total sleep
time used in our proposed CBPS model, compared to ITT-PS,
for three values of the PON cycle time, namely, 5, 10 and 20 ms.
This highlights the effectiveness of making the sleep time ac-
cord with the traffic class. We then show QoS provisioning for
different classes of traffic in the CBPS model.

Fig. 11 presents the comparison between the proposed CBPS
and ITT-PS models in terms of percentage sleep time for the
ONU’s transmitter. In the CBPS model the percentage sleep
time is not affected much by an increase in the offered traffic
load. The CBPS model consistently maintains a saving up to
77% for PON polling cycle of 20 ms. This is because of the low
impact of guard (1 ps) and the overhead time (2-5 ms) [21] on
the long polling cycle (20 ms). Furthermore, the long idle time
for each ONU causes a longer sleep time.

Notably, a shorter polling cycle causes lower power savings;
therefore, a polling cycle with 10 ms can save up to 72% while
the 5 ms polling cycle shows the lowest power savings (about
66%). This is again due to the higher impact of the guard and
overhead time on the shorter polling cycle length. However, in
the ITT-PS model the savings in power declined sharply from
80% as high priority traffic increases in the ONU’s queues. This
occurs because the ITT-PS model ignores the idle time of ONUs
even with heavy traffic which contributes to about 93% for a sys-
tem consisted of 16 ONUs (the transmission time of each ONU is
about 1/16 of the total transmission time). Such differences can
be attributed to the CBPS efficiency in exploiting the idle time
to make the ONU turn its transmitter into sleep mode and save
more power. Moreover, there is a difference between the power
saving of our proposed scheme for different PON cycle time
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Fig. 13.  Average queuing delay of class 1 traffic.

20, 10 and 5 ms but almost no differences between the perfor-
mance curves of the other proposal. The results for CBPS reveal
that increasing the polling cycle duration increases the sleep-
ing time and consequently the power saving. Fig. 12 shows the
comparison between our model and the ITT-PS model in terms
of ONU’s active time (%) for a full 24 h period following the
traffic profile used in [4]. The traffic profile captures the varying
traffic loads during a 24 h period. As indicated in Fig. 12, our
proposed model consistently outperforms the ITT-PS model by
a significant margin.

Fig. 13 illustrates the influence of CBPS on the behavior of
WOBAN by showing the average queuing delay of class 1 traffic
for different polling cycle durations. We use pairs (Tpon, 1) in
our discussion to describe every curve in the figure. As shown,
the shortest average delay belongs to the (5, 25 ms) pair when
the load is below the half of the full load. Then, with increas-
ing load, (20, 45 ms) exhibits the minimum average delay. The
reason is that, with increasing load, the maximum transmission
window becomes over-utilized for (5, 25 ms) which causes more
unscheduled packets waiting in the queues for the next polling
cycle. For the (20, 45 ms) pair, the light-load penalty is clear be-
low 50 percent load and is caused by small grants (small number
of packets) with long idle time; then the situation improves with
increasing load to produce an average delay of less than 8 ms.
The worst performance belongs to (10, 45 ms); this highlights
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the importance of the ratio between the sleep time and polling
cycle and the warm-up time. Usually, after the 55% load, all sce-
narios illustrate a steady reduction on the average delay due to
the fact that with increasing load, the number of packets flowing
in the queues also rises. This implies that the transmission of
more packets at one grant consequently minimizes the average
delay.

VII. CONCLUSION

Reducing power consumption and improving quality of ser-
vice are two major concerns in the telecommunication industry.
Several studies have investigated and evaluated the potential
of achieving a more efficient communication system in terms
of power consumption. This paper proposed a new class based
power saving model for the 10G PON in WOBAN architecture
which integrates 10G-EPON and 4G networks. The proposed
model significantly improves the power saving by efficiently
exploiting the idle periods within the tolerated delay of different
services, to increase the sleep time of the optical part of the
ONU. The results reveal that using CBPS obtains power sav-
ings of up to 80%. Our proposed class based queue model also
provides better quality of service compared to other models.
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