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Abstract—200-Gb/s per lane intensity-modulation (IM) direct-
detection (DD) optics are being commercialized to support 800G
and 1.6T applications inside datacenters. Though IM-DD remains
its cost and power consumption advantages over Coherent at 1.6T
for short-reach interconnect below 10 km, its roadmap is not clear
towards the next capacity doubling, considering it becomes more
challenging to scale the components bandwidth linearly with the
capacity demand. This makes both advanced modulation formats
and digital signal processing (DSP) indispensable for an IM-DD
system aiming at higher speed. From a system perspective, this
article reviews candidate modulation formats and DSP for IM-DD
optics at post 200G (per lane) era. By taking into account generic
constraints for future IM-DD systems like bandwidth limit, peak
power constraint, transceiver nonlinearity, fiber dispersion, and so
on, it discusses a wide range of techniques including probabilistic
constellation shaping (PCS), high symbol rate pulse amplitude
modulation (PAM), faster than Nyquist (FTN) signaling, nonlinear
equalizations, and multicarrier modulations. Different from prior
IM-DD review literature, we mainly focus on if it is meaningful
to exploit a DSP technique with respect to constraints in practical
systems, rather than just the technique itself. The study is backed
with rich simulation and experiment results.

Index Terms—Digital signal processing (DSP), direct detection
(DD), faster than nyquist (FTN), intensity modulation (IM),
modulation format, multicarrier modulation, nonlinear
equalization, optical fiber communication, probabilistic
constellation shaping (PCS), pulse amplitude modulation (PAM).

I. INTRODUCTION

D IGITAL signal processing (DSP) has been applied to
optical fiber communications for almost two decades.

Though the first use of DSP was in 10-Gb/s intensity modu-
lation (IM) and direct detection (DD) systems to combat the
fiber dispersion by maximum likelihood sequence estimation
(MLSE) [1], [2], it soon became a powerful tool to revive
the coherent communication [3], [4]. Nowadays, DSP-enabled
coherent transceivers have been widely implemented to optical
systems ranging from long-haul transmission over thousands
of kilometers (km) to short-reach interconnects below 80 km.
On the other hand, despite a variety of DSP techniques being
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proposed for IM-DD, it takes a much slower pace to adopt DSP
in real-world products. The IM-DD world had been ruled by
the antiquated on-off-keying (OOK) modulation over decades
till the commercialization of the first 4-ary pulse amplitude
modulation (PAM-4) DSP in 2015 [5]. Up to now, PAM-4
remains the dominant IM-DD format which is incorporated
with a low-complexity receiver DSP including clock recovery,
equalization like a feed-forward equalizer (FFE) and low-latency
forward error correction (FEC) decoding like the KP4/KR4 FEC
defined in IEEE 802.3 Standard.

Based on 50- and 100-Gb/s per lane IM-DD, optical modules
for 400G Ethernet have been shipping in volume since 2020. In
the meantime, the 200-Gb/s per lane optical standard is being
actively developed in both industry interoperability groups and
standard bodies. Such 100-GBd class PAM-4 signals inevitably
call for more sophisticated DSP to combat system impairments.
For example, the 800G Pluggable MSA group suggests an extra
MLSE after the FFE to improve the tolerance to dispersion and
bandwidth limit, and a stronger concatenated FEC scheme than
KP4 to improve the bit-error ratio (BER) threshold from 2e-4
to 2e-3 [6]. Going beyond 200G per lane, it is perceived DSP
would play an even more important role for an IM-DD system,
considering its component bandwidth growth has begun lagging
the next capacity doubling of optical interface.

In European Conference on Optical Communications (ECOC
2022), we discussed whether it is meaningful to pursue higher
symbol rate in a bandwidth-limited IM-DD system via DSP
[7]. This article extends our ECOC presentation and provides
a more comprehensive review on the potential DSP suitable for
future IM-DD optics. There have been extensive literatures to
review the variety of DSP techniques [8], [9], [10], [11], [12],
[13], [14], [15] since they were introduced to IM-DD more
than 10 years ago. This work is differentiated from them in
the following aspects. First, with Coherent being penetrated
to shorter and shorter reach, the next-generation IM-DD will
mostly be deployed to unamplified applications within 10 km.
The transceiver will be the dominant factor of system impair-
ments than the fiber channel, which changes the role of various
DSP techniques consequently. Second, more DSP has been
added to the IM-DD portfolio, like various types of faster-
than-Nyquist (FTN) precoding and equalization, probabilistic
constellation shaping (PCS), multicarrier entropy loading (EL),
Volterra nonlinear equalization (VNE) and so on, and it lacks
a comprehensive analysis among them. Third, like our ECOC
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Fig. 1 Schematic of an IM-DD system. Tx/Rx: transmitter/receiver.

Fig. 2. Recent demonstrations of high-speed IM-DD systems. A reference
may contain more than one points.

work [7], we focus on if it is meaningful to exploit each DSP
technique rather than just its implementation. Moreover, instead
of a study based on a specific experiment setup, we summarize
common features for IM-DD systems with different hardware,
aiming to generalize some conclusions to help readers tailor the
modulation format and DSP based on their own setups.

II. SYSTEM CONSTRAINTS AND IMPAIRMENTS

A generic architecture of the IM-DD system is shown in
Fig. 1. We assume DSP is used in the context of this article
(200 Gb/s and beyond). An IM transmitter mainly consists of
electronic signal generation, radio-frequency (RF) amplification
(optional, depending on the required drive swing) and electrical-
to-optical (E/O) conversion. The E/O conversion is realized
by a directly modulated laser (DML), an electro-absorption
modulator (EAM), or a Mach-Zehnder modulator (MZM). The
integration of a continuous-wave (CW) laser with an EAM or
an MZM is also named an external modulated laser (EML). The
signal is detected by a photodiode (PD) after fiber transmissions.
There may be a transimpedance amplifier (TIA) or an RF power
amplifier before the signal is digitally detected. Because future
IM-DD applications will be mostly limited to within 10 km, we
do not include optical amplification in the link. In this section,
we review the relevant hardware constraints to provide useful
guidance on designing the appropriate modulation format and
DSP chain for such an IM-DD system.

A. Bandwidth Limit (BWL)

We focus on the transmitter BWL considering it determines
the maximum speed of signal generation. In Fig. 2, we illustrate
the recent IM-DD experiments with the best effort of pushing
forward the envelope of high symbol rate systems [16], [17],
[18], [19], [20], [21], [22], [23], [24]. Though the experiments

Fig. 3. Bandwidths and device lengths of DMLs, EAMs, and MZMs.

were performed with different types of modulators (making it
not possible to make an apple-to-apple comparison), electrical
signal generations are commonly their main speed bottleneck.
Using a single D/A converter (DAC), the state-of-the-art single-
lane IM-DD speed is about 200 Gb/s. The integrated DACs
for 200G-class signals in Fig. 2 are mostly based on (down
to) 14-nm CMOS (complementary metal-oxide semiconduc-
tor) technology or (down to) 55-nm SiGe (Silicon-Germanium)
lithography, capable of 100-GBaud class symbol rate. As a main
force of application-specific integrated circuits (ASIC), the latest
CMOS technologies have evolved to 7- or 5-nm process, en-
abling 130-GBaud class signal generation in the latest generation
coherent transceiver products. Regarding SiGe DACs, though
they are believed to offer higher bandwidth than CMOS ones, it
is not yet clear how to make them compatible with the fabrica-
tion process of CMOS-based DSP ASIC for co-integration. A
promising approach to further increase the speed of electronic
signals is to exploit external DAC multiplexers (MUX), namely,
multiplexing two or more DAC outputs with external analog RF
components like in [19], [20] to improve the electrical bandwidth
multi-folds. While integrated DACs are commonly part of the
CMOS ASIC, external MUXs can use other materials such as
SiGe or Indium Phosphide (InP), which are not ideal for DSP
but good at handling high-speed analog signals. With external
MUXs, an IM-DD system can achieve over 500-Gb/s net bit
rate as shown in Fig. 2. The fact that increasing the electronics
bandwidth results in higher data rate per lane serves as evidence
that the speed of electronics is more limiting than that of the
optics at the moment.

In terms of the E/O conversion, lab demonstrations have
shown various types of modulators with bandwidth at or higher
than 100 GHz. We illustrate the 3-dB bandwidth of three types
of E/O modulators in recent demonstrations in Fig. 3 [25], [26],
[27], [28], [29], [30], [31], [32], [33], [34], [35]. With recent
advances in device structure design on traditional platforms such
as InP, as well as emerging materials such as thin-film lithium
niobate (TFLN) for MZM, the state-of-the-art DMLs, EMLs,
and MZMs can all achieve the 3-dB bandwidth at 100-GHz
class, making them suitable for 200-GBaud signals. Though
these modulators are not limited by bandwidth to date, they
have ineligible differences in other aspects like extinction ratio
(ER) and device nonlinearities. Especially for footprints, DMLs
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and EMLs are very compact and typically less than 1-mm long,
which are the main force for short-reach interconnect markets.
MZMs usually have much larger sizes (anywhere from 3 mm to
up to about 20 mm), but their better modulation quality (e.g.,
little chirp and high linearity) make them popular in recent
high-speed IM-DD experiments. As a reference, the footprint
of photonic integrated circuits (PIC) in an intensity modulation
transmitter is typically 5 × 5 mm2 or less.

The BWL can be shown as the spectral roll-off of a signal at
higher frequencies. However, rather than looking at the power
spectrum, a more relevant way to characterize the BWL is
the SNR profile over frequencies. This is because SNR is the
only figure of merit on estimating the system capacity. For
example, digital pre-equalization can flatten the power spectrum
and conceal the effect of BWL, but it enhances the noise in the
meantime which can be captured by the SNR profile. Knowing
the signal power spectral density (PSD) of S(f), noise PSD of
N(f) and the channel response of H(f), the system capacity
under the additive Gaussian noise is [36]

C =

∫
log2

(
1 +

S (f)

N (f)
|H (f)|2

)
df (1)

Clearly, the capacity is not only determined by the frequency
response, but also the frequency-resolved SNR. While a signal
achieves higher overall SNR by occupying less bandwidth, its
spectrum must be expanded to the entire usable bandwidth of the
channel to approach the capacity [37]. This inevitably pushes all
IM-DD systems towards the BWL condition when they aim to
maximize their data rates.

B. Peak Power Constraint (PPC)

The power constraint of a transmitter limits the output signal
power, which then determines the system capacity through SNR
as in (1). Unlike amplified coherent systems whose optimum
launch power to the fiber is fundamentally limited by the fiber
nonlinearity [38], the power constraint of an un-amplified IM-
DD system comes from the finite linear driving range of an E/O
modulator, commonly understood as the peak power constraint
(PPC) of an IM-DD system. Though no E/O conversation has
an absolutely linear transfer function, some modulators natively
offer more linearity than others. We use EAMs and MZMs
for an exemplary comparison. Fig. 4 shows the typical transfer
functions of an EAM and an MZM. To characterize the linear
driving range, it is crucial to introduce the concept of “dynamic
extinction ratio (ER)”. While the static ER (or DC ER) refers to
the optical output power ratio between the fully ‘turned on’ and
fully ‘turned off’ states by applying DC voltages as shown in
Fig. 4, the dynamic ER is the ratio between the maximum and
minimal optical power levels with the actual driving RF signal.
The DC ER is a direct measure of the design/fabrication quality
of an optical device, and the dynamic ER reflects a combination
of device and signal quality which is a more relevant metric to
understand the PPC in IM-DD systems.

The modulator transfer functions in Fig. 4 are nonlinear for
both EAMs and MZMs. However, unlike the EAM where the
entire modulation region is nonlinear, the sinusoidal response
of MZMs offers a relatively wide region where the response

Fig. 4. Exemplary transfer functions for (a) EAM and (b) MZM.

is almost linear. Typically, EMLs offer a dynamic ER between
5 dB to 7 dB, while MZMs are between 10 dB to 15 dB.

1) Influence of the Nonlinear E/O Transfer Function on PPC:
It is important to point out that the E/O PPC is not an absolute
value but rather a tradeoff between the nonlinear distortion and
the peak power. Driving into the nonlinear region allows higher
peak power at the sacrifice of enhanced nonlinear distortions.
Using higher DSP complexity, the nonlinear distortion may be
mitigated by various types of nonlinear equalizations, as will be
revealed in following sections.

2) E/O PPC vs. Optical Output Power Limit: It is also noted
that the E/O PPC should not be confused with the optical output
power limit of an IM transmitter. The optical output power is
a constant set by the laser power and the bias condition of the
E/O modulator and is independent of modulation formats due to
the bipolar nature of the electrical drive signal [39, Section III].
This is different to the MZMs in a coherent modulator which
are biased at the null point. The optical output power of a null-
point modulator is zero without the electrical drive signal, and
consequently, it is determined by both the CW laser power and
the electrical drive signal power. In an IM-DD system without
optical amplification, optical power is not relevant to finding the
optimal modulation format.

C. Peak Enhancement

Due to the PPC from the E/O conversion, the proper metric to
characterize the system quality for IM-DD would be the peak-
signal-noise ratio (PSNR), defined as

PSNR =
PPC

PNoise
(2)
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where PNoise is the accumulated noise power of the entire IM-
DD system, and PPC stands for the peak power of the electrical
signal that drives the E/O modulator. Clearly, PSNR is a system
metric independent of modulation formats, just like the role of
SNR in an average power constraint (APC) system. For all the
PSNR simulations in this article, we use the peak-to-peak swing
of a signal X to characterize PPC, namely,

PPC = |maxX −minX|2 (3)

While the system metric is different between PPC and APC
systems, SNR is always a proper signal metric to characterize
the signal quality and evaluate its achievable information rate
(AIR). To find the optimum modulation format with maximized
AIR, the system PSNR should be translated to the signal SNR
at the digital baseband where bit-interleaved coded modulations
(BICM) perform FEC coding and decoding. The translation is
made by the peak-to-average power ratio (PAPR) of the drive
signal at the input to the E/O modulator, namely,

SNR =
PSNR

PAPRdrive_signal
(4)

One should not confuse PAPRdrive_signal with the PAPR of
the digital modulation format, noted as PAPRconstellation.
Usually, the PAPR is enhanced when we generate the ana-
log drive signal from the digital baseband, which results in
PAPRdrive_signal > PAPRconstellation. Such PAPR incre-
ment is defined as a PAPR enhancement (PAPRE) factor in [39],

PAPRE =
PAPRdrive_signal

PAPRconstellation
(5)

PAPRdrive_signal = PAPRE · PAPRconstellation (6)

In turn, PAPRdrive_signal is determined by both the modu-
lation format and the PAPRE factor. PAPRE can happen either
in digital domain by the transmitter (Tx) DSP, like pulse shaping
and pre-equalization, or in analog domain like the BWL-induced
peak distortion from DAC and driver amplifier. Substituting (5)
to (4), the signal SNR is expressed as

SNR =
PSNR

PAPRconstellation · PAPRE
(7)

Clearly, the modulation format itself is not sufficient to tell the
SNR from the system PSNR. As a consequence, the modulation
design must take into account the PAPRE factors.

Unfortunately, PAPRE is modulation format dependent, more
explicitly, it depends on the initial PAPR of the signal. This
brings challenge for the modulation format design because such
an optimization problem is commonly solved under a fixed
signal power constraint. There is a special case of PAPRE named
extreme PAPRE in [39]. It dominates PAPRdrive_signal, mak-
ing it approach a constant regardless of PAPRconstellation. A
unique extreme PAPRE condition is the inverse discrete Fourier
transform (IDFT) in a discrete multi-tone (DMT) transmitter,
whose time-domain signal PAPR is sensitive to the IDFT size
and oversampling ratio but is not the modulation format of each

subcarrier. In this case, the PPC is equivalent to an APC, as the
SNR approaches a constant according to (4).

It is important to point out that the PAPRE during (e.g., from
the modulator BWL) or after (e.g., from the dispersion induced
power fading) the E/O conversion should not be counted in the
PAPRE in (7). This is because the PSNR is determined by the
PPC of the E/O conversion, and the optical-domain distortion
after the E/O conversion is not relevant. To better understand this,
we assume two IM transmitters with the same PPC. Their overall
Tx BWL are also identical, but one is purely from the electronics
and the other is purely from the E/O modulator. It is expected
the electronics-BWL transmitter exhibits a lower SNR, because
its PAPRE happens before the E/O conversion and degrades
the SNR via (7). This will be verified by an experiment in
Section V-C.

D. Four-wave Mixing (FWM)

Most field-deployed IM-DD systems are operated at O-band
to minimize the chromatic dispersion (CD) penalty. However,
the inter-channel four-wave-mixing (FWM) [40], [41] has been
found to impose a severe performance limitation on wavelength
division multiplexing (WDM) transmissions in state-of-the-art
O-band applications [42], [43], [44], [45]. As read from its name,
FWM is a nonlinear interaction among three frequencies pro-
ducing one new frequency. The magnitude of the new frequency
fg is [41]

Pg =
D2

x

9
γ2PiPjPke

−αLη (8)

where Dx is the degeneration factor which equals to 6 for non-
degenerate FWM, and 3 for degenerate FWM. Pi,j,k is the input
power at the frequency of fi,j,k, α and L are the loss coefficient
and the length of the fiber, respectively, γ is the third-order fiber
nonlinearity coefficient, and η is the FWM coefficient. For IM-
DD links with a single fiber span, η can be approximated as

η ≈ 1

(Δβijk)
2 + α2

(9)

where Δβijk ≡ βi + βj − βk − βg is the difference of the
propagation constants due to CD and characterizes the phase
match among the involved waves. The phase match condition
is closely related to (i) the amount of CD, and (ii) the relative
frequency spacing between FWM waves. As the WDM grid in
O-band is close to the zero-dispersion wavelength of the fiber
and the channels are usually evenly spaced, the phase mismatch
is very small, leading to high FWM coefficient η. Such inter-
channel fiber nonlinearity may be alleviated by unequal channel
spacing [43] and polarization interleaving [44], [45], but it is not
straightforward to be mitigated by DSP.

E. Fiber Dispersion and Modulation Chirp

Chromatic dispersion (CD) remains a major limiting factor
for IM-DD transmissions at O-band. Though O-band covers the
zero-dispersion wavelength, the WDM capability is limited by
FWM which prevents the deployment of dense WDM (DWDM)
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Fig. 5. Chromatic dispersion in standard single mode fiber (SSMF) for typical
wavelength plans in O-band. Each horizontal bar (green) in the PON figures
indicates a wavelength range.

near the zero-dispersion wavelength. Among typical O-band
wavelength plans in Fig. 5, the narrowest channel spacing is
800 GHz for LAN-WDM. This is much wider than the common
50- or 100-GHz DWDM grid at C-band. Moreover, tightly
packed channels require precise wavelength stabilization for
lasers and wavelength (de-)multiplexers, adding huge cost and
power consumption. As a result, most wavelength plans in Fig. 5
spread channels across the O-band, leaving nonnegligible CD on
edge channels.

Besides the point-to-point WDM transmission mentioned
above, another common application at O-band is passive optical
networks (PON). Although the state-of-the-art PON commonly
use time division multiplexing (TDM), the “good” wavelength
windows are usually reserved for the uplink to tolerate the large
disparity of laser operating conditions among end users, leaving
tough wavelengths for the downlink. For example, the ITU-T
50G-PON [46] standard chooses the downlink at 1342 nm as
shown in Fig. 5, with a CD parameter close to 2 ps/nm/km.

CD introduces frequency-dependent phase variation whose
profile follows a parabolic shape symmetric around the carrier
frequency. Such symmetry introduces destructive interference
at particular frequencies after the square-law intensity detection
and leads to frequency-selective spectral fading [47]. A sketch
fading spectrum with positive dispersion is shown in Fig. 6(a).
The number of notches and their frequencies are determined by
a variety of system parameters like accumulated CD and carrier
wavelength. Moreover, modulation chirp [48] generated from
the E/O conversion also plays a critical role. Chirp refers to the
phenomenon of instantaneous frequency or phase variation of
the optical signal during intensity modulations. The frequency
variation is named adiabatic chirp and is commonly unique
to DMLs. The phase variation is named transient chirp and
exists in DMLs, EMLs as well as non-push-pull MZMs. DMLs
have positive transient chirp, while EMLs can be designed to
exhibit either positive or negative transient chirp. The push-pull
MZM is the only type of modulator free from both types of
chirps.

Because chirp brings about phase/frequency variation on an
IM signal, it interacts with the CD-induced phase variation and
changes the transfer function of the spectral fading. In Fig. 6,

Fig. 6. Sketches of received electrical spectra with frequency-selective fading
under (a) positive and (b) negative fiber dispersion for an O-band IM-DD link.
The push-pull MZM has no chirp, while both the EAM and DML are assumed
to have positive transient chirp; DML is also assumed to have adiabatic chirp.

we show two sets of sketches of the received digital spectra with
positive and negative fiber CD. We assume the ideal push-pull
MZM has no chirp, while both DML and EML have positive
transient chirp. Note that the horizontal axis is left without unit
as we intend to show frequency-selective fading illustratively
without considering specific symbol rate, fiber type, dispersion
parameter, etc. Compared to the chirp-free MZM (blue curves),
chirped modulators suffer from severer fading under positive
dispersion, whose frequency notches move to lower frequencies
in Fig. 6(a). In contrast, if dispersion is negative as in Fig. 6(b),
chirp mitigates the fading and pushes the notch towards higher
frequencies. Similarly, the spectral fading can also be alleviated
given positive dispersion and negative EML chirp. Historically,
it is these EMLs designed with negative transient chirp that allow
bridging 80-km reach at 10 Gb/s in C-band [14].

Frequency-selective fading can be generalized as a colored-
SNR phenomenon, whose channel capacity is determined by (1).
The faded spectrum can be estimated by mathematical models
accurately [49] given the modulation chirp and fiber dispersion
parameters. Though various DSP techniques [50], [51], [52],
[53] can alleviate the performance penalty due to fading, it
is not a common practice to operate an IM-DD system in a
channel with completely faded frequency notches as they induce
irreversible information loss at those frequencies. Rather, the
accumulated CD is kept below a threshold to push the first notch
out from the signal spectrum. In this case, fading behaves like
BWL, and consequently, a DSP scheme that combats BWL can
potentially be exploited for spectral fading, too.

F. System Nonlinearities

System nonlinearities are more prominent when pushing an
IM-DD transceiver towards higher order modulation and higher
symbol rate. A common bottleneck on the transmitter integrity
is the nonlinear transfer function from various components like
E/O modulators [54] and RF amplifiers. As we mentioned in
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Fig. 7. IM-DD system nonlinearity examples: (a) a nonlinear transfer function
of an RF driver (with its P1dB point); (b) a skewed PAM-4 eye diagram due to
the interaction between DML adiabatic chirp and fiber dispersion [55].

Section II-B, for EML and MZM, there is a tradeoff between
the PPC of drive signals and the nonlinear distortion. An RF
amplifier is driven to the nonlinear region beyond an output
power threshold, specified as its ‘x-dB compression point’ like
the 1-dB point (P1dB) in Fig. 7(a). Like what we mentioned in
Section II-B for the E/O modulator, we can also take advantage
of the nonlinear region of an RF amplifier for higher power and
utilize DSP to mitigate associated distortions. Nonlinearities
may also come from the interaction between components and
fiber impairments. For example, a skewed eye diagram is often
seen in DML transmissions [25], [55] due to the interplay
between adiabatic chirp and CD as shown in Fig. 7(b). Because
adiabatic chirp essentially means a frequency shift proportional
to the instantaneous signal intensity, different PAM levels travel
at different speeds in the dispersive fiber and eventually present
themselves as a skewed version upon detection.

G. Phase Noise and Multi-Path Interference (MPI)

Laser phase noise can produce intensity fluctuations in an
IM-DD system through various phase-to-intensity conversion
mechanisms, like fiber dispersion [56] and optical interference
[57]. Among them, MPI has been a non-negligible limiting
factor in state-of-the-art IM-DD applications [58]. MPI is an
interferometric noise due to the optical reflections during fiber
transmission, mostly from the fiber connectors (e.g., an air gap
between the two fiber endfaces, or a polluted endface) that induce
refractive index discontinuities. It is more severe for a laser

with larger linewidth. MPI can quickly accumulate its power if
the number of reflectance (NR) increases, considering the total
number of forward propagated reflections (each is generated by
two reflectances) is (NR − 1) ·NR/2 [57].

In a higher-order PAM system, the interferometric noise is
greatly enhanced as it mixes more intensity levels. This makes
PAM-4 more vulnerable to MPI than the antiquated OOK. As
characterized in [58], under 1-dB power penalty, PAM-4 can
tolerate about 8-10dB less MPI than OOK. Due to the lack of
practical MPI mitigation techniques, standard bodies have tight-
ened the maximum reflectance specification for PAM-4 systems.
For instance, IEEE802.3 and 100G Lambda MSA (multi-source
agreement) reduced the return loss bar from −26 to −35 dB in
2016 [59]. There emerged a few new proposals to tackle the MPI
issue in an analog [59] or a digital [60] manner.

III. PROBABILISTIC CONSTELLATION SHAPING

For an amplified coherent transmission system subjected to
an optical APC, probabilistic constellation shaping (PCS) is a
powerful tool to approach the Shannon capacity of the optical
fiber channel [61], [62]. However, it brings extensive debates on
whether the PCS benefits are relevant to an IM-DD system with
PPC. Based on the findings in [39], we extend our discussion in
this section in an intuitive manner.

A. Role of the MB-Distributed PCS

In APC systems, the Maxwell-Boltzmann (MB) distribution
is most widely adopted for PCS, because it maximizes entropy
given a fixed system SNR. An MB distribution assigns a higher
probability to a symbol with lower power, which enhances the
PAPRconstellation and reduces the SNR under a PPC according
to (7). Due to such reduced SNR, in a PPC system, MB-PCS
usually cannot fully achieve the shaping benefits as in an APC
system. For higher symbol-rate IM-DD systems, stronger BWL
and transmitter pre-equalization induce huge PAPRE, making
PAPRE the dominating factor forPAPRdrive_signal in (6). This
closes the PAPRdrive_signal gap of various constellations and
converts PPC towards APC via (4). In this case, MB or MB-like
PCS can partially achieve PCS benefits [39], [63], [64]. In this
case, it becomes crucial to maximize the signal average power
under the PPC to get higher SNR. Below we introduce some
practical implementations for the MB-PCS to improve the SNR
aiming at higher shaping gain in a PPC system.

First, to avoid a huge constellation power loss, the MB-PCS
signal should never be strongly shaped. It was revealed [61] that
a lightly shaped PCS signal retains a shaping gain in the APC
system. Light shaping means the source entropy should be close
to (and less than) an integer, namely, the entropy of a uniform
PAM-X signal whereX = 2n (n = 2, 3, 4 . . .). This restricts the
rate adaptation range. A strategy to alleviate the issue is to allow
X �= 2n for the PAM-X templates. X should remain an even
number (i.e., X = 2n) to be compatible with the probabilistic
amplitude shaping (PAS) architecture [61]. A non-2n PAM-X
template is simply generated by truncating the 2n constellation
[65]. This is equivalent to setting a probability of zero for the
outer PAM levels, in the context of PCS. The strategy has been
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Fig. 8. Comparison of (a) BER and (b) hGMI between PCS PAM-6 and PAM-8
signals with the same entropy (2.5 bits/symbol), with uniform PAM-6 and PAM-
8 signals as baselines. The simulation is a PPC system characterized by PSNR
defined in (2) and (3), with an RRC (0.01) filter to emulate PAPRE.

popular in latest high-speed short-reach coherent transmissions
limited by the transmitter PPC [66], [67]. By simulation, we
show how it improves the PCS performance in an IM-DD
system, as shown Fig. 8, with root-raised cosine (RRC) filtering
(0.01 roll-off) as a PAPRE example. With the same entropy
of 2.5 bits/symbol, the PCS signal using a PAM-6 template
clearly achieves a lower BER than using a PAM-8 template.
We use the generalized mutual information (GMI) under binary
hard-decision (HD) decoding [68] (hGMI) as the AIR metric,

hGMI = H (X)− log2 |X | · H2 (ε) (10)

where H(X) is the entropy of signal X and H2(·) is the binary
entropy function, � is the bit error probability, and |X | is the size
of modulation alphabet. In the inset of Fig. 8(b), PCS PAM-6
achieves an hGMI gain over uniform PAM-6. In contrast, PCS

Fig. 9. Rate adaptations using uniform PAM-4/8 with flexible-rate FEC codes,
and PCS PAM-8 (entropy up to 2.9 bits/symbol) with a fixed-rate FEC code.
The simulation uses a PPC system with a RRC (0.01) filter to emulate PAPRE.

PAM-8, with the same entropy as PCS PAM-6, shows a big
penalty with respect to uniform PAM-8.

Second, because the outer PAM levels with higher power
occur less frequent than the center levels, the MB-PCS signal
has higher tolerance to various transmitter nonlinearities than
the uniform signal, like digital clipping, power saturation of the
driver amplifier and nonlinear E/O conversion. This means the
peak-to-peak swing of the MB-PCS signal can be higher than
the uniform signal for a similar nonlinearity penalty. In other
words, the PPC is enlarged using MB-PCS. Such nonlinearity
tolerance advantage is verified in an EAM-based system [64]
with a nonlinear transfer function like in Fig. 4(a).

Together with the light shaping strategy, it is highly possible
for an IM transmitter with PAPRE and nonlinearity to achieve
shaping gain using the classic MB-PCS.

B. Distinguishing Two Types of PCS Benefits - Shaping Gain
& Rate Adaptation

In PCS IM-DD literatures that demonstrate shaping gain, the
reference baseline to claim the gain varies from one to another,
making it difficult to perform cross comparisons among them.
To clarify the gain, we distinguish two types of PCS gains in
this section. The simulation example is a PPC system with the
PAPRE emulated by a 0.01 roll-off RRC filter. We compare the
hGMI as a function of PSNR among uniform PAM-4/8 and
PCS PAM-8 signals in Fig. 9. For uniform PAM signals, we
assume an ideal flexible-rate FEC for rate adaptation; while for
PCS signals, we adjust the entropy up to 2.9 bits/symbol for rate
adaptation under a fixed-rate HD-FEC with a BER threshold of
0.004. In Fig. 9, the PCS PAM-8 curve lies below the uniform
PAM curves when PSNR<36.3 dB, indicating no shaping gain
for PCS signals. Nevertheless, most low-cost IM-DD systems
only allow one FEC code. Given a fixed-rate FEC, if the system
PSNR is between the two PSNR thresholds of uniform PAM-4
and PAM-8, PCS may effectively improve the AIR owing to its
rate adaptation capability using a fixed-rate FEC. For example,
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if PSNR = 36 dB in Fig. 9 and the system only allows an HD-
FEC with a BER threshold of 0.004, the AIR of uniform PAM-4
is limited to within 2 bits/symbol and uniform PAM-8 cannot
meet the BER threshold. In contrast, PCS PAM-8 improves the
AIR to 2.69 bits/symbol. The meaningful PCS rate adaptation
range with the fixed-rate FEC is indicated by the shaded area in
Fig. 9. This phenomenon is experimentally verified in [39].

In general, when a PCS gain over uniform signaling is re-
ported, it should be distinguished between:

1) Shaping gain: “absolute” AIR gain when the co-design of
modulation format and multi-rate FEC is allowed.

2) Rate adaptation: AIR improvement under a variable sys-
tem condition (e.g., different PSNRs) using only one (or
very limited) choice of FEC code.

PCS is guaranteed to achieve both types of shaping benefits
in an APC system, and achieve none of the benefits in a strict
PPC system without PAPRE. In an IM-DD system with PAPRE,
the rate adaptation can be partially achieved, but the shaping
gain is not guaranteed, which depends on the transmitter PAPRE
(and nonlinearity) condition, as we discussed in Section III-A.
Between the two types of benefit, future IM-DD applications
may value rate adaptation more than shaping gain, considering
shaping gain provides very limited improvement (e.g., <10%)
on the absolute AIR even in the best case. On the other hand,
rate-adaptive short-reach transceivers have been hotly pursued
recently, like the flexible-rate passive optical network (FLCS-
PON) aiming at flexible quality of service among end users [69].

The gain of a PCS scheme is closely related to its distribution
matcher (DM). The ideal DM can be approximated, e.g., by
constant composition distribution matching (CCDM) [70], that
achieves marginal rate loss with long block length (≥ 103). Short
block length techniques reduce the DM complexity at a sacrifice
of a rate loss [71], [72]. Despite the reduced shaping gain, they
usually have little impact on the rate adaptation range. Therefore,
if shaping gain is not the primary consideration for an IM-DD
application, it would be suitable to utilize the short block length
DM for cost saving.

C. Debate on the Reverse-MB Distribution

In PPC IM-DD systems, a typical competitor of MB-PCS
is the reverse-MB (Rev-MB) distribution [73] as illustrated in
Fig. 10(a). Opposite to MB, Rev-MB assigns higher probabilities
to the PAM levels with higher power. As the outer two PAM
levels with only one neighbor are more frequently generated than
the inner levels with two neighbors, Rev-MB reduces the wrong
decisions to the neighboring levels and improves BER. Such a
symbol decision advantage is maximized in a PAPRE-free PPC
system, but quickly decreases and even vanishes given higher
PAPRE. This is because Rev-MB consumes much higher power
than MB for the same entropy, while PAPRE tends to convert
a PPC system towards an APC one where the average power
becomes “precious”. Using the RRC filtering as an example, we
select two roll-off factors of 0.3 and 0.01 to represent different
amount of PAPRE and compare the BER of MB and Rev-MB
signals in Fig. 10(b). Compared to the case of RRC 0.3, the
Rev-MB gain is quickly degraded by the stronger PAPRE (RRC

Fig. 10. Comparisons between MB and Rev-MB PCS PAM-4 (with the same
entropy of 1.6 bits/symbol): (a) probability mass function, and (b) BER as a
function of PSNR. PAPRE is emulated by RRC filters (0.3 and 0.01 roll-off).

TABLE I
INFLUENCE OF DIFFERENT SYSTEM PARAMETERS ON MB & REV-MB PCS

0.01), as indicated by the move of the crossing point between
MB and Rev-MB curves in Fig. 10(b). For the case of RRC 0.01,
Rev-MB remains a little gain over MB only at very high BER
(>0.05), which is not practical to be corrected by simple FECs
in IM-DD systems. Generally, the comparison between MB and
Rev-MB depends on various system aspects like the ones shown
in Table I, and there is no simple conclusion applicable to all
PPC IM-DD systems. Both Rev-MB [69], [73], [74] and MB
gain [39], [63], [64] were demonstrated in literatures.

D. An Open Question: The Optimal Distribution for IM-DD

Beyond MB and Rev-MB, a more general task is to find the
optimum distribution for a PPC system taking the PAPRE into
account. This is not a trivial task, especially for a PAM template
with a larger alphabet. There emerge a few attempts to tackle the
question, like exhaustively trying a group of distributions [64],
and using optimization algorithm or machine learning to find the
distribution of a particular system [75], [76], [77]. However, it
lacks a generalized method applicable to a system with arbitrary
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Fig. 11. Examples of BWL channels: (a) frequency-domain model defined in
(12), and (b) time-domain model defined in (11). The noise of these channels is
assumed to be AWGN.

PAM alphabet, FEC threshold, and transmitter PAPRE. This
leaves to be an open question for the near future.

IV. COMBATING THE BANDWIDTH LIMIT (BWL)

BWL introduces inter-symbol interference (ISI) to a signal.
Without loss of optimality, a digital receiver may be designed to
consist of a whitened matched filter (WMF) and a symbol-rate
sampler [36], and the equivalent discrete-time model for the
ISI-contaminated received sequence {yt} is

yt =

L−1∑
k=0

hkxt−k + nt (11)

where {xk} is the transmitted sequence, {hk} is the sequence of
coefficients of a discrete-time channel response and {nk} is the
discrete-time white Gaussian noise sequence. In the frequency
domain, the equivalent model is

Y (f) = H (f)X (f) +N (f) (12)

Fig. 11(a) illustrates the spectra for an ideal band-limited
channel and a lowpass 4th-order Bessel channel with additive
white Gaussian noise (AWGN). The Nyquist bandwidth of the
ideal channel is fN , and the nominal fN for the Bessel chan-
nel is defined as its 3-dB bandwidth (f̂N ). Given two symbol
rates 150% and 200% of the Nyquist limit 2fN , respectively,
Fig. 11(b) shows their discrete-time models defined in (11) for
both channels. The optimum detector for a digital sequence in
the presence of ISI is MLSE or maximum a posteriori probability
(MAP) decoder [78], [79]. Both are sequential detectors which
perform symbol decisions based on sequence observations, and
the sequence length is determined by the length (L) of channel
memory in (11). Although BWL commonly exists in most

Fig. 12. Illustration of PSDs for signal (blue curves) and noise (black curves)
in a colored SNR channel after (a) ZF and (b)MMSE equalizations.

real-world systems, a symbol-by-symbol detector is commonly
used for simplicity. The conditions to achieve the optimum
symbol-by-symbol detection performance are:

1) the signal sequence is ISI free;
2) the noise sequence is whitened.
Clearly, a BWL channel cannot simultaneously satisfy the

two conditions above. In this section, we review the equalization
techniques for ISI mitigation in BWL systems. More crucially,
we explain whether it is meaningful to pursue higher-symbol
rate beyond the BWL using these techniques. A more detailed
study on this topic can be found in [37].

A. Nyquist Signaling and Linear Equalization

The easiest way to avoid a huge amount of ISI is to limit the
signal bandwidth to a low-frequency region where the channel
response is not severely colored. Besides symbol rate reduction,
a useful tool to compress the signal spectrum is pulse shaping
[80]. Pulse shaping can shrink the signal spectrum close to a
rectangular shape to take full advantage of limited bandwidth
and support at most 2B-Baud signaling given B-Hz bandwidth
according to Nyquist theorem. It usually relies on the Nyquist
filter to have zero ISI at the sampling instants. The most popular
Nyquist filters are raised cosine (RC) and RRC filters.

For a lightly colored channel response, ISI can be alleviated
by linear equalizations. A linear equalizer is commonly a feed-
forward equalizer (FFE) that creates a number of delayed copies
of its input {yt} and adds them back to {yt} with the proper
coefficients {ct}. This is equivalent to the convolution between
{yt} and {ct} in time domain, namely, the filter output {st} is

s (t) = y (t) ∗ c (t) (13)

and the corresponding frequency-domain expression is

S (f) = C (f)Y (f) = C (f)H (f)X (f) + C (f)N (f)
(14)

There are different criteria to obtain the filter coefficients
c(t). A typical one is the zero-forcing (ZF) criterion as shown
in Fig. 12(a). While a ZF filter minimizes the ISI by forcing
C(f) = 1/H(f), it imposes the inverse channel response to
the noise as N(f)/H(f), which colors the noise and breaks
the optimum condition for symbol-by-symbol detection. An
alternative to tradeoff between ISI and noise coloring is the
minimum mean-square error (MMSE) criterion as shown in
Fig. 12(b). Because theMMZE filter directly minimizes the error
between {st} and the target signal {xt}, it usually improves the
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symbol decision than a ZF one when the colored response is not
ignorable.

B. Why Do We Need Nonlinear Equalization for ISI
Mitigation?

A question that usually puzzles a beginner is why a nonlinear
equalizer is superior to a linear one for ISI mitigation. In a BWL
system, linear equalization is suboptimum, because it can only
tradeoff between the two optimum conditions for a symbol-by-
symbol detector no matter what criterion is chosen to obtain its
coefficients. This is due to its linear nature, namely, it applies
the equalization equally to the signal and the noise, as shown in
(14). This drawback becomes more severe if we extend the signal
bandwidth significantly beyond the “flat” region of the channel
response. In this case, the signal can no longer be approximated
as a Nyquist one, but goes faster than Nyquist (FTN) [81], [82].
FTN is a generalized terminology to describe a heavy ISI system
with a symbol rate higher than its bandwidth can support.

To eliminate ISI without coloring the noise in FTN systems,
the equalizer should decouple the ISI mitigation from the noise
coloring. This leads to a popular nonlinear symbol-by-symbol
detector, i.e., the decision-feedback equalizer (DFE). The basic
DFE concept is to perform the symbol decision, a nonlinear
operation, during the equalization to remove the noise from the
received signal. If all previous decisions x̂t−k (k ≥ 1) are correct
(i.e., the ideal DFE assumption, x̂t−k = xt−k), the ISI tail can
be simply subtracted from (11) known the channel coefficients
{hk} and the equalized sample

y′t = yt −
L−1∑
k=1

hkx̂t−k = xt + nt (15)

becomes ISI-free with only white noise. This means an ideal
DFE can realize the optimum symbol-by-symbol detection.

The DFE performance is degraded if the system SNR is low,
because of the increase of wrong symbol decisions. In this case,
the subtraction of ISI tail can be moved to the transmitter. This
precoding technique is named Tomlinson-Harashima precoding
(THP) [36]. THP can narrow the transmitted signal spectrum
to accommodate the BWL. After the channel propagation, the
pre-coded signal is ISI free and can be detected on a symbol-by-
symbol basis. THP has revived recently in a variety of IM-DD
applications [83], [84].

C. Type of Nonlinear Equalizations for ISI Mitigation

All nonlinear equalizers aiming at combating the BWL are
designed to eliminate the ISI influence while keeping the noise
white. Generally, they can be categorized in Fig. 13. DFE and
THP belong to the symbol-by-symbol category. As mentioned
at the beginning of Section IV, an optimum receiver should
observe the entire ISI-contaminated sequence by a sequential
detector. The input of a sequential detector should have a white
noise as in (11). The noise can be whitened at the receiver by a
noise whitening filter (NWF), part of the WMF structure [36].
Alternatively, the transmitter can perform partial-response (PR)
pre-filtering to limit the signal bandwidth, aiming to obtain the

Fig. 13. Types of FTN techniques categorized by their locations (Tx or Rx)
and decoding manner (symbol-by-symbol or sequential decoding).

Fig. 14. Trellis graph of a sequential detector with PAM-2 (X = {0, 1}) and
memory length L = 2, leading to |X |L = 4 states per stage.

white noise after the channel automatically without the receiver
NWF. The simplest PR filter has a “1 + α” structure, namely,
a sample with controlled ISI from the past sample xt + αxt−1.
It is called a duobinary filter when α = 1, and was considered
recently for high-speed 25/50G PON applications [85].

Instead of removing ISI or noise from the received samples,
a sequential detector directly compares the received sequence
with all possible sequences and finds the one with the maximum
likelihood. A sequential detector is usually characterized by a
trellis graph. A toy example is illustrated in Fig. 14. Each trellis
stage contains all possible sequences (called trellis states),

s = (xt, xt−1, . . . , xt−L+1) , x ∈ X

by tracing back to the past samples with a memory length of L.
The total number of states is |X |L. The input symbol at the next
stage triggers a transition between the states at the current and
the next stages, as indicated in Fig. 14. The most popular metric
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to characterize the likelihood of each transition is

l =

∣∣∣∣∣yt −
L−1∑
k=0

hkxt−k

∣∣∣∣∣
2

(16)

and the probability is proportional to exp(−l/N0) if the noise
follows a Gaussian distributionN ∼ (0, N0). The likelihoods of
all the sequences for each sample are sent to a Viterbi decoder
to generate the symbol-wise hard decisions [78], or to a BCJR
decoder to calculate the symbol-wise soft probabilities [78].

Obviously, the total number of sequences |X |L determines
the complexity of a sequential detector that grows exponentially
with L. If the ISI of a BWL system has a long tail, it must be
truncated to tradeoff the performance with complexity. This is
usually referred to as channel shortening. A channel shortening
filter (CSF) [86] can be designed to combine multiple functions
like matched filtering and noise whitening to make its output
follow a target ISI model as in (11) with a shortened memory.
Besides, given the ISI length of L, the complexity can be further
reduced by simplifying the trellis search [87], [88]. An easily
understood approach is to omit the states (or transitions) with
low probabilities. There emerged various proposals to simplify
the sequential detectors for IM-DD systems [37], [89], [90],
[91], [92].

D. Pre-Processing Vs Post-Processing

In the FTN system, a transmitter can perform pre-processing
like pulse shaping, THP and PR filtering which actively shrink
the signal bandwidth to accommodate the BWL. Alternatively,
the signal can be naturally lowpass filtered by the BWL chan-
nel, leaving the entire ISI mitigation at the receiver for post-
processing. Pre-processing changes the signal distribution, re-
sulting in more levels after PR filtering and even an arbitrary
waveform after pulse shaping or THP. It makes a big difference
for a PAM transmitter, because pre-processing (i) aggravates
PAPRE and reduces the SNR via (7), and (ii) makes DAC an
essential transmitter element. The need of a DAC is problematic,
because it is a big portion of power consumption in a PAM DSP
ASIC chip [5]. Moreover, it means the electrical signal from
any source, like a PAM-4 signal from the switch SerDes, must
be regenerated (e.g., retiming, reshaping, reamplifying) to drive
an E/O modulator. This calls for extra “gearboxing” between
electronics and optics and prevents the “linear” drive optics [93].
As a DAC-based transmitter also support higher-order PAM or
even multicarrier modulation (whose capability of combating
the BWL will be shown in Section V) to improve the AIR,
pre-processing weakens an attractive feature of FTN with respect
to these competitors, namely, the modulation simplicity.

E. Is It Meaningful to Use FTN Signaling?

FTN signaling degrades the average system SNR, because it
extends the signal spectrum to frequencies with weaker channel
response. Such tradeoff between SNR and symbol rate leads to
a debate whether it is better to limit the signal bandwidth to the
lower frequency region for a higher SNR to enable higher-order
modulations. We discussed this in our ECOC presentation [7]
and investigated it in detail in [37].

Fig. 15. Generating a 2B (1 + β)Baud signal with a sub-sampling rate of 2B
Sa/s. This example uses a rectangular lowpass filter as the anti-aliasing filter.

The answer to this question is closely related to the response
of the BWL channel. The channel models in Fig. 11 represent
two typical frequency responses: one with a sharp cutoff at
fN and the other with a gradually decayed profile. For the 1st
channel, it will be more efficient to approach its capacity by
higher-order modulations; while for the 2nd one, FTN signaling
can better approach its capacity. The reason has been revealed
in (1). The motivation of FTN is to expand the signal spectrum
to the entire useable bandwidth to maximize the integral in (1).
If the channel provides little response after a cutoff frequency,
spectrum expansion beyond the cutoff point no longer improves
the bandwidth usage. In this case, though FTN can approach the
capacity keeping the low-order modulation by increasing the
symbol rate, the computational complexity will be much higher
than that of the high-order modulation without FTN. This is
clearly shown in Fig. 11(b) by the much longer the ISI tail for
the 1st channel with the sharp frequency cutoff.

By FTN signaling, a digital transmitter can generate a symbol
rate higher than its physical sampling rate. As shown in Fig. 15,
the transmitter first generates a high symbol rate signal and then
limits its bandwidth by lowpass-filtering to resample the signal
at a lower clock rate without sampling aliasing. This technique
is implemented in recent IM-DD experiments to pursue higher
symbol rate [17], [94], [95]. A sub-sampling system usually has
a channel with a sharp frequency cutoff, because the anti-aliasing
filter has a steep roll-off (like the rectangular filter in Fig. 15)
to avoid extra power loss within the finite digital bandwidth
(i.e., half of the sampling rate). Therefore, sub-sampling signal
generation is commonly not helpful to improve the system AIR
though it achieves higher symbol rate.

V. MULTICARRIER MODULATIONS

Multicarrier modulation divides the spectrum into multiple
subcarriers, and each subcarrier is independently modulated at
a lower symbol rate. In essence, it discretizes the integral of the
frequency-resolved capacity in (1) as the capacity summation of
all subcarriers. It is the most effective way to make full use
of the bandwidth resource under BWL owing to its capability
of adaptive modulation per subcarrier basis. In this section, we
review common multicarrier modulation schemes and adaptive
loading algorithms and perform an AIR comparison among a
variety of schemes that combat the BWL, including the FTN
technique in Section IV. The comparison is based on a 200-Gb/s
IM-DD experiment presented in [96].

A. Type of Multicarrier Modulations

Generally, there are two types of multicarrier modula-
tions, namely, subcarrier multiplexing (SCM) [97], [98] and
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Fig. 16. Frequency-domain illustration of multicarrier signaling using
(a) SCM and (b) OFDM (or DMT).

orthogonal frequency division multiplexing (OFDM) [99],
[100], as shown in Fig. 16. The SCM signal is simply a com-
bination of multiple single-carrier ones centered at a series of
frequencies without spectra overlap. Each single-carrier signal
is usually sharply pulse-shaped for a high spectral efficiency.
The multiplexing and demultiplexing are commonly performed
by a filter bank, which is an array of bandpass filters to combine
and separate multiple subcarriers. SCM has been implemented
to the state-of-the-art 800G coherent transceivers [101]. For real-
valued IM, a complex-valued subcarrier filled with quadrature
amplitude modulation (QAM) symbols can be separated into in-
phase (I) and quadrature (Q) parts which then go through a pair
of filters for frequency upconversion, whose impulse responses
form a Hilbert pair. This leads to a double sideband signal whose
left sideband is Hermitian symmetric to the right. In IM-DD
literatures, it is also referred to as carrierless amplitude phase
(CAP) modulation and the multiple-subcarrier version is named
multiband CAP [102]. An alternative multiplexing algorithm
for SCM is based on the discrete Fourier transform (DFT). It
converts multiple single-carrier signals to frequency domain by
a small-size DFT, arranges them at different frequencies, and
brings the multiband signal back to time domain by a big-size
IDFT. The process is named DFT spread (DFTS) OFDM [97],
[103], and has been adopted in cellular network standards.

The other multicarrier modulation is OFDM which is usually
referred to as discrete multitone (DMT) [104], [105] in IM-
DD literatures. DMT allows spectra overlap between orthogonal
subcarriers, and directly maps the densely spaced subcarriers in
frequency domain and converts them to time domain by IDFT.
DMT offers much finer frequency granularity to adapt the BWL
more precisely than SCM. Each subcarrier has a much lower
symbol rate, which simplifies the channel equalization as single
tap per subcarrier. On the other hand, the massive number of
subcarriers aggravates the PAPRE and reduces the signal SNR
according to (7).

B. Bit Loading vs Entropy Loading

A loading algorithm finds an appropriate modulation format
for each subcarrier based on its SNR. Its goal is to reserve the
same SNR margin to a given FEC threshold for all subcarriers,
which enables the same error protection among them by a fixed-
rate FEC code. Each subcarrier can be loaded with a uniform
QAM format with integer bits using bit loading (BL) [106], [107]
or a PCS-QAM format with fine rate granularity using entropy
loading (EL) [108], [109], [110], [111]. Because uniform QAMs
only provide integer rate granularity, it is almost impossible for

Fig. 17. Lookup tables (BER as a function of SNR and modulation format) for
(a) BL and (b) EL (PCS 256-QAM). Both figures show an example of finding
the format under the BER target of 1e-2 given a subcarrier SNR of 18 dB.

BL to find a format exactly matching the loading target. Thus, an
additional power loading (PL) usually follows the BL to fine tune
the SNR of each subcarrier [106]. In contrast, EL can fractionally
adjust the entropy of each subcarrier by PCS, which offers a
precise matching without PL [109]. In Fig. 17, we compare BL
and EL by illustrating their lookup tables which store the BER
of all the available formats given various channel SNRs. As an
example, for the channel SNR of 18 dB, BL should choose either
32- or 64-QAM, and then perform an extra PL to match the BER
target of 1e-2. In contrast, EL straightforward meets the BER
target when the entropy is about 6 bits/symbol (PCS 256-QAM).

EL has two main advantages over BL. First, it avoids the
PL per subcarrier. Second, it achieves the PCS gain over BL
regardless of the PPC due to the extreme PAPRE of IDFT, as
explained in Section II-C.

C. Comparison Among Algorithms to Combat the BWL

Both multicarrier and FTN techniques can combat the BWL.
The question is who can achieve a higher AIR in the same BWL
system. On one hand, a multicarrier signal, especially a DMT
one, has a much better frequency resolution to adapt the BWL
response owing to its massive number of subcarriers. It also
achieves the PCS gain using EL, which vanishes in most PAM
systems under the PPC unless strong PAPRE is presented. On
the other hand, multicarrier modulations usually come with a
significant PAPRE, which translates to bigger SNR penalty
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compared to the FTN PAM signal with little transmitter pre-
processing. We perform an experimentally comparison between
PAM and DMT by including the above aspects in a state-of-the-
art 200-Gb/s IM-DD system [96].

The experimental setup and DSP details can be found in [96].
In brief, we use an IM transmitter whose BWL is mainly from
the E/O modulator. The electronics have sufficient bandwidth
to generate a wideband signal without significant distortions up
to 128 GBd. Thus, the PAM signal, generated with 1 sample
per symbol (sps) with negligible PAPRE, can have a much
lower PAPRdrive_signal than the DMT signal. Meanwhile, to
estimate the lower-bound PAM performance with PAPRE, we
include a pre-processed PAM signal with Sinc-pulse shaping for
higher PAPRdrive_signal. The PAPRdrive_signal of the Sinc
PAM-4 signal is adjusted to be the same as the DMT signal
to emulate an identical transmitter signal power penalty for the
two. We use MLSE as a typical FTN decoder for PAM-4 signals.
The 1-sps and Sinc-pulse shaped PAM-4 signals are compared
with both BL- and EL-DMT signals.

To compare the AIR under different BER targets (i.e., HD-
FEC thresholds), we evaluate the hGMI of the received signals
as a function of measured BER, as shown in Fig. 18. Between
the DMT-BL and Sinc-shaped PAM-4 (w/o MLSE) signals, BL
improves the maximum AIR by >10% owing to the capability
of combating the BWL. In contrast, with FTN decoding, Sinc
PAM-4 achieves the maximum AIR only 2.3% away from that
of BL, and even outperforms BL at lower BER. Furthermore, by
minimizing the PAPRE, the 1-sps PAM-4 signal obtains a higher
transmitter signal power that greatly improves its AIR with
respect to the Sinc PAM-4 signal. On the other hand, with PCS,
EL achieves 7.9% AIR gain over BL in the capacity-approaching
region with a BER of around 0.02, and >10% gain when the
BER is less than 0.01. The AIR is similar between 1-sps PAM-4
and DMT-EL signals. While the DMT-EL achieves a maximum
AIR 2.5% higher than that of the 1-sps PAM-4, the 1-sps PAM
slightly outperforms DMT-EL in lower BER region.

In brief, if the BWL is mainly from the E/O modulator
rather than the electronics, the EL advantage over PAM may
be marginal, in which case FTN-PAM is more appealing due to
its simplicity. In contrast, if the electronics induce huge PAPRE
for PAM signals (e.g., by digital pre-processing or strong BWL),
the EL gain may be increased to more than 10%, making DMT
a meaningful option with higher rate flexibility and AIR.

VI. ROLE OF UNIVERSAL NONLINEAR EQUALIZATIONS

A nonlinear equalizer can be designed to accommodate a
particular type of nonlinearity, like the group of nonlinear equal-
izers customized for BWL in Section IV. On the other hand,
it may be designed to universally compensate for any type of
nonlinear impairments based on the universal approximation
theorem in mathematics. For IM-DD systems, the most widely
studied universal nonlinear equalizers are the Volterra series
[112], [113], [114], [115], [116], [117], [118], [119], [120]
and the artificial neural networks (ANN) [121], [122], [123],
[124]. In this section, we analyze the Volterra nonlinear equalizer

Fig. 18. Experimental comparison between PAM and DMT signals in a BWL
IM-DD system [96]. (a) End-to-end system SNR as a function of frequency; (b)
AIR (evaluated by hGMI) as a function of received BER; (c) illustration of the
key factors that influence the comparison results in (b).

(VNE) as a typical universal equalizer, and then briefly extend
our discussion to ANN.

A. VNE Structure

The Volterra series is originated from the theorem of Taylor
expansion [112]. For a nonlinear system with no memory, its
output y(t) can be expressed in a Taylor series of its input x(t)

y (t) =
∑

cnx
n (t) (17)

namely, the weighted summation of polynomials. The Volterra
series is an extension of (17) in a system with memory. Below



CHE AND CHEN: MODULATION FORMAT AND DIGITAL SIGNAL PROCESSING FOR IM-DD OPTICS AT POST-200G ERA 601

is an example of 3rd-order Volterra series

y (t) = c0 +

L1−1∑
t1=0

c1 (t1)x (t− t1)

+

L2−1∑
t1=0

L2−1∑
t2=0

c2 (t1, t2)x (t− t1)x (t− t2)

+

L3−1∑
t1=0

L3−1∑
t2=0

L3−1∑
t3=0

c2 (t1, t2, t3)x (t− t1)x (t− t2)x (t− t3)

(18)

The multiplication terms
∏

i x(t− ti) are the Volterra ker-
nels. The total number of the r-th order Volterra kernels is

(
L+ r − 1

r

)

where L is the memory length. The total number of coefficients
is in the order of O(LR), where R is the highest order of kernel.

Besides the polynomial kernels, VNE can extend its kernel
with absolute terms |x(t− ti)|r [115], which was found to be
effective to combat the nonlinearity from power amplifiers.

B. VNE-based Components Nonlinearity Compensation

A common application of Volterra series is the components
nonlinearity compensation, like the RF driver nonlinearity as
shown in Fig. 7(a) and the nonlinear E/O transfer function in
Fig. 4. Using VNE to enhance the nonlinear tolerance, the drive
signal swing can be extended to the nonlinear region of those
components to achieve higher transmitter signal power. Since
VNE effectively improves the SNR, it is popular in recent hero
short-reach transmission experiments with transceiver-limited
performance [67].

VNE can be applied both to the receiver for post equalization,
and to the transmitter as digital pre-distortion (DPD). As a pre-
processing at transmitter, DPD brings about similar concerns as
mentioned in Section IV-D. On the other hand, DPD is applied
to a clean signal free from channel noises that avoids potential
equalization enhanced noises at receiver. There are two well-
known learning architectures to obtain the VNE coefficients for
DPD, namely, the indirect learning architecture (ILA) [125] and
the direct learning architecture (DLA) [126], as illustrated in
Fig. 19. In brief, ILA first trains the VNE as a post-equalizer
at the receiver, and then moves it to the transmitter for DPD.
In contrast, DLA first models the channel as a Volterra series
(named an auxiliary channel) and trains this model to minimize
the output difference between the auxiliary and the real-world
channels. Then it puts another Volterra series in front of the
auxiliary channel for DPD, which is trained to minimize the
difference between the DPD input and the auxiliary channel
output. The auxiliary channel provides a differentiable model to
back propagate the gradients of the loss function. DLA doubles
the complexity of ILA due to the use of two Volterra series, but
often achieves a better nonlinearity mitigation [54].

Fig. 19. Two DPD architectures using VNE: (a) indirect learning architecture
(ILA) and (b) direct learning architecture (DLA).

C. Is VNE Suitable for Combating the BWL?

VNE has been considered in many IM-DD works to com-
bat the BWL [119], [123]. A question is whether VNE could
compete with the equalizers specifically designed for the BWL
channel as summarized in Section IV. We make a comparison
between them and dig into the reason in this section.

In the simulation, we emulate a BWL channel by transmitting
an IM signal over the dispersive fiber. The combination of CD
and square-law detection induces the frequency selective fading,
as explained in Section II-D. A 100-GBd PAM-4 signal is pulse
shaped by an RRC filter with 0.01 roll-off. It is modulated on a
1330-nm light using a chirp-free E/O modulator. We choose the
CD value of 33.1 ps/nm to make the first fading notch around
50 GHz, i.e., the Nyquist frequency of the 100-GBd signal. The
received signal spectrum is illustrated in Fig. 20, with a clear
spectrum narrowing effect approaching the Nyquist frequency.
We evaluate the performance for linear FFE, VNE, DFE and
MLSE, with the equalizer parameters listed in Fig. 20.

Among all the equalization schemes, the sequential detector
with MLSE achieves the best performance as expected. For the
remaining symbol-by-symbol detectors, DFE exhibits the best
performance in most cases. As explained in Section IV-B, DFE
is the optimum symbol-by-symbol detector given the ideal DFE
assumption in (15). In contrast, VNE only slightly improves the
BER over the linear FFE. Despite the higher complexity, it has
an SNR gap to DFE, especially at the lower BER region. Hence,
VNE does not seem to be cost-effective to combat the BWL.

D. Implementation Considerations on VNE

As a close-to-optimum symbol-by-symbol detector in the
presence of ISI, DFE relies on HD, a nonlinear operation to
calculate the feedback ISI. If a VNE targets a performance close
to DFE, it should approximate the HD using polynomials. The
HD on a PAM signal is a step function with discontinuity at the
decision boundary. A necessary condition for Taylor expansion
is that the function should be continuously differentiable, and
this is inherited by the Volterra series [112]. Therefore, Volterra
Series is not efficient to approximate DFE. This reveals an
application limitation of VNE, namely, it only approximates
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Fig. 20. Performance comparison among various linear/nonlinear equalization
schemes under BWL. The BWL is emulated by transmitting a 1330-nm 100-
GBd PAM signal over a span of SSMF with 33.1-ps/nm CD, leading to the 1st
frequency-selective fading notch at 50 GHz. FF: feedforward; FB: feedback.

a nonlinear system well if it is continuously differentiable.
Non-polynomial kernels may help alleviate this limitation.

Another challenge of VNE is how to measure the coefficients.
Because the input of VNE contains multi-order of polynomials,
the autocorrelation matrix of its input vector is not diagonalized
with a huge eigenvalue spread. For common adaptive equalizers
in IM-DD systems based on least mean square (LMS) algorithm,
their convergence may be degraded and even stuck at local
minima [127]. To put it simple, among all the kernels, both their
significance and convergence speed can be drastically different,
making it difficult for the adaptive filter to reach its optimum.
A well-known approach to enhance the LMS performance is
to orthogonalize the input of VNE by Wiener solution [112],
which has been applied to recent IM-DD experiments [113],
[114]. The reduction of VNE kernels is also found to improve
the convergence of LMS [113], [114], [115], [116]. The recursive
least square (RLS) algorithm [127] or the Kalman filter [128]
can greatly improve the convergence, but they usually come with
an unacceptable complexity for a simple IM-DD system.

E. A Brief Discussion on ANN

Compared to VNE, ANN is a much more powerful universal
function approximator. First, while the Volterra series only has

polynomial kernels, ANN offers much richer types of nonlinear
activation function (e.g., sigmoid, rectified linear unit) together
with a variety of network structures (e.g., feedforward NN,
convolutional NN, recurrent NN) to emulate the nonlinearity in
a versatile manner [121]. Second, besides the classic stochastic
gradient descent method, ANN is equipped with a mature group
of optimization algorithms to find its coefficients [121]. Same
as VNE, ANN can be applied for both post equalization and
DPD [129]. As ANN is not originally intended to adapt a time-
variant system, the coefficients are commonly trained offline
as a static nonlinear model, despite some preliminary practice
on real-time training of time-variant systems [130]. ANN faces
a few practical limitations like VNE. It may be inefficient to
approximate a non-continuous-differentiable nonlinear system,
and its better convergence performance may be backed with a
huge complexity. Readers may refer to [122], [123], [124] for
more details on the application of ANN to IM-DD systems.

F. Application Consideration for Nonlinear Equalizers

Like the common practice for other DSP techniques, we must
understand the system impairments before we choose a proper
DSP to combat it. Regarding nonlinear equalization, it is crucial
to recognize where nonlinearity comes from. If the nonlinearity
has a well-defined model, like the ISI model in (11) for BWL,
it may be more efficient to use an application specific equalizer
than a universal equalizer to mitigate it. If the system contains
multiple nonlinear elements, they can be separated into the ones
with known models and the ones without, to be mitigated by the
application-specific and the universal equalizers, respectively.
This has been verified in recent IM-DD experiments impaired
by both BWL and components nonlinearities. The combina-
tion of ISI mitigation algorithms (like THP and MLSE) and
VNE have been found to outperform the VNE-only scheme
[115], [116].

VII. CONCLUSION

IM-DD is facing big challenges for the next capacity doubling
at post 200G era. The symbol rate of 100 GBd for the 200G per
lane optics is expected to be doubled, putting high pressure on
both electronics and E/O components. Powerful equalizations,
especially the nonlinear ones to combat the BWL like MLSE,
will be in demand to enable FTN signaling. The goal of FTN is
to make full use of the spectrum resource beyond the traditional
3-dB bandwidth while keeping the mature PAM technique. The
other potential option to achieve such a goal is to replace PAM
with multicarrier modulation formats like SCM or DMT, which
accommodate the BWL by adaptive BL/EL across the usable
spectrum. Since SCM has been implemented in commercial
coherent DSP ASIC, it is feasible to be leveraged by future
IM-DD to avoid the sophisticated nonlinear equalizer in the FTN
decoding. A secondary-level method to improve the speed of an
IM-DD system is the nonlinearity compensation, to mitigate the
nonlinearities from components (e.g., RF amplifiers and E/O
modulators), fiber channel (e.g., dispersion) or the interaction
between the two. The nonlinear equalizers for such purposes
(like VNE) are commonly significantly more sophisticated than
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the linear FFE widely implemented in commercial IM-DD prod-
ucts. Therefore, the trade-off between AIR improvement and
complexity must be considered to design a practical DSP chain
with manageable power consumption.

The analysis on the PCS benefit for IM-DD systems is more
complicated than for amplified coherent systems due to the PPC
nature of the IM transmitter. In general, the AIR improvement
of PCS may be marginal over uniform signaling, but the simple
rate adaptation via a fixed-rate FEC code is appealing for future
IM-DD applications with higher demand on rate flexibility. The
optimum PCS distribution for a PPC IM-DD system is related
to a variety of system parameters like PAPRE, FEC threshold,
and transmitter nonlinearities, and there is no unique conclusion
applicable to all IM-DD systems.

Post-200G IM-DD systems rely on closer co-optimization
between software (modulation format and DSP in the context of
this article) and hardware. For a real-world system, we should
recognize its constraints and find the most efficient tool for each
constraint. For instance, although both VNE and MLSE can
combat the channel BWL, MLSE is more efficient and closer
to optimum. More crucially, when using a DSP technique to
optimize a specific system metric, we must evaluate if it brings
an overall cost-per-bit reduction. A common effort of recent
IM-DD works is to improve the symbol rate via FTN techniques,
but the symbol rate improvement does not always translate to
an AIR gain, which is closely related to the underlying sys-
tem condition like the channel response. In short, cost-efficient
DSP designs are indispensable for IM-DD to meet the next
capacity target and retain its competitiveness to the coherent
counterpart.
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