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I. I N T R O D U C T I O N
Ever since their first introduction in the late 1980s [1], [2], surgical robots have
played an increasingly prominent role in medical practice [3], [4]. For example,
a recent study [5] found that over 15% of all general surgery procedures in
2020 were performed robotically, compared to only 1.8% in 2012. The current
worldwide robotic surgery market
is estimated to be $5.3 billion and
is expected to reach $19 billion
by 2027, with a compound annual
growth rate over 21% [6].

These trends have been driven
by the increasingly effective part-
nership comprising human physi-
cians, technology, and information
to improve the safety, efficacy, and
cost-effectiveness of surgical inter-
ventions (Fig. 1). Robotic systems

This special issue
provides an expert
overview of the major
application areas as
well as the key
enabling technologies
in the growing field
of surgical robotics.

extend human sensor–motor capabilities by enabling extremely precise, delicate
manipulation of tissue in both minimally invasive and “open” surgery. They
can place surgical instruments and other devices with high accuracy relative
to patient anatomy and are relatively unaffected by ionizing radiation.

This partnership can operate on an individual patient basis, but it can also
facilitate continuous improvement in surgical processes, in much the same
way that it can improve manufacturing processes. Computer-integrated systems
generally can lead to more consistent task execution. Furthermore, the informa-
tion used in planning and executing surgical tasks can be saved and combined
with information about the surgical outcomes. Machine learning methods can
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then be used to improve treatment
processes and workflow for future
patients. Similarly, this information
can be used to facilitate surgical
training [7].

The overall information flow in
computer-integrated surgical (CIS)
systems is shown in Fig. 2. Patient-
specific information from images,
genetics, clinical history, and
so on is combined with general
information derived from multiple
individual patients to develop a
computationally effective model
of the patient (i.e., a computer
representation of relevant informa-
tion that can be used for planning,
control, and assessment of the
treatment process). Treatment
planning is highly dependent on
the specific surgical task and the
control paradigm used by the
system. Essentially, the model and
the planning information should
provide sufficient information to
enable successful task execution.
Typical plans might include
desired tool paths, safety barriers,
“keyframe” animations of key
surgical steps, specific control laws,
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Fig. 1. Human–machine partnership to improve the safety, efficacy, and cost-effectiveness

of surgical interventions. (Figure copyright (C) 2022 R. H. Taylor.)

Fig. 2. Information flow in computer-integrated interventions. (Figure copyright (C)

2022 R. H. Taylor.)

and so on. This information is
typically combined with other
information gathered within the
operating room to relate the “virtual
reality” of the model and plan with
the actual reality of the patient and
equipment within the operating room.
Once this registration process is
completed, appropriate technology
may then be used to carry out the
procedure and assess the results. This
process actually occurs at multiple
time scales, from an entire patient
treatment cycle to every second in
the operating room. As discussed
above, all this information can
be saved, and statistical learning
methods can be used to improve
treatment processes for future
patients.

The closed-loop paradigm
described above has been described as
surgical CAD/CAM [8] to emphasize
its analogy to computer-integrated
manufacturing. This nomenclature is

especially apt in procedures where
substantial planning is done before
the procedure begins, as is often
the case in orthopedic procedures
(e.g., [9]), preplanned biopsies
(e.g., [1]), or radiation therapy
(e.g., [10], [11]). In other cases,
where many or most of the surgical
decisions are made interactively
during the procedure, it is often more
useful to think of these systems as sur-
gical assistants. Teleoperated robots
such as the DaVinci surgical systems
(Intuitive Surgical, Sunnyvale, CA,
USA) are prime examples. However,
there is no sharp dividing line, and
most systems will exhibit aspects of
both surgical CAD/CAM and assistant
paradigms, especially as more-and-
more information is incorporated
intraoperatively to provide feedback
to the surgeon or to facilitate online
modification of treatment plans. The
surgeon may directly control some
or all of the robot’s motions in some

cases, or control may be shared coop-
eratively, or some motions may be
completely autonomous.

In the 15 years since the subject
of “medical and healthcare” robots
was the focus of a PROCEEDINGS OF

THE IEEE special issue [13], there has
been an enormous growth in active
research and the range of clinical
applications, accompanied by a cor-
responding growth in published lit-
erature (Fig. 3). Although many of
the basic themes discussed in a sur-
vey article [8] included in that spe-
cial issue have remained remarkably
consistent over this period, a com-
prehensive review is no longer prac-
tical. Several recent reviews may be
found in [14]–[16]. Section II pro-
vides a short overview of important
and emerging clinical applications.
It also provides a brief introduction of
common considerations (e.g., safety,
sterility, and operating room com-
patibility) common to these systems.
Section III provides a brief technology
and capabilities roadmap, with spe-
cial emphasis on key emerging trends
in technology and control paradigms
for these systems. Section IV provides
a broader discussion of how surgical
robots and interventional systems fit
into the larger picture of the complete
cycle of care (diagnosis, treatment,
recovery and rehabilitation, and home
care) and related fields like prosthe-
ses, hospital logistical systems, lab
automation, and the like.

II. C L I N I C A L
A P P L I C AT I O N S A N D
O U T L O O K
A. Historic Clinical Drivers and
Early Robotic Technology

The field of surgical robotics has
grown as an extension of “computer-
aided surgery,” which initially pro-
vided assistance in surgical naviga-
tion, planning, and medical image
registration. With the success of
robotics in other domains such as
manufacturing in the 1970s–1980s,
researchers explored ways of extend-
ing computer-aided surgery into the
realm of physical intervention by
offering robotic tools as a way to
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Fig. 3. Cumulative publications (in thousands) found with a Google Scholar search of the

term “robotic surgery” [12]. The number of citations when a previous Proceedings of the

IEEE overview article [8] appeared was 19700; the number in September 2021 was

approximately 260000.

achieve a more reliable and accurate
coupling between preoperative surgi-
cal planning and surgical execution.

The recognition of a need for
surgical robotics stemmed from
advances in clinical disciplines that
leveraged the availability of advanced
surgical tools, but that challenged
surgeons in terms of navigation,
precision, dexterous reach, and per-
ception. For example, the availability
of neurosurgical interventions and
radiation therapy has driven the need
for stereotactic navigation aids and
increased precision. In the mid-1980s,
the first use of the Puma 560 robot
was demonstrated for a frameless
brain biopsy and followed by the
clinical use of the Puma 200 for brain
biopsy in 1988 [1], [17]. Driven by a
similar need to localize therapy, radia-
tion therapy has motivated innovation
via robotic assistance since the 1980s
and until today. Although targeted
radiation delivery has been available
since the first quarter of the 20th
century,1 the full potential of tumor
treatment using radiation therapy
manifested only when robotics
became available as a tool to address
the need to safely deliver localized
therapy while maintaining safety
for the surgeon and the patient via
sweeping of the radiation source to

1For example, brachytherapy was demon-
strated by Dr. Benjamin Barringer in 1915 [18]
and an external beam radiation device was used
in 1918 in Memorial Sloan Kettering Cancer
Hospital.

focus energy on a localized treatment
spot while avoiding trauma to sur-
rounding healthy tissue.

The advances in laparoscopic
surgery after the adoption of
endoscopic instruments in the late
1970s allowed surgeons to adopt
manual laparoscopic surgery in an
attempt to reduce surgical morbidity.
By reducing the surgical access scar
size, surgeons hoped to minimize
disruption to muscle layers and
reduce the risk of hernia, pain,
recovery time, and incision infection
risk. While the use of endoscopy
gathered momentum in the 1970s
in gynecology, its wide adoption in
general surgery was enabled by the
introduction of computer chip cam-
eras and dedicated surgical monitors
in the mid-1980s [21]. Despite its
advantages for patients, laparoscopic
surgery introduced many challenges
for surgeons. These included more
difficult access, the limitation of a
number of tools to as many hands
as the surgeon has, the reverse
kinematic mapping of the tools due
to access incision constraints, lack
of tool distal dexterity, and limited
visual field. These challenges have
created a need and an opportunity
to usher in the era of robot-assisted
multiport minimally invasive surgery
(MIS) [22]. Along this progression
of technology exploration to enable
new surgical access, the possibility of
natural orifice trans-urethral prostate
resection was first demonstrated by
Davies [23].

Most other systems in the 1990s and
thereafter explored the use of robot-
ics for multiport surgical access and
the first breakthroughs were with
Computer Motion’s Aesop [24] and
Zeus [25] systems and Intuitive Sur-
gical’s da Vinci surgical system [26]
which received its first U.S. Food
and Drug Administration approval
in 2000.

B. Continued Evolution
Up to Today

The historic progression of
human–robot partnerships and the
proper extent of robot autonomy
was (and still is) not entirely clear.
Modes of collaboration include
teleoperated robotic manipulation
driven by the surgeon (e.g., [26]);
semi-active systems driven by a
surgeon, but using safety zones
to prevent risky excursions of the
tools (e.g., [27], [28]); and fully
autonomous robots carrying out a
preoperative plan for a major task
within a procedure under surgeon
supervision (e.g., [19], [29]). Of these
modes of operation, teleoperation is
probably the most widely adopted
in commercial systems (e.g., the da
Vinci systems). However, there are
a growing number of exceptions.
For example, in addition to the
Robodoc system shown in Fig. 4,
Stryker’s RIO system [30] offers
semi-active assistance for orthopedic
surgery, and the Cyberknife [31] is a
fully autonomous robotic system for
radiation therapy.

Irrespective of the mode of
human–robot partnership adopted,
robots have been used for augmenting
manipulation, increasing distal
dexterity, enhancing precision, and
lowering the physiological and cog-
nitive burden of coordinated motion.
To successfully achieve widespread
commercial deployment of robotic
surgery systems, other desirable
attributes must be addressed in
addition to augmentation of surgical
execution. Commercial systems
must address key considerations for
facilitating clinical adoption (e.g.,
minimal disruption to the clinical
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Fig. 4. Robotic joint replacement with the “Robodoc” system [9], [19], [20]. The system

combined CT-based planning with autonomous robotic machining of bone for cementless hip

and knee implants. (Photos courtesy of Think Surgical; figure copyright (C) 2022 R. H. Taylor.)

workflow, minimal footprint, and sys-
tem reconfigurability). Teleoperated
systems such as Intuitive Surgical’s
da Vinci have addressed many of the
manipulation needs for abdominal
MIS and have gradually matured
to facilitate clinical deployability by
addressing needs such as synchronous
surgical table and robotic positioning
relative to the patient (e.g., Intuitive
Surgical’s da Vinci Xi integrated table
Motion [32]). Other systems such
as Mazor’s SpineAssist system [33]
leverage device miniaturization to
enhance portability and limit size
obstruction while offering the nec-
essary image-guided navigation and
assistance for spinal implants [34].
Recent minimally invasive systems
address also modularity (e.g., the
Medtronic Hugo system [35] and
the CMR Surgical Versius [36]
system).

Surgical disciplines such as neu-
rosurgery, urology, gastroenterology,
ear, nose, and throat (ENT), thoracic,
cardiac, and microsurgery continue
to drive clinical needs that demand
the benefits of human–robot part-
nership. This special issue provides
an overview of the most relevant
technological advances that push the
boundary of what is currently possi-
ble to enable new surgical paradigms
addressing the clinical needs driven
by these surgical disciplines.

C. Emerging Clinical Translation
Progress in surgical robotics has

been largely enabled by maturing
technologies that have built upon sci-
entific progress in the last 40 years.
Nascent surgical robotics technology
will enable additional new surgical
interventions and expand into new
surgical domains. Examples of these
areas are covered by this special issue.

The success of existing commer-
cial systems and the development of
new technological capabilities over
the last two decades have enabled
new surgical paradigms for support-
ing robotic assistance in thoracic
surgery, upper airway surgery, single
port access, natural orifice, endo-
luminal and transluminal interven-
tions, microsurgery, catheter-based
interventions (e.g., cardiac, lung, and
neuroendovascular), and untethered
robotics (magnetic manipulation).

The commercial outlook for some
of these new surgical paradigms
remains unclear, but applications
related to catheters are being
aggressively pursued for minimally
invasive lung biopsy (e.g., Intu-
itive Surgical’s Ion [37] and Auris
Healthcare Monarch [38] systems)
and endovascular surgery (e.g., the
Corindus CorPath [39] system). Other
emerging clinical translation areas
include systems for microsurgery
(e.g., Preceyes system for ophthalmic

surgery [40]) and systems for mag-
netic manipulation (e.g., the Stereo-
taxis Genesis system [41]).

III. T E C H N O L O G Y
A N D C A P A B I L I T I E S
R O A D M A P
As surgeons explore new techniques
for deep access, challenges in robot
design and effective partnership
between robots and surgeons
become more critical [22]. The
next-generation surgical robotic sys-
tems will harness new technological
developments and capabilities as
they gradually mature and pass
preclinical studies. These systems
must harness advances in materials,
design, sensing, image guidance,
actuation, precision, and machine
learning to achieve safe deep-site
surgery while alleviating the surgeon’s
challenges in terms of sensory
perception and situational awareness.
We cover in this special issue the key
advances in core areas related to new
designs, actuation methods, sensing,
image guidance, and autonomy. This
section briefly discusses some of the
core areas of technological advances
covered in this special issue.

A. Continuum and Soft Robots
Motivated by the need for a safe

and flexible way to reach into deep
regions of the human body, contin-
uum and soft robotics technologies
have become clear contenders for
applications requiring limited force-
ful interaction with patient anatomy.
Existing teleoperated surgical systems
rely on elongated and mostly rigid
parts, gears, and tendons, thus lim-
iting their ability to maneuver safely
along sinuous paths. Both contin-
uum and soft robots achieve complex
equilibrium shapes for steering and
navigation into the anatomy using
a combination of passive deflection
as a result of interaction with the
anatomy and active deflection as part
of intentional steering action meant
to circumvent obstacles. Continuum
robots are mostly distinguished from
soft robots by using super-elastic
NiTi composites for achieving their
structural rigidity as opposed to
soft elastomers used for soft robots.
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Fig. 5. ValveTech robot: a flexible cable-driven manipulator for efficient delivery of an

artificial aortic valve by the help of integrated endoscopic vision. The inset image shows

the released valve in an aortic mockup [42].

In doing this, continuum robots are
capable of applying sufficient forces
for surgical intervention and manip-
ulation and offer a middle ground
between rigid-link robots and soft
robots. Soft robots are able to better
approximate the compliance of tissue,
and therefore, they offer added safety
and can be used mostly for appli-
cations requiring delicate interaction
with the anatomy or as implants
navigating into anatomical passage-
ways (e.g., perimodiolar cochlear
implant electrode arrays). Continuum
and soft robots continue to generate
significant interest among clinicians
(e.g., [43]–[45] and Fig. 5), and gen-
eral enthusiasm for practical results,
for example, based on simple, flexible,
and shrinkable manipulators able to
see behind the organs [46].

Both continuum and soft robots
require new approaches for model-
ing, sensing, and control. Contin-
uum robots require new modeling
approaches that take into account
the mechanics at the cornerstone
of the modeling effort. Unlike rigid
link robots, these robots undergo
significant structural deflections to
achieve their shapes. They rely on
wires, push–pull actuation, or antago-
nistic elastic tube pairs to allow minia-
turization. They present new types of
singularities manifested by structural

instability that is not present in tra-
ditional rigid link robots. The details
of the design and modeling challenges
for continuum robots are discussed in
an article by Dupont et al. included in
this special issue.

The recent adoption of soft robot-
ics has also demonstrated that tra-
ditional design and control schemes
have to be reconsidered. In soft
robots, tendons, motors, and gears
are substituted by pneumatic and
hydraulic actuators, which deform sil-
icone chambers with self-containing
external sheets [47]. The adaptabil-
ity of manipulators opens important
challenges in terms of control. For
teleoperating these soft devices with
acceptable precision, we need to inte-
grate sensors, but the sensorization
process is not straightforward: due
to the large flexibility and elonga-
tion of these devices, traditional sens-
ing solutions cannot be applied and
have to be substituted by different
technologies, for example, based on
fluidic sensors [48]. Last but not least,
if a soft body is the best option
for navigating in a safe way around
organs, a rigid body is necessary for
performing the task when the target
has been reached. In this context,
researchers have developed different
solutions for tuning the stiffness of
the soft robots [49], [50]. The above

considerations are discussed in detail
in the article by Althoefer et al.

B. Robots for Single-Port Access,
Natural Orifice, and
Transluminal Surgery

To address the need for minimally
invasive deep intervention, emerging
technologies for enabling new sur-
gical access approaches, these sys-
tems leverage progress made in the
design of wire-actuated mechanisms,
continuum robots, and catheter-like
systems to enable deep access (e.g.,
Fig. 6 shows examples for natural
orifice access and Fig. 7 shows a
system for single-port access). The
design solutions for these systems are
driven by the need for miniaturiza-
tion and a high number of actuated
joints (degrees of freedom) to achieve
complex shapes. These robots have
many more actuated joints (degrees
of freedom) than the minimal neces-
sary to achieve manipulation of their
end-effector. These systems present
unique challenges in terms of the res-
olution of kinematic redundancy and
control and require ingenious design
solutions that bring to bearing unique
designs of wristed instruments, snake-
like robots, and multiarm foldable
devices. The progress made on some
of these systems is presented in
this special issue in an article by
Kim et al.

C. Precise Surgery With Image
Guidance

The ability of a surgical robot to
place a tool onto a target with high
geometric accuracy is frequently the
crucial advantage offered by the sys-
tem. The targeting information for
these “image-guided” surgical appli-
cations generally comes from med-
ical images acquired either before
or during the procedure. Success-
ful applications within this paradigm
require methods for extracting the
necessary information from medical
images, typically using a combina-
tion of medical image segmentation,
interactive designation by the sur-
geon, and (increasingly) automated
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Fig. 6. Natural orifice trans-urethral bladder access using continuum robots [51], [52].

Fig. 7. SPRINT (Single-Port lapaRoscopy bImaNual roboT) is a teleoperated bimanual

robot developed in the framework of the ARAKNES European Project (FP7 grant

agreement n. 224565) aimed at introducing flexibility and modularity in single-port

surgery [53].

planning methods. This information
must then be “registered” to the
coordinate system of the robot, and
the robot must be able to execute
the requisite motions to perform the
task, often exploiting additional sens-
ing or imaging of tool-to-tissue rela-
tionships or to accommodate patient
motion. An example of a robotic plat-
form guided by ultrasound and using

high-intensity focused ultrasound to
perform ablation and therapy is rep-
resented in Fig. 8. The article in this
issue by Fichtinger et al. discusses the
current state-of-the-art and emerging
trends for such systems in greater
detail.

The ability of robotic systems to
use intraoperative imaging devices for
on-the-spot targeting and real-time

feedback during a procedure is often
a decisive factor in enabling task
execution. However, this has also
required new robotic technologies
capable of respecting the environ-
mental constraints of the imaging
modality used. Common imaging
modalities include X-rays, computed
x-ray tomography (CT), ultrasound,
video, and magnetic resonance
imaging (MRI). In some cases, these
constraints are fairly easy to meet,
and the use of a robot can actually
offer other advantages. For example,
the use of a robot with an X-ray
system can enable the surgeon
to avoid repeated exposure to
radiation over the course of mul-
tiple procedures. Similarly, robotic
manipulation of an ultrasound probe
can help reduce the risk of repetitive
stress injuries to the surgeon or
ultrasonographer and allow easier
ultrasound probe position recall for
revisiting the same imaging site.
The article by Salcudean et al. in
this issue discusses the issue of
robot-assisted imaging in further
detail.

In other cases, the constraints
imposed by the imaging modality
can be much more challenging. One
example is MRI imaging. MRI sys-
tems can provide exquisite tissue
discrimination and functional infor-
mation for targeting and monitor-
ing during a procedure, but the
strong magnetic fields and sensitive
radio-frequency sensing required to
form MRI images can severely restrict
the materials, actuators, and sen-
sor choices used in the design of
the robot. Methods of actuation for
MRI-compatible robots have included
a variety of pneumatic, hydraulic,
and ultrasonic motors—each of which
presents unique challenges in terms
of modeling, control, and system inte-
gration. Finally, the MRI’s own mag-
netic field can be used for imag-
ing and for actuation (a review
of which was presented in [55]).
The article by Fischer et al. included
in this special issue discusses the
major advances in MRI-compatible
robots.
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Fig. 8. FUTURA (Focused Ultrasound Therapy Using Robotic Approaches) platform for

high-intensity focused ultrasound surgery guided by ultrasound imaging [54].

D. System Control, Task
Automation, and Autonomy

Surgical robots are not surgeons;
they are surgical tools intended to
help surgeons treat patients [56].
Broadly, as with any robotic sys-
tem, task specification and control
requires answers to two fundamental
questions. First, how can the human
physician specify what the robot is
supposed to do? Second, how can the
robot controller perform the specified
task safely and reliably?

For image-guided systems whose
main function is simply to place a
tool or tool guide at the desired loca-
tion or to move a cutter or radia-
tion beam over a predefined path, the
specification task is fairly straightfor-
ward. The surgeon interacts with a
computer to define targets and paths
from medical images, often with the
assistance of sophisticated planning
software. For task execution, the main
challenges are registration of the plan
to the patient, accommodation to any
possible patient changes or motion
(often incorporating real-time images
or other sensors), and the “usual”
issues of system integrity, reliability,
and the like found in any safety-
critical system.

For teleoperated and “cooperatively
controlled” surgical robots, the spec-
ification and execution tasks are
again conceptually straightforward,
although there remain significant
engineering challenges to ensure sys-
tem safety and reliability. Typically,
the surgeon manipulates control han-
dles or other haptic interfaces to

specify the desired tool motions, and
the robot moves the surgical tools
accordingly. The surgeon observes
the tool motions visually (typically
through a video display, microscope,
or directly) and relies on his or her
situational awareness to accomplish
the desired task.

In recent years, there has been
increasing interest in exploiting the
potential of robotic systems to provide
more active assistance to the sur-
geon by automating tedious or repet-
itive subtasks or by sharing control
between the surgeon and the robot
to improve the safety or accuracy of
the procedure. Both the task specifi-
cation and task execution components
for this human–machine partnership
require a shared situational awareness
between the surgeon and the system
of the patient anatomy, tool-to-tissue
relationships, and the surgical pro-
cedure being performed [59], [60].
Fig. 9 illustrates the flow of informa-
tion involved in these systems. Fig. 10
illustrates the use of direct hand-over-
hand cooperative control and regis-
tered anatomic models in endoscopic
sinus surgery. Here, both the robot
and the surgeon hold a surgical probe
tool. The robot complies with forces
exerted by the surgeon on the tool
while also enforcing a “virtual fix-
ture” to prevent the surgical tool from
touching critical anatomy within the
sinus.

Starting from work in the early
2000s to develop a “language
of surgery” based on analysis of
surgical robot motion, computers are

increasingly able to analyze the
steps of surgical procedures (e.g.,
[61]–[63]). In addition to applica-
tions in surgical training and skill
assessment, these techniques poten-
tially can contribute to an enhanced
situational awareness for customiz-
ing assistance and autonomy during
procedures, as well as enabling the
application of machine-learning tech-
niques to relate variations in sur-
gical techniques to outcomes [64],
[65]. Recent advances in computer
power, computer vision and sen-
sor integration, machine learning,
real-time modeling, and simulation
capabilities have enabled significant
progress in online assistance, auton-
omy, and safety assurance in recent
years (e.g., [66], [66]–[69]). In addi-
tion to the survey articles cited
above, further discussion of issues and
progress in this area can be found in
the articles in this issue by Fichtinger
et al. and Fiorini et al.

E. Haptics and Human–Machine
Interfaces

The increasing use of telerobotic
surgical robotic systems has placed
the surgeon’s hands and eyes away
from the surgical scene, provid-
ing advantages to the surgeons in
terms of ergonomy, motion scal-
ing, and enabling a direct map-
ping of hand and tool motion. This
also creates an increased perception
barrier compared to open surgery.
To overcome this challenge, hap-
tic human–machine interfaces have
been designed to help recover the
lost sensory presence using combi-
nations of force feedback, vibrotac-
tile feedback, and substitution of
one sensory modality for another
(e.g., use of auditory cues to indi-
cate force levels). The factors that
affect surgeon performance using
a telemanipulated robotic system
have been a subject of heavy study
of human factors. The effects of
motion scaling, force feedback, sen-
sory substitution, and the type of
visual displays have been heavily
explored to discern the optimal com-
bination that lowers the sensory
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Fig. 9. Information-enhanced interactive surgery. This figure illustrates the information flow in an emerging class of highly interactive

surgical systems in which the robot provides assistance to the surgeon going well beyond traditional teleoperation or hand-over-hand

cooperative control. (Figure copyright (C) 2022 R. H. Taylor.)

Fig. 10. Hand-over-hand cooperative control with virtual fixtures for sinus surgery. In this

experiment, (a) the surgeon manipulates a pointer tool held by the robot while (b) observing

the tool through endoscopic video. (c) The system uses a registered model of the

tool-to-anatomy relationship to help guide the tool to its desired target while

ensuring that it does not collide with delicate structures [57], [58].

(Figure copyright (C) 2022 R. H. Taylor.)

barrier without undue distraction or
cognitive burden to the surgeon. The
areas of information-augmented dis-
plays, 3-D displays, and augmented
reality have also been extensively
explored as a means to help surgeons
better identify surgical targets and
discern the surgical interaction char-
acteristics such as force and stiffness

of the manipulated anatomy. More
recently, exploration of virtual reality
and augmented reality for complex
anatomy (e.g., spinal neurosurgery
and retinal microsurgery) have been
presented (e.g., [70], [71]). The arti-
cle by Patel et al. included in this spe-
cial issue discusses the key advances
made in the area of haptics.

F. Robot-Assisted Imaging

In addition to using medical images
in surgical applications, robots can
also be used to help acquire images
used for diagnostic or interventional
purposes. These applications exploit
the ability of robotic systems to
accurately position an imaging sen-
sor relative to a patient’s anatomy,
move the sensor in a precisely con-
trolled path, or combine sensing with
other forms of tissue manipulation.
Although most commonly found in
ultrasound, X-rays, or computer vision
applications, there are also begin-
ning to be with other modalities,
as well (e.g., [72]). The article by
Salcudean et al. in this special issue
discusses the current state of the art
and potential avenues of research in
this area.

G. Microsurgery Systems

Surgical interventions on delicate
structures such as the eye, ear,
nerves, or very small blood vessels
often pose significant challenges for
human surgeons, because of human
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sensory-motor limitations. Human
hand tremor limits a surgeon’s ability
to manipulate surgical tools with the
submillimetric precision required, and
tool-to-tissue interaction forces are
often well below human perceptual
thresholds. The potential of robotic
systems to address these limitations
has long been recognized (e.g., [27],
[73]), and microsurgery has been
an increasingly important focus
for both research and commercial
development. Robotic systems can
be controlled to make very pre-
cise, tremor-free micrometer-scale
motions. Furthermore, information
from extremely sensitive force and
other sensors can be incorporated
into the robot control system. These
capabilities are especially important
for ophthalmic applications, and
the article by Iordachita et al. in
this issue discusses current research
and commercialization activities in
this area. Magnetically manipulated
microrobots also show promise
for extremely fine-scale, minimally
invasive interventions in the eye and
other parts of the body. Additional
discussion of this technology may be
found in the article by Nelson et al. in
this special issue.

IV. B R O A D E R P I C T U R E
Over the past 30 years, the
development of surgical robots
has enjoyed a steady growth in
clinical applications, largely driven
by increasing healthcare demand,
patient acceptance, and the maturity
of allied technologies. However,
in the future, patients and healthcare
providers will become more critical
about the postoperative quality,
cost-effectiveness, and unique niche
that robotics technologies can offer,
in addition to how they can be
seamlessly integrated with the overall
surgical workflow.

With rapid advances in imaging
and diagnostic technologies, as well
as our improved understanding of dif-
ferent disease progressions and their
impact at a system level, surgery is
moving toward greater precision and
earlier intervention. This itself poses
challenges to the future develop-

ment of robotic surgery. New systems
need to deal with smaller, earlier
lesions with unprecedented accuracy,
linking imaging, cellular, and mole-
cular biomarkers with consideration
of system-level function and ensur-
ing quality of life after surgery in
the long term. Increased longevity
and survival after major illnesses
means that many surgical patients
are likely to have comorbidities and
become octogenarians. Comorbidity
means isolated surgical treatment will
be suboptimal as local intervention
can have inevitable transient or per-
sistent metabolic, hemodynamic, and
neurohormonal consequences. In this
regard, we need to consider not only
minimizing invasiveness and surgical
trauma, but also potential system-
level complications.

As many diseases originate and
develop within lumens, endoluminal
interventions will be increasingly per-
formed and many of the technolo-
gies mentioned earlier will become
clinically important. Future surgical
robots will be smaller, smarter, and
more agile, offering truly superhuman
dexterity and vision [74]. As we move
toward earlier, smaller-scale and more
targeted intervention, close integra-
tion with imaging is key to the future
success of surgical robots. We have
already seen the effective use of
both pre- and intra-operative imag-
ing for surgical navigation via MRI,
CT, or ultrasound imaging modali-
ties [75]–[77]. Microscopic imaging
will be increasingly used in the future,
particularly by leveraging develop-
ments in biophotonics to bring cel-
lular and functional imaging to an
in situ–in vivo, surgical environment.
This alters the planned surgical path-
ways, for example, tissue biopsy,
by streamlining intraoperative surgi-
cal decision-making, hence mitigating
postoperative complications and risks
for revision surgeries.

One fundamental shift of future
healthcare is that surgical inter-
vention must not be done in
isolation and limited only to the
operating theater. Smart implants
are likely to be increasingly used
for continuous monitoring and

regulation of a patient’s health.
Pervasive sensing and rehabilitation
robots will play an increasingly
important role throughout the
entire treatment cycle. Neurosurgical
procedures need to be supported
by postoperative rehabilitation for
“recovering musculoskeletal function
or as prosthetics for daily assistance,
providing dexterity, natural mobility,
and sensation to missing or paralysed
limbs. . . augmenting missing move-
ments and sensing, supporting motor
function and independence” [78].
It is important to consider functional
level restoration at all levels: organ,
system, and physical functions,
as well as perceptual and cognitive
implications.

The recent and ongoing COVID-19
pandemic has completely changed our
society, not only in terms of dealing
with the resulting disruption, but
also in searching for a new norm
during and after the pandemic [79].
Historically, the use of surgical robots
for managing patients with infectious
diseases has not been a major focus
of the medical robotics community.
However, this is likely to change as it
has now become clear that the effec-
tive use and innovative development
of robotics can play a vital role in
mitigating infection risks. In addition,
patients infected with coronavirus
may also have other implications
that require intervention that could
be assisted by surgical robots. In a
recent review, Gao et al. summarized
how robotic technologies could be
used to combat infectious diseases
in a range of different scenarios and
explained the need to further develop
related technologies [80]. These
include better sensing and imaging,
improved teleoperation and naviga-
tion, intuitive human–robot interac-
tion, more effective machine-learning
techniques, as well as the need
for technically mature, application-
centered robots. In addition, a greater
focus on laboratory automation and
logistics, improved user experience,
and coordinated, globally sustained
efforts are required. These are in
reflection of the current “last-minute”
prototypes that have been rapidly
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developed during the COVID-19
pandemic, in an attempt to respond
to the emergency demand and the
terrible experience of many patients
who are deprived of normal surgical
care.

As we still see, few signs of the
pandemic-relenting health services
must establish long-term sustain-
able solutions, rather than immedi-
ate fixes, to cope with unexpected
surges of newly infected patients
while maintaining routine service pro-
vision at all levels. In this regard,
there are certainly further challenges
for the surgical robotics community to

consider in the development of future
generation robots.

A c k n o w l e d g m e n t
Under a license agreement between
Galen Robotics, Inc and the Johns
Hopkins University, Russell H. Taylor
and Johns Hopkins University are
entitled to royalty distributions on
technology that may possibly be
related to that discussed in this pub-
lication. Russell H. Taylor also is a
paid consultant to and owns equity in
Galen Robotics, Inc. This arrangement
has been reviewed and approved
by the Johns Hopkins University in

accordance with its conflict-of-interest
policies. Dr. Taylor’s patents on surgi-
cal robot technology have also been
licensed to other commercial entities
and both Dr. Taylor and Johns Hop-
kins University may be entitled to
royalty distributions on this technol-
ogy. Also, Dr. Taylor receives salary
support from separate research agree-
ments between Johns Hopkins Univer-
sity and Galen Robotics and between
Johns Hopkins University and Intu-
itive Surgical, from the Multi-Modal
Medical Robotics Centre in Hong
Kong, and from various U.S. Govern-
ment agencies.

R E F E R E N C E S
[1] Y. S. Kwoh, J. Hou, E. A. Jonckheere, and S. Hayati,

“A robot with improved absolute positioning
accuracy for CT guided stereotactic brain surgery,”
IEEE Trans. Biomed. Eng., vol. 35, no. 2,
pp. 153–160, Feb. 1988.

[2] in Proc. 1st IARP Workshop Med. Healthcare Robots,
1988.

[3] S. Kalan et al., “History of robotic surgery,” J. Robot.
Surg., vol. 4, no. 3, pp. 141–147, Sep. 2010.

[4] F. Gharagozloo, B. Tempesta, M. Meyer, D. Nguyen,
S. Gruessner, and J. Redan, “History of robotic
surgery,” in Robotic Surgery, F. Gharagozloo,
V. Patel, P. Giulianotti, R. Posten, R. Gruessner, and
M. Meyer, Eds. Cham, Switzerland: Springer, 2021,
ch. 3, pp. 21–29.

[5] K. H. Sheetz, J. Claflin, and J. B. Dimick, “Trends in
the adoption of robotic surgery for common
surgical procedures,” JAMA Netw. Open, vol. 3,
no. 1, Jan. 2020, Art. no. e1918911.

[6] K. H. Sheetz, J. Claflin, and J. B. Dimick. (2021).
Robotic Surgical Procedures Market Size, Share &
COVID-19 Impact Analysis, by Application (General
Surgery, Gynecology, Urology, Orthopedics, and
Others), Regional Forecast, 2020–2027. [Online].
Available: https://www.fortunebusinessinsights.
com/industryreports/infographics/robotic-surgical-
procedures-market-100124

[7] C. E. Reiley, H. C. Lin, D. D. Yuh, and G. D. Hager,
“Review of methods for objective surgical skill
evaluation,” Surgical Endoscopy, vol. 25, no. 2,
pp. 356–366, Feb. 2011.

[8] R. H. Taylor, “A perspective on medical robotics,”
Proc. IEEE, vol. 94, no. 9, pp. 1652–1664,
Sep. 2006.

[9] R. H. Taylor et al., “An image-directed robotic
system for precise orthopaedic surgery,” IEEE Trans.
Robot. Autom., vol. 10, no. 3, pp. 261–275,
Jun. 1994.

[10] J. M. Slater, “From X-rays to ion beams: A short
history of radiation therapy,” in Ion Beam Therapy,
U. Linz, Ed. Berlin, Germany: Springer-Verlag,
2012, pp. 3–15.

[11] B. Wu et al., “Fully automated simultaneous
integrated boostedeintensity modulated radiation
therapy treatment planning is feasible for
head-and-neck cancer: A prospective clinical study,”
Int. J. Radiat. Oncol., Biol., Phys., vol. 84, no. 5,
pp. e647–e653, 2012.

[12] B. Wu et al. Google Scholar Web Search 2009–2021.
Accessed: 2021. [Online]. Available:
https://scholar.google.com

[13] T. Kanade, B. Davies, and C. N. Riviere, “Special
issue on medical robotics,” Proc. IEEE, vol. 94,
no. 9, pp. 1649–1651, Sep. 2006.

[14] F. Gharagozloo, V. Patel, P. Giulianotti, R. Posten,
R. Gruessner, and M. Meyer, Eds., Robotic Surgery.
Cham, Switzerland: Springer, 2021.

[15] R. H. Taylor, P. Kazanzides, G. Fischer, and

N. Simaan, “Medical robotics and
computer-integrated interventional medicine,” in
Biomedical Information Technology, D. Feng, Ed.
Amsterdam, The Netherlands: Elsevier, 2019,
ch. 19, pp. 617–672.

[16] J. Desai, R. Patel, A. Ferreira, and S. Agrawal, Eds.,
The Encyclopaedia of Medical Robotics. Singapore:
World Scientific, 2018.

[17] H. J. Marcus, V. N. Vakharia, S. Ourselin, J. Duncan,
M. Tisdall, and K. Aquilina, “Robot-assisted
stereotactic brain biopsy: Systematic review and
bibliometric analysis,” Child’s Nervous Syst., vol. 34,
no. 7, pp. 1299–1309, 2018.

[18] J. N. Aronowitz, “Benjamin barringer: Originator of
the transperineal prostate implant,” Urology,
vol. 60, no. 4, pp. 731–734, Oct. 2002.

[19] H. A. Paul et al., “A surgical robot for total hip
replacement surgery,” in Proc. IEEE Int. Conf. Robot.
Automat., vol. 1, May 1992, pp. 606–611.

[20] W. Bargar, A. DiGioia, R. Turner, J. Taylor,
J. McCarthy, and D. Mears, “Robodoc multi-center
trial: An interim report,” in Proc. 2nd Int. Symp.
Med. Robot. Comput. Assist. Surg. (MRCAS), in
Series Robodoc Multi-Center Trial: An Interim
Report. Pittsburgh, PA, USA: C/O Center for Orthop
Research, Shadyside Hospital, 1995, pp. 208–214.

[21] S. J. Spaner and G. L. Warnock, “A brief history of
endoscopy, laparoscopy, and laparoscopic surgery,”
J. Laparoendoscopic, Adv. Surg. Techn., vol. 7, no. 6,
pp. 369–373, Dec. 1997.

[22] N. Simaan, R. M. Yasin, and L. Wang, “Medical
technologies and challenges of robot-assisted
minimally invasive intervention and diagnostics,”
Annu. Rev. Control, Robot., Auton. Syst., vol. 1,
no. 1, pp. 465–490, May 2018.

[23] B. L. Davies, R. D. Hibberd, W. S. Ng,
A. G. Timoney, and J. E. A. Wickham,
“The development of a surgeon robot for
prostatectomies,” Proc. Inst. Mech. Eng., H, J. Eng.
Med., vol. 205, no. 1, pp. 35–38, Mar. 1991.

[24] J. M. Sackier and Y. Wang, “Robotically assisted
laparoscopic surgery: From concept to
development,” in Computer-Integrated Surgery,
R. Taylor, S. Lavallee, G. Burdea, and
R. Moesges, Eds. Cambridge, MA, USA: MIT Press,
1996, pp. 577–580.

[25] J. Marescaux and F. Rubino, “The Zeus robotic
system: Experimental and clinical applications,”
Surgical Clinics North Amer., vol. 83, no. 6,
pp. 1305–1315, Dec. 2003.

[26] G. Guthart and J. Salisbury, “The intuitive
telesurgery system: Overview and application,” in
Proc. Millennium Conf., IEEE Int. Conf. Robot.
Automat. Symp. (ICRA), vol. 1, Apr. 2000,
pp. 618–621.

[27] R. Taylor et al., “A steady-hand robotic system for
microsurgical augmentation,” Int. J. Robot. Res.,
vol. 18, no. 12, pp. 1201–1210, Dec. 1999.

[28] M. Jakopec, F. Y. R. Baena, S. Harris, P. Gomes,
J. Cobb, and B. Davies, “The hands-on orthopaedic
robot ‘Acrobot’: Early clinical trials of total knee
replacement surgery,” IEEE Trans. Robot. Autom.,
vol. 19, no. 5, pp. 902–911, Oct. 2003.

[29] R. H. Taylor et al., “Computer-integrated revision
total hip replacement surgery: Concept and
preliminary results,” Med. Image Anal., vol. 3, no. 3,
pp. 301–319, Sep. 1999.

[30] B. Hagag, R. Abovitz, H. Kang, B. Schmidtz, and
M. Conditt, “RIO: Robotic-arm interactive
orthopedic system MAKOplasty: User interactive
haptic orthopedic robotics,” in Surgical Robotics:
Systems Applications and Visions, J. Rosen,
B. Hannaford, and R. Satava, Eds. New York, NY,
USA: Springer, 2011, pp. 219–246.

[31] Accuray Radiotherapy Home Page. Accessed: 2022.
[Online]. Available: https://www.accuray.com

[32] A. Giannini et al., “Early experience using new
integrated table motion for the da Vinci Xi in
gynecologic surgery: Feasibility, safety, efficacy,”
J. Gynecol. Surg., vol. 34, no. 3, pp. 144–149,
Jun. 2018.

[33] D. P. Devito et al., “Clinical acceptance and accuracy
assessment of spinal implants guided with
SpineAssist surgical robot—Retrospective study,”
Spine, vol. 35, no. 24, pp. 2109–2115, 2010.

[34] M. D’Souza, J. Gendreau, A. Feng, L. H. Kim,
A. L. Ho, and A. Veeravagu, “Robotic-assisted spine
surgery: History, efficacy, cost, and future trends,”
Robot. Surg., Res. Rev., vol. 6, p. 9, Dec. 2019.

[35] Hugo RAS System. Accessed: May 2022. [Online].
Available: https://www.medtronic.com/covidien/
en-us/robotic-assisted-surgery/hugo-ras-
system.html

[36] J. Morton et al., “Preclinical evaluation of the
versius surgical system, a new robot-assisted
surgical device for use in minimal access general
and colorectal procedures,” Surgical Endoscopy,
vol. 35, no. 5, p. 2169, 2021.

[37] K. Pathak, S. Hart, J. Sutter, T. Meyer, P. Ross, and
P. Skabla, “Robotic navigation bronchoscopy using
the ion platform: A new era in proving benign
disease,” Chest, vol. 160, no. 4, p. A2052, 2021.

[38] A. Chen et al., “Multicenter, prospective pilot and
feasibility study of robotic-assisted bronchoscopy
for peripheral pulmonary lesions,” Chest, vol. 156,
no. 4, pp. A2260–A2261, 2019.

[39] C. C. Smitson, L. Ang, R. Reeves, M. Patel,
E. Mahmud, and A. Pourdjabbar, “Safety and
feasibility of a novel, second-generation
robotic-assisted system for percutaneous coronary
intervention: First-in-human report,” J. Invasive
Cardiol., vol. 30, no. 4, pp. 152–156, 2018.

[40] T. L. Edwards et al., “First-in-human study of the
safety and viability of intraocular robotic surgery,”
Nature Biomed. Eng., vol. 2, no. 9, pp. 649–656,
2018.

832 PROCEEDINGS OF THE IEEE | Vol. 110, No. 7, July 2022



Scanning the Issue

[41] G. Bassil et al., “Robotics for catheter ablation of
cardiac arrhythmias: Current technologies and
practical approaches,” J. Cardiovascular
Electrophysiol., vol. 31, no. 3, pp. 739–752,
Mar. 2020.

[42] I. Tamadon et al., “ValveTech: A novel robotic
approach for minimally invasive aortic valve
replacement,” IEEE Trans. Biomed. Eng., vol. 68,
no. 4, pp. 1238–1249, Apr. 2021.

[43] M. Cianchetti, C. Laschi, A. Menciassi, and P. Dario,
“Biomedical applications of soft robotics,” Nature
Rev. Mater., vol. 3, no. 6, pp. 143–153, May 2018.

[44] M. Cianchetti et al., “Soft robotics technologies to
address shortcomings in today’s minimally invasive
surgery: The STIFF-FLOP approach,” Soft Robot.,
vol. 1, no. 2, pp. 122–131, 2014.

[45] M. Runciman, A. Darzi, and G. P. Mylonas, “Soft
robotics in minimally invasive surgery,” Soft Robot.,
vol. 6, no. 4, pp. 423–443, Aug. 2019.

[46] A. Arezzo et al., “Total mesorectal excision using a
soft and flexible robotic arm: A feasibility study in
cadaver models,” Surgical Endoscopy, vol. 31, no. 1,
pp. 264–273, Jan. 2017.

[47] T. Ranzani, M. Cianchetti, G. Gerboni, I. De Falco,
and A. Menciassi, “A soft modular manipulator
for minimally invasive surgery: Design and
characterization of a single module,” IEEE
Trans. Robot., vol. 32, no. 1, pp. 187–200,
Feb. 2016.

[48] X. Wang, R. Guo, and J. Liu, “Liquid metal based
soft robotics: Materials, designs, and applications,”
Adv. Mater. Technol., vol. 4, no. 2, Dec. 2018,
Art. no. 1800549.

[49] A. Loeve, P. Breedveld, and J. Dankelman, “Scopes
too flexible. . . and too stiff,” IEEE Pulse, vol. 1,
no. 3, pp. 26–41, Nov. 2010.

[50] L. Blanc, A. Delchambre, and P. Lambert, “Flexible
medical devices: Review of controllable stiffness
solutions,” Actuators, vol. 6, no. 3, p. 23, Jul. 2017.

[51] N. Sarli, G. D. Giudice, S. De, M. S. Dietrich,
S. D. Herrell, and N. Simaan, “TURBot: A system
for robot-assisted transurethral bladder tumor
resection,” IEEE/ASME Trans. Mechatronics, vol. 24,
no. 4, pp. 1452–1463, Aug. 2019.

[52] N. Sarli, G. Del Giudice, S. De, M. S. Dietrich,
S. D. Herrell, and N. Simaan, “Preliminary porcine
in vivo evaluation of a telerobotic system for
transurethral bladder tumor resection and
surveillance,” J. Endourol., vol. 32, no. 6,
pp. 516–522, Jun. 2018.

[53] C. Quaglia, G. Petroni, M. Niccolini, S. Caccavaro,
P. Dario, and A. Menciassi, “Design of a compact
robotic manipulator for single-port laparoscopy,”
J. Mech. Des., vol. 136, no. 10, Oct. 2014,

Art. no. 105001.
[54] S. Tognarelli, G. Ciuti, A. Diodato, A. Cafarelli, and

A. Menciassi, “Robotic platform for high-intensity
focused ultrasound surgery under ultrasound
tracking: The FUTURA platform,” J. Med. Robot.
Res., vol. 2, no. 3, Sep. 2017, Art. no. 1740010.

[55] O. Erin, M. Boyvat, M. E. Tiryaki, M. Phelan, and
M. Sitti, “Magnetic resonance imaging
system–driven medical robotics,” Adv. Intell. Syst.,
vol. 2, no. 2, 2020, Art. no. 1900110.

[56] H. A. Paul, personal communication, 1987.
[57] K. C. Olds, P. Chalasani, P. Pacheco-Lopez,

I. Iordachita, L. M. Akst, and H. R. Taylor,
“Preliminary evaluation of a new microsurgical
robotic system for head and neck surgery,” in Proc.
IEEE/RSJ Int. Conf. Intell. Robots Syst., Sep. 2014,
pp. 1276–1281.

[58] K. Olds, “Robotic assistant systems for
otolaryngology-head and neck surgery,” Ph.D.
thesis, Dept. Biomed. Eng., Johns Hopkins Univ.,
Baltimore, MD, USA, 2015.

[59] N. Simaan, R. H. Taylor, and H. Choset, “Intelligent
surgical robots with situational awareness: From
good to great surgeons,” ASME Dyn. Syst. Mag.,
vol. 3, no. 3, 2015.

[60] R. Yasin et al., “Evaluation of hybrid control and
palpation assistance for situational awareness in
telemanipulated task execution,” IEEE Trans. Med.
Robot. Bionics, vol. 3, no. 1, pp. 31–43, Feb. 2021.

[61] H. C. Lin, I. Shafran, D. Yuh, and G. D. Hager,
“Towards automatic skill evaluation: Detection and
segmentation of robot-assisted surgical motions,”
Comput. Aided Surg., vol. 11, no. 5, pp. 220–230,
2006.

[62] N. Ahmidi et al., “A dataset and benchmarks for
segmentation and recognition of gestures in robotic
surgery,” IEEE Trans. Biomed. Eng., vol. 64, no. 9,
pp. 2025–2041, Sep. 2017.

[63] Y. Jin, Y. Long, C. Chen, Z. Zhao, Q. Dou, and
P.-A. Heng, “Temporal memory relation network for
workflow recognition from surgical video,” IEEE
Trans. Med. Imag., vol. 40, no. 7, pp. 1911–1923,
Jul. 2021.

[64] L. Maier-Hein et al., “Surgical data science for
next-generation interventions,” Nature Biomed.
Eng., vol. 1, no. 9, pp. 691–696, 2017.

[65] L. Maier-Hein et al., “Surgical data science—From
concepts toward clinical translation,” Med. Image
Anal., vol. 76, Feb. 2021, Art. no. 102306.

[66] G.-Z. Yang et al., “Medical robotics—Regulatory,
ethical, and legal considerations for increasing
levels of autonomy [editorial],” Sci. Robot., vol. 2,
no. 4, 2017, Art. no. eaam8638.

[67] M. Yip and N. Das, “Robot autonomy for surgery,”

in The Encyclopedia of Medical Robotics. Singapore:
World Scientific, 2018, ch. 10, pp. 281–313.

[68] T. Haidegger, “Autonomy for surgical robots:
Concepts and paradigms,” IEEE Trans. Med. Robot.
Bionics, vol. 1, no. 2, pp. 65–76, May 2019.

[69] A. Attanasio, B. Scaglioni, E. De Momi, P. Fiorini,
and P. Valdastri, “Autonomy in surgical robotics,”
Annu. Rev. Control, Robot., Auton. Syst., vol. 4,
no. 1, pp. 651–679, May 2021.

[70] M. Draelos, B. Keller, C. Viehland,
O. M. Carrasco-Zevallos, A. Kuo, and J. Izatt,
“Real-time visualization and interaction with static
and live optical coherence tomography volumes in
immersive virtual reality,” Biomed. Opt. Exp., vol. 9,
no. 6, pp. 2825–2843, 2018.

[71] F. Cofano et al., “Augmented reality in medical
practice: From spine surgery to remote
assistance,” Frontiers Surg., vol. 8, p. 74,
Mar. 2021.

[72] M. Esposito et al., “Cooperative robotic gamma
imaging: Enhancing us-guided needle biopsy,” in
Medical Image Computing and Computer-Assisted
Intervention—MICCAI, N. Navab, J. Hornegger,
W. M. Wells, and A. Frangi, Eds. Cham,
Switzerland: Springer, 2015, pp. 611–618.

[73] A. Guerrouad and P. Vidal, “SMOS: Stereotaxical
microtelemanipulator for ocular surgery,” in Proc.
Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., vol. 11,
Nov. 1989, pp. 879–880.

[74] J. Troccaz, G. Dagnino, and G.-Z. Yang, “Frontiers
of medical robotics: From concept to systems to
clinical translation,” Annu. Rev. Biomed. Eng.,
vol. 21, no. 1, pp. 193–218, Jun. 2019.

[75] P. Pratt et al., “An effective visualisation and
registration system for image-guided robotic partial
nephrectomy,” J. Robot. Surg., vol. 6, no. 1,
pp. 23–31, Mar. 2012.

[76] W. T. Latt et al., “A hand-held instrument to
maintain steady tissue contact during probe-based
confocal laser endomicroscopy,” IEEE Trans.
Biomed. Eng., vol. 58, no. 9, pp. 2694–2703,
Sep. 2011.

[77] R. C. Newton et al., “Progress toward optical
biopsy: Bringing the microscope to the patient,”
Lung, vol. 189, no. 2, pp. 111–119, Apr. 2011.

[78] G.-Z. Yang, “Implantable sensors and systems:
From theory to practice,” 2018.

[79] G.-Z. Yang et al., “Combating COVID-19—The role
of robotics in managing public health and
infectious diseases,” Sci. Robot., vol. 5, no. 40,
2020, Art. no. eabb5589.

[80] A. Gao et al., “Progress in robotics for combating
infectious diseases,” Sci. Robot., vol. 6, no. 52,
2021, Art. no. eabf1462.

A B O U T T H E G U E S T E D I T O R S

Russell H. Taylor (Life Fellow, IEEE)
received the Ph.D. degree in computer sci-
ence from Stanford University, Stanford, CA,
USA, in 1976.
From 1976 to 1995, he was a Research

Staff Member and a Research Manager with
IBM Research, Armonk, NY, USA. He joined
Johns Hopkins University, Baltimore, MD,
USA, where he is currently the John C. Mal-
one Professor of computer science with joint appointments in
mechanical engineering, radiology, otolaryngology, head-and-neck
surgery, and surgery and is also the Director of the Labora-
tory for Computational Sensing and Robotics. He is an author
of over 500 peer-reviewed publications and over 90 issued U.S.
and international patents. His research interests include robotics,
human–machine cooperative systems, medical imaging and mod-
eling, and computer-integrated interventional systems.
Dr. Taylor is a member of the U.S. National Academy of Engi-

neering and is a Fellow of the Medical Image Computing and Com-
puter Assisted Intervention (MICCAI) Society, the American Institute
of Biomedical Engineers (AIMBE), and the National Academy of
Inventors.

Nabil Simaan (Fellow, IEEE) received the
Ph.D. degree in mechanical engineering
from the Technion—Israel Institute of Tech-
nology, Haifa, Israel, in 2002.
In 2003, he was a Postdoctoral Research

Scientist at the NSF Engineering Research
Center for Computer-Integrated Surgical
Systems and Technology, Johns Hopkins
University, Baltimore, MD, USA. In 2005,
he joined Columbia University, New York, NY, USA. In the fall
of 2010, he joined Vanderbilt University, Nashville, TN, USA. His
research interests include medical robotics, kinematics, robot mod-
eling and control, and human–robot interaction.
Dr. Simaan was named as an IEEE Fellow for contributions to

dexterous continuum robotics in 2020. In 2021, he was an elected
fellow of the American Society of Mechanical Engineers (ASME) for
contributions to continuum and soft robotics for surgery. In 2009,
he received the NSF Career Award for young investigators to design
new algorithms and robots for safe interaction with the anatomy.

Vol. 110, No. 7, July 2022 | PROCEEDINGS OF THE IEEE 833



Scanning the Issue

Arianna Menciassi (Senior Member, IEEE)
received the Ph.D. degree in physics from
the University of Pisa, Pisa, Italy, in 1995,
and the Ph.D. degree from Scuola Superiore
Sant’Anna (SSSA), Pisa, in 1999.
She has been a visiting professor in dif-

ferent universities in France since 2014
(Pierre and Marie Curie University, Paris,
France; and Besançon University, Besançon,
France). She is a Full Professor of biomedical robotics at SSSA and
the Team Leader of the “Surgical Robotics and Allied Technologies”
area at The BioRobotics Institute, Pontedera, Italy. She has been
the Coordinator of the Ph.D. in biorobotics since 2018, and she
was appointed as the Vice-Rector of the SSSA in 2019. She is
a Professor of bioengineering and biomedical robotics at SSSA.
Her main research interests involve surgical robotics, microrobot-
ics for biomedical applications, biomechatronic artificial organs,
smart, and soft solutions for biomedical devices. She pays special
attention to the combination between traditional robotics, targeted
therapy, and wireless solution for therapy (e.g., ultrasound- and
magnetic-based).

Guang-Zhong Yang (Fellow, IEEE) was the
Founding Director of the Hamlyn Centre for
Robotic Surgery, Imperial College London,
London, U.K. He is the Founding Dean of
the Medical Robotics Institute, Shanghai Jiao
Tong University, Shanghai, China. His main
research interests are in medical imaging,
sensing, and robotics.
Dr. Yang is a Fellow of the Royal Academy

of Engineering, the Institution of Engineering and Technology (IET),
the American Institute of Biomedical Engineers (AIMBE), the Inter-
national Academy of Medical and Biological Engineering (IAMBE),
the Medical Image Computing and Computer-Assisted Intervention
Society (MICCAI), and the City and Guilds Institute of London.
He was a recipient of the Royal Society Research Merit Award and
listed in The Times Eureka “Top 100” in British Science. He was
awarded a CBE in the Queen’s 2017 New Year Honor for his
contribution to biomedical engineering. He is also the Chair of the
Advisory Board, the U.K.-RAS Network (http://ukras.org). He was
the Founding Editor of Science Robotics. He is the Founding Editor
of Science Robotics (http://robotics.sciencemag.org/)—a journal of
the Science family dedicated to the latest advances in robotics and
how it enables or underpins new scientific discoveries.

834 PROCEEDINGS OF THE IEEE | Vol. 110, No. 7, July 2022



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [576.000 782.640]
>> setpagedevice


