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ABSTRACT | There is no design template more important than

DNA. Within the sequences of this exquisite substance lie the

design plans for each of us and for every living organism.

Shaped over billions of years by the creative machinations

of evolution, this design template encodes the most complex

dynamical systems known to us. Yet, it is only in our lifetimes

that we are able to directly edit this template and engineer

our own designs. The story that I tell in this article is about

our early attempts to design and commission our own control

systems in living cells. Guided by what we have learned from

controlling man-made systems, we are beginning to develop

the theory and methodologies needed to build control systems

at the molecular level, an endeavor that is as challenging as

it is rewarding. If carried out responsibly, this new ability to

reshape the DNA template can have a tremendous benefit for

our health and well-being, and will drive major advances in

basic science, industrial biotechnology, and medical therapy.

In this article, I will take the readers of the proceedings on

a journey through the new and promising world of rationally

designed genetic control systems. Using a minimum of jargon,

I will introduce them to the biological concepts needed to

develop an understanding and appreciation of the main design

concepts emerging in this nascent area of research. My goal is

to convey my own sense of excitement about the possibilities,

but it is also to impart a feeling of the opportunities that lay

ahead for members of the IEEE to contribute with their own
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creative ideas to the shaping of this most versatile of design

templates, the DNA.

KEYWORDS | Biological control; control theory; cybergenetics;

genetic control systems; synthetic biology.

I. I N T R O D U C T I O N
Norbert Wiener’s celebrated 1948 book [1], Cybernetics,
presented a far-reaching vision—one in which the study
of control and communication in the animal and the
machine are combined, with feedback as a unifying core
concept. He argued that biological processes can be viewed
through the lens of the systems approach, and that they
can be broken down into interconnections of black box
subsystems with inputs and outputs, which can be explored
using known concepts of information processing, commu-
nication, feedback, stability, and noise. In essence, Wiener
brought the engineering approach to biology, adding a
systems perspective that led to a deeper understanding of
concepts of biological adaptation that had been previously
articulated by physiologists. These concepts include Claude
Bernarde’s “La Fixité du milieu intérieur” and Walter
Canon’s “homeostasis.”

In what follows, I will present a tutorial introduction
of the theory and methods for genetic control systems-
–one that is colored by my personal perspective. The
presentation will be introductory, and I will attempt to
cover all the biological backgrounds needed to understand
and appreciate the challenges and opportunities in this
exciting area of research that lies at the interface between
engineering and biology. Inevitably, I had to make some
choices regarding the covered topics, and some topics
could not be covered. In particular, cell-free genetic control
systems were not covered all in this article. Nevertheless,
I hope that this introduction will motivate the interested
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reader to explore this important and fascinating area of
genetic control systems, a recent review of which can be
found in [2]. Other reviews on the broad topic of control
systems in synthetic biology can be found in [3], [4].

This article is organized as follows. In Section II, I moti-
vate the main topic of this article by giving an example of
a simple genetic control circuit and compare its function
to that of an electronic amplifier. In section III, I present a
basic background of the biology of living cells and genetic
circuits. In Section IV, I give an introduction to genetic
engineering methods in synthetic biology, which I hope will
give the reader an understanding of how genetic circuits
are designed and introduced to living cells. In Section V,
I begin exploring genetic control systems, starting with
circuits that use feedforward and negative feedback loops,
and then moving on to circuits that employ more advanced
control systems, such as integral (I), proportional–integral
(PI), and proportional–integral–derivative (PID) con-
trollers. In Section VI, I describe some of the most promis-
ing applications of genetic control systems, highlighting
some of the opportunities in this new field. In Section VII,
I provide some concluding remarks and offer an outlook
for the future.

II. C O N T R O L S Y S T E M S I N L I V I N G
C E L L S
Living systems employ regulatory strategies at all levels
of organization, from the molecular level to the whole
organism. Inside living cells, regulatory circuits abound,
with feedforward and feedback circuits being some of the
most common. As an introduction to cellular regulatory
circuits, I will present a simple genetic feedback circuit that
exemplifies a common theme in living cells: gene autoreg-
ulation. Consider the gene circuit schematic in Fig. 1(a).
A single gene (a stretch of DNA that carries the instructions
to synthesize a protein) is repeatedly copied into messen-
ger RNA (mRNA) molecules. In turn, the mRNA mole-
cules, whose concentration is denoted by r(t), are used as
templates to synthesize the target protein at a rate kr(t).
Both the mRNA and the protein degrade at rates γrm(t)

and γpy(t), respectively. Viewing y as the system output,
when the mRNA production rate is constant, say u, the
output protein will be unregulated, which corresponds to
an open-loop circuit. However, when the mRNA production
rate is a function of the protein concentration, then the
output will be regulated, resulting in an autoregulatory
gene circuit. Here, we shall take the mRNA production
rate to be u/(1 + y(t)n), which corresponds to negative
feedback. The dynamics of the feedback-regulated system
can be easily written

ṙ = u/ (1 + yn) − γ1r

ẏ = kr − γ2 y.

At steady state, the output y is given by the solution of the
algebraic equation y = h(y), where h(y) = Au/(1 + yn)

with A := k/(γ1γ2). In contrast, in the unregulated case,
the steady-state value of the output, y, is given by y = Au

[see Fig. 1(a)].
The added robustness through negative feedback regu-

lation is one of several benefits of this type of feedback.
Indeed, comparing the open-loop with the closed-loop
circuit when A is perturbed by 50%, it is clear that per-
turbation will lead to far smaller changes in the output y

in the negative feedback circuit than in the unregulated
open-loop circuit (see Fig. 1).

Fundamentally, the function of the autoregulatory gene
circuit is not unlike that of the negative feedback ampli-
fier. To see this, consider the electronic negative feedback
amplifier circuit in Fig. 1(b). As in the gene-regulatory
circuit, the electronic circuit has a gain A in its forward
path, which feeds a negative feedback path leading to
a negative feedback closed-loop interconnection. For a
constant input u, the output y is relatively insensitive to
variations in the forward loop gain A, which is typically
very large. In contrast, the same circuit becomes quite
sensitive to variations in A in the open-loop case. This
highlights one of the most fundamental benefits of neg-
ative feedback—robustness. The gain of the closed-loop
input–output system is determined largely by the feedback
loop parameters: β for the amplifier and n for the gene
circuit. These parameters remain fairly constant during
the operation of the circuits: β is realized with precision
elements (e.g., resistors), and in the case of the gene
circuit, n depends on biochemical properties that are not
expected to change during the operation (see [5] for a
more detailed treatment of these two circuits). Thus, the
autoregulating genetic circuit is, in fact, not much different
from the negative feedback amplifier in spite of the vast
differences in their substrates and timescales.

While the autoregulatory gene circuit represents a con-
trol system that is present naturally in many cells, it is
now possible to design novel gene regulatory circuits with
desirable properties that control natural or newly intro-
duced cellular species, such as enzymes. This is enabled by
genetic engineering methods, which I will describe shortly.
However, first, a brief introduction to cell biology is in
order. Readers familiar with the basics of cell biology can
safely skip this section.

III. B A S I C S O F G E N E T I C C I R C U I T S
In this section, I will explain what genetic circuits are, how
they function, and how synthetic ones are engineered into
living cells. This will allow us to focus on genetic control
circuit and their properties. I will start with a brief intro-
duction to cell biology, which will provide an appreciation
of the biological substrate that underlies genetic circuits.

A. Biology of the Living Cell: A Brief Introduction

The basic unit of life is the cell [6]. A living cell exists
either as a separate entity, as does a single bacterium, or as
part of a multicellular organism, where it tends to be highly
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Fig. 1. Autoregulatory gene circuit and the feedback amplifier. In spite of their vast differences in substrate and time scale, the

autoregulatory gene circuit (a) and the electronic negative feedback amplifier (b) share much in common. In the self-regulating gene circuit,

a single gene produces many mRNA molecules, each of which gets translated to many proteins, making gene expression effectively a

high-gain “amplifier.” Using the output y to repress the mRNA synthesis introduces negative feedback that results in a robust closed-loop

system. Indeed, for the regulated gene circuit, ±50% changes in A lead to small variations in the output y compared to the unregulated

circuit. In the negative feedback amplifier, high gain A is exploited to achieve robustness to parameter variations in a similar fashion.

specialized, as is the case with a single neuron. In spite
of the fact that cells can look drastically different, they
share many common features that allow them to function
and survive in diverse environments while achieving dras-
tically different functional roles. For example, all cells use
the same general strategies to generate energy, replicate
themselves, and regulate substance traffic into and out of
their membranes.

Cells are separated from their environments by mem-
branes made from phospholipids [6], [7]. Aside from
playing a structural role and as a natural barrier, the mem-
brane also serves as a scaffold to hold proteins that have
many different functions: some act as identity markers,
while others act as connectors that bring cells together.
Yet, other membrane proteins specialize as receptors that
send and receive signals from the environment and from
other cells—a role that is critically important for cellular
decision-making.

Inside the cellular membrane, one finds organic mole-
cules of different types [6], [7]. These include nucleic
acids, proteins, carbohydrates, and lipids. Nucleic acids are
the molecules that carry the cell’s blueprint—its genetic
code. DNA is one type of nucleic acid that encodes the
information needed to build the cell; RNA, on the other
hand, has multiple roles, one of the most important
being its central involvement in the process of reading
the genetic information encoded in the DNA and using
it to synthesize cellular proteins (see Section III-B1 on

gene expression). Proteins, organic substances consisting
of chains of amino acids, are the workhorses of the cell.
Proteins fulfill several structural, catalytic, and regulatory
roles. For example, proteins called enzymes act as catalysts
of chemical reactions, allowing the cell to rapidly produce
molecules needed for cellular function. Other proteins
act as dynamic regulatory agents that determine which
proteins are synthesized, as well as the timing and rate of
their synthesis.

Besides nucleic acids and proteins, other key cellular
molecules are carbohydrates [6], [7]. While simple car-
bohydrates are broken down to produce energy for the
cell, complex carbohydrates are used for cellular energy
storage. Finally, lipids are also molecules that cells use for
energy storage. They can alternatively play a structural
role, as they make up the membrane of the cell and the
membranes of organelles within the cell. Such organelles
are compartments within the cell that performs highly
specialized functions. An example of such an organelle
is the mitochondrion, a compartment that maintains the
necessary cellular machinery needed for producing ATP, the
cell’s main energy currency. Another important example of
an organelle is the nucleus, where the genetic material is
stored.

Biologists categorize cells by the way they package
their DNA. If the DNA is stored in a nucleus, the cell is
categorized as a eukaryotic cell. Examples of eukaryotic
cells include mammalian cells. However, if the cell has no
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Fig. 2. Gene expression and gene regulation. (a) Main steps of gene expression. Gene expression begins with the enzyme RNA

polymerase (RNAP) binding a sequence upstream of the gene, called the promoter. RNAP then moves along the DNA, acting like a “reading

head” that reads a ticker tape and transcribes its sequence into another linear sequence of nucleotides, called mRNA. This transcription

process ends when RNAP reaches a specific terminator (STOP) sequence, directing it to be released from the DNA along with the fully

transcribed mRNA molecule. In the next step, complex cellular machines, called ribosomes, act simultaneously to read the mRNA

sequentially and translate the information within it to a sequence of amino acids (polypeptide). In this process, each sequence of

3 nucleotides is translated to one specific amino acid. When the mRNA translation process is complete, the polypeptide assumes a 3-D

folding state and is called a protein. (b) Key ways gene expression is regulated. Some genes are unregulated and are always on, expressing

proteins at a fixed rate. Many proteins are regulated, either positively or negatively, by proteins called transcription factors, which may act

as activators or repressors. For positively regulated genes, activators bind to the DNA and recruit RNAP to express the gene. For negatively

regulated genes, repressors bind to the DNA and prevent RNAP from initiating transcription, leading to low or no gene expression.

Transcription factors often work cooperatively, leading to transcription rate functions that are sigmoidal in shape.

nucleus in which to hold its DNA, it is categorized as a
prokaryotic cell. Examples include bacteria and archaea.
All prokaryotic cells and some eukaryotic cells are single-
celled organisms, capable of living freely on their own.
On the other hand, multicellular organisms, such as plants
and animals, are entirely made up of eukaryotic cells.

When studying the molecular biology of living cells,
biologists focus on a relatively small number of cell types
and study those in great detail. A huge amount of informa-
tion is available on these model cells, which considerably
speeds up the pace of scientific understanding of the basic
underlying biological processes, many of which are shared
by all living cells. For example, Escherichia coli (E. coli)
has been the most studied and best understood prokaryotic
model organism, while S. cerevisiae (budding yeast), along
with several mammalian cell lines, such as immortal cervi-
cal cancer cells (HeLa cells), human embryonic kidney cells
(HEK293 cells), and Chinese hamster ovarian cells (CHO
cells), are among the most studied eukaryotic model cells.

Bacterial, yeast, and mammalian cells differ drastically
in size and in the number of different cellular constituents.

To get an idea about these differences, I list some key
comparative numbers that were compiled in [8]. An E.
coli cell has a volume of 1 μm3 and is 1 μm long, while
a yeast cell is typically 30 times as large in volume and five
times as long, and a mammalian cell is typically 3000 times
as large in volume and 20 times as long. An E. coli cell
has approximately 2 × 103 mRNA molecules and 3 ×
106 protein molecules. In contrast, a budding yeast cell
contains approximately 3 × 104 mRNA molecules and 108

protein molecules, and an HeLa cell has approximately
2 × 105 mRNA molecules and 1010 protein molecules. All
three cell types are commonly used in biological studies,
including synthetic biology.

B. Basic Unit of Genetic Circuits: The Gene

A gene is a stretch of DNA that encodes the synthesis
of a gene product. Most genes code for cellular proteins,
usually one gene per protein, but some genes code for
RNA. The DNA itself consists of a linear sequence of
nucleotides, each made up of a sugar molecule attached
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to a phosphate group and a nitrogen-containing base.
Importantly, only four different bases are found in the DNA
of all living cells: adenine (A), guanine (G), cytosine (C),
and thymine (T). Hence, a strand of DNA can be thought
of as a quaternary linear sequence made of the four letters,
A, G, C, and T, and a gene is a finite subsequence thereof.
The bases G and C on two different DNA strands can
bond forming a G-C complementary base pair; the bases
A and T can similarly form an A-T complementary base
pair. Consequently, a strand of DNA can bind tightly to a
complementary DNA strand where the sequence of bases
on one strand is matched perfectly with a sequence of
complementary bases on the other strand. The result is
a very stable double-stranded DNA, which assumes the
well-known helical structure.

1) Gene Expression and Its Regulation: The process of
synthesizing a protein from its encoded DNA sequence is
called gene expression. Gene expression is a central process
in gene–gene circuits [see Fig. 1(a)]. It consists of two
key steps: 1) reading the DNA and using the information
to synthesize mRNA, a process called transcription and
2) using the information in the transcribed mRNA to
synthesize the protein encoded in the mRNA sequence,
a process called translation. The central dogma of molec-
ular biology summarizes the direction of information flow
involved in gene expression: DNA −→ mRNA −→ protein.
Each of these processes is dynamic in nature and involves
multiple steps that require complex cellular molecules,
such as RNAP and ribosomes [see Fig. 2(a)]. Consequently,
the proper execution of gene expression depends on the
abundant availability of these molecules in the cell and
sufficient energy sources that power their function, e.g.,
ATP. This biological context must be factored in when
designing synthetic gene circuits that use gene expression.

Some genes are continuously ON (constitutive expres-
sion), while others are regulated by proteins called tran-
scription factors, which come in two varieties: activators
and repressors. As their names suggest, activators turn
on gene expression when their cellular concentration is
sufficiently high, while repressors have the opposite effect
[see Fig. 2(b)]. Transcription factors often function coop-
eratively so that the binding of one transcription factor to
the DNA increases the binding affinity of another. Some
genes are controlled by both activators and repressors,
making their transcription rate a function of more than one
transcription factor.

2) Genetic Circuits Are Gene Networks: The fact that gene
expression can be regulated with transcription factors that
are themselves gene expression products allows the forma-
tion of complex gene regulatory networks, in which genes
interact with one another and with other substances in the
cells to execute various regulation, information processing,
and decision-making processes. Such networks are natu-
rally found in living cells, but they can also be designed
and engineered de novo into living cells. Often referred to
as gene circuits, such networks can be designed to perform

digital logic or analog computations. An example of a gene
circuit that implements a simple negative feedback loop
was shown in Fig. 1(a). A two-gene genetic feedback cir-
cuit is shown in Fig. 3(b). Here, the protein product of gene
A is an activator that positively controls the expression
of gene B. The product of gene B, in turn, is a repressor
that inhibits the expression of gene A, thereby closing the
negative feedback loop. The modeling, analysis, design,
and implementation of such regulatory gene circuits are
at the heart of cybergenetics and will be explored next.

IV. E N G I N E E R I N G G E N E T I C C I R C U I T S
I N L I V I N G C E L L S
We now turn to the question of how new genetic circuits,
such as the one shown in Figs. 1(a) and 3(b), can be
designed and implemented inside a living host cell. The
ability to introduce novel functioning biological circuits is
made possible by a technology that began nearly 50 years
ago. Genetic engineering, also known as gene cloning or
recombinant DNA technology, is an enabling technology
that arose in the 1970s from the field of microbial and
molecular genetics [9], [10]. It involves manipulating DNA
by selectively cutting it, modifying it, and joining its pieces
together using specialized enzymes. It is akin to the process
of cutting and pasting text, but the sequence that is being
manipulated consists of the nucleotides that make up
DNA. So successful has this technology been that, today,
it is difficult to imagine doing basic biological science,
biotechnology, or medicine without it.

Engineering genes into living cells requires a few basic
steps: generation of the desired DNA fragment, joining
the fragment to a carrier molecule, transferring the carrier
into host cells, and then selecting those host cells that
have taken up the desired DNA sequence (see Fig. 3 for
details). In this way, a desired piece of DNA that codes
for a gene of interest can be introduced into the cell,
and then, the cell will express this gene using its native
gene expression machinery. This gene may come from
another organism or may be a completely novel gene
that was designed on a computer. For example, one gene
could code for a transcription factor that activates an
endogenous gene. Alternatively, it could activate a second
gene that was introduced into the cell with its promoter
designed to be activated by the transcription factor from
the first gene. By carefully designing genes and their
promoter sequences, one can, thus, imagine that an entire
gene network may be introduced into a living cell. This
allows the design and engineering of genetic components,
devices, and system modules that can be programmed
to achieve desired functions once introduced into living
host cells. This is what synthetic biology is all about, and
its birth in the year 2000 was a natural outcome of the
maturation of the technology behind genetic engineering.
In that year, three synthetic genetic circuits published in
the same journal ushered in the new field: a synthetic
genetic oscillator [11], a genetic toggle switch [12], and
genetic feedback circuit [13].
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Fig. 3. (a) Basic steps of genetic engineering. In step 1, a gene of interest consisting of a finite sequence of nucleotides synthesized one

nucleotide at a time resulting in a double-stranded DNA linear sequence, called a gene fragment. The current cost for DNA synthesis is less

than $0.1 per nucleotide pair. In step 2, the gene fragment is integrated into a circular piece of DNA, called a plasmid, which is the main

delivery vehicle into the cell and contains an antibiotic resistance gene for plasmid selection. This process is referred to as cloning. It uses

restriction enzymes to cut the plasmid and the gene fragment at sequence-specific locations that depend on the enzyme used. Then,

enzymes called ligases “paste” the cut gene of interest into the cut plasmid. The result of step 2 is a plasmid containing the gene of interest.

In step 3, the plasmid is introduced into living cells, e.g., E. coli. Different methods can be used for this step. One such method is called

electroporation in which an electric field is applied to the cells making their membrane more porous and allowing plasmids to be taken up

through these pores. At the end of this step, different cells will have taken up different numbers of plasmids, with some not taking up any.

In step 4, the cells are placed on an agar plate containing nutrients and an antibiotic. The role of the antibiotic is to stop the growth of all

the cells that did not take up the plasmid, as these cells do not have the antibiotic resistance gene present only on the plasmid. The colonies

that grow on the plate contain cells that have the plasmids, and then, they are taken and grown in liquid media for circuit testing.

(b) Example of a simple synthetic gene feedback network. The plasmid was engineered to contain three genes, one constitutively expressed

gene coding for an antibiotic resistance protein, and two genes coding for a transcriptional activator and a transcriptional repressor. The

promoter region in each of these two genes is designed such that it is the target of the transcription factor expressed by the other gene. In

the figure, a line with an arrow pointing to the promoter indicates activation, while a line with a bar indicates repression. When this plasmid

is transformed into a living E. coli cell, the cell’s gene expression machinery expresses the two genes and realizes the negative feedback

genetic circuit shown.

I now provide a specific example showing how genetic
engineering can be used to design a simple two-gene
synthetic feedback control circuit in E. coli. Fig. 3(b) shows
a piece of circular DNA (called a plasmid) that has been
genetically engineered to realize the control system. The
plasmid itself is made up of a circular piece of DNA, which
carries three genes that have been synthesized and cloned
into the plasmid. One gene codes for ampicillin-resistance
(ampR), an antibiotic resistance that is expressed consti-
tutively in the host cell, making it resistant to antibiotics.
This allows for the selection of only those cells that have
taken up the plasmid, as cells lacking it will be killed
by the antibiotic that is included in the agar plate on
which the cells are placed. The remaining two genes
make up the feedback control circuit. Gene A codes for a
transcription factor that is designed to bind the promoter
of gene B and activate its expression. Gene B codes for
a different transcription factor that acts as a repressor
of gene A when bound to its promoter [see Fig. 3(b)].
Once the plasmid is introduced into the host cell, the
arrangement just described realizes a negative feedback

loop. It is often desired to modulate the transcription
rate for one or both genes using an external input. One
possible reason to do this is to tune the steady-state value
of the output of interest. Such modulation can be achieved
using small molecules that are added externally to the
cells. Once they diffuse into the cell’s cytoplasm, these
small molecules interact with the transcription factor and
modulate their function, thereby providing a tuning knob
for the transcription rates of a given gene. One exam-
ple of this is the repressor TetR, which can bind to the
molecule anhydrotetracycline (aTc) [14]. When aTc binds
a TetR molecule, the complex can no longer bind to the
promoter. This reduces the overall repression of the gene,
thus increasing its expression rate. The amount of increase
in the expression rate depends on the external concentra-
tion of aTc, making it an ideal external input for mod-
ulating the output level of the circuit, thereby obviating
the need to “hardwire” the output level of the genetic
circuit.

The quantitative study of gene circuits requires models
that capture their stochastic dynamic behavior. It turns
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out that mathematical models of biochemical reaction
networks (CRNs) provide a very suitable framework for
modeling gene expression and other complex cellular
processes. In Section V, I will provide a basic introduction
to such models.

V. C H E M I C A L R E A C T I O N N E T W O R K S :
A L A N G U A G E F O R M O D E L I N G
C E L L U L A R S Y S T E M S
Consider a system of chemical reactions with n species,
X1, . . . , Xn that interact with each other through m chemi-
cal reactions

ν11X1 + · · · + ν1nXn
c1−→ ν′

11X1 + · · · + ν′
1nXn (R1)

...

νm1X1+· · ·+νmnXn
cm−→ ν′

m1X1+· · ·+ν′
mnXn (Rm) .

Note that, when all the products of a reaction are not
important to model and do not themselves enter as reac-
tants, they are often replaced with a generic empty set
symbol, ∅. Similarly, when reactants in a given reaction
have concentrations that do not change over time, they can
be replaced with ∅. For example,

X1 + X2 −→ ∅ and ∅ −→ X1.

In the case when reactants are replaced by ∅, their constant
concentrations will need to be reflected in the reaction
rate.

Given the above reaction system, whenever the kth
reaction fires, the number of molecules of the species
(X1, . . . , Xn) changes by

sk =
�
ν′

k1 − νk1, . . . , ν
′
kn − νkn

�T
.

sk is referred to as the stoichiometry vector of the kth
reaction, and all such vectors for the reaction system can
be arranged in a matrix, called the stoichiometry matrix

S =
�
s1 . . . sm

�
.

The stoichiometry matrix summarizes the change in the
chemical system whenever any of the reactions takes place.
Together with the reaction rates, it determines the dynam-
ics of the kinetic system, as we shall see shortly.

A. Deterministic Models of Chemical Reaction
Networks

In deterministic models of CRNs, the state of the chem-
ical system is described by the concentration of its con-
stituents. The concentration evolves deterministically and

continuously in time. Let X(t) =
�
X1(t), . . . , Xn(t)

�T

Table 1 Reaction Rates for Zero-, First-, and Second-Order Reactions

That Follow Mass-Action Kinetics

be the vector of concentrations of the species X1, . . . , Xn

at time t. Let v(t) =
�
v1(X(t)), . . . , vm(X(t)

�T

be the
vector of reaction rates at time t. The vector of species
concentrations X(t) evolves according to the differential
equation

Ẋ(t) = Sv (X(t)) .

I will assume that the reactions follow mass-action kinet-
ics [15], [16], which implies that their rate is given by

vk(X) = ck

n�
i=1

Xνki
i

where ck is the reaction rate constant. For the kth reaction,
the sum

�
i νki is the order of the reaction. Therefore,

for a zero-order reaction, the reaction rate is independent
of the concentration of the reactants; for a first-order
reaction, it depends only on the concentration of one of
the reactants; and so on.

In mass-action formulations of chemical kinetics, one
often considers elementary reactions consisting of at most
two reactants, i.e., at most second-order. Reactions with
more than two reactants can always be broken into mul-
tiple reactions consisting of two reactants each. Table 1
summarizes the reaction rates for these simple reactions.

Using these ideas, deterministic models of gene expres-
sion can be easily obtained (see Fig. 4).

Fig. 4. Simple model of gene expression. The basic steps of gene

expression can be captured by four chemical reactions: one for

transcription, one for translation, one for mRNA degradation, and

one for protein degradation. These reactions can in turn be

translated into dynamic equations that describe the time evolution

of the mRNA and the protein species. For this simple gene

expression model, the dynamics of the mRNA and protein

concentrations are described by linear ODEs.
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In synthetic biology, it is often convenient to combine
multiple mass-action reactions into a single reaction that
is derived from the law of mass-action after making cer-
tain time-scale assumptions. One example is an enzyme
catalyzed reaction [17]

S + E
k1�

k−1
C k−→E + P

where S is a substrate, E is the enzyme, C is the substrate-
enzyme complex, and P is the product. These reactions can
be approximated by a single reaction

S −→ P

with a rate equaling v = (VmS)/(Km + S), where S is the
concentration of S, Km = (k + k−1)/k1, and Vm = kET ,
with ET being the total enzyme concentration.

Another important example is a transcription reaction
that involves the cooperativity of the transcription factor,
whereby the binding of one transcription factor molecule
to the promoter increases the rate of binding of another.
Alternatively, more than one transcription factor may bind
together before the complex can bind the promoter to
regulate gene expression. Such reactions are very common
for both transcriptional activators and repressors. They can
be expressed using mass-action kinetics, but they are often
approximated by Hill-type kinetics [17]

∅ −→ mRNA

with a reaction rate given by v = cAn/(Kn + An) for an
activator A and v = cKn/(Kn + Rn) for a repressor R,
where K is a constant and n is called the Hill coefficient,
which reflects the degree of cooperativity of the transcrip-
tion factor.

B. Stochastic Models of CRNs

The living cell is abuzz with noise. One of the main
sources of this noise is the random nature of chemical
reactions at the molecular scale, which can be traced back
to the thermal motion of molecular reactants [18]. This
implies that the timing and order of chemical reactions
have a random character. At very large volumes with a
huge number of reacting molecules, e.g., a test tube, such
randomness averages out, and the concentrations of reac-
tants can be modeled as continuous variables that evolve
continuously over time. When the number of reacting
molecules is relatively small, as is often the case inside a
living cell, the discreteness and low abundance of reactants
and the randomness of chemical reactions acting on them
can become very important [19], [20]. This randomness
manifests as appreciable stochastic fluctuations in the
abundance of molecular reactants within the same cell
over time. As a result, genetically identical cells exhibit

cell-to-cell variability in their species abundances, a fact
that can be observed and quantified experimentally.

Random fluctuations in living cells (commonly referred
to as noise) propagate in a biochemical reaction network
and can impact events and processes based on the network
topology and the dynamics of the reactions that define
it [21], [22]. Cellular noise has been classified based on
its source [23], [24]: intrinsic noise refers to stochastic
fluctuations originating from the inherent discrete random
nature of the underlying chemical reactions described
above, while extrinsic noise refers to fluctuations that have
more global origins, such as cell-to-cell variability in plas-
mid copy numbers, RNAP copy number, ribosome copy
numbers, local environment, and cell-cycle stage.

I now describe how stochastic models of biochemical
reaction networks can be used to capture the discrete and
random nature of chemical reactions in living cells [18],
[25], [26]. Consider the same set of n species and m

reactions, and the corresponding stoichiometry matrix S

discussed previously for deterministic kinetics. In the sto-
chastic formulation of chemical kinetics, the abundance
of the reacting species is not modeled as a continuously
changing concentration variable but rather as a discrete
random variable Xi(t) that measures the number of mole-
cules of the ith species Xi at time t. The chemical system
is, thus, described by a vector stochastic process {X(t)}t≥0

with a state space Z
n
+. When the kth reactions fires, the

state of the process changes from X(t) = x at time t to
X(t+) = x + sk, where sk is the stoichiometry vector
associated with the kth reaction. To fully describe this
stochastic process, one must also specify when the different
reactions take place. The firing time of each reaction will
be an exponential random variable with parameter λi

that depends on the state of the system X(t) and the
reaction rate constant. More precisely, given X(t) = x, the
probability that the kth reaction fires in the time interval
[t, t+h) is given by λk(x)h+o(h). For mass-action kinetics,
the transition intensity λk(x) is given by

λk (x) = c′k
n�

i=1

	
xi

νki




where c′k is a reaction rate constant, and the product term
describes the number of different combinations in which
the individual reacting molecules can come together to
form the proper number and type of reactants needed
for reaction i to fire. The transition intensities λk(x), k =

1, . . . , m, are referred to as the propensity functions in the
chemical literature.

As with the deterministic case, I will focus on elementary
reactions of order at most 2. Table 2 shows the propensity
functions for each of these reactions.

For a given reaction, the stochastic reaction rate con-
stant c′ is generally not equal to the deterministic reac-
tion rate constant c although they are closely related.
This is because, in the stochastic case, X(t) is a vector
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Table 2 Propensity Function λ�x� for Zero-, First-, and Second-Order

Reactions That Follow Mass-Action Kinetics

of integers representing molecule counts in a reaction
volume, whereas, in the deterministic case, X(t) is a
vector of concentrations, so the reaction volume is already
accounted for. Table 3 shows the relationship between the
deterministic and stochastic reaction rate constants.

As defined, the vector stochastic process {X(t)}t≥0 is
a continuous-time discrete-state Markov process. It can
be compactly described using independent unit-rate
Poisson processes {Yk(t)}m

k=1, following Kurtz’s random
time-change formulation [27]

X(t) = X (0) +
m�

k=0

Yk

� t

0

λk (X (s)) ds

�
· sk.

This formula suggest one way to generate sample trajecto-
ries of the stochastic process {X(t)}t≥0 [28]. Other equiv-
alent methods for generating sample trajectories include
Gillespie’s stochastic simulation algorithm (SSA) [18],
[25]. Aside from generating sample paths, one is often
interested in computing the probability mass function
{p(x, t) : x ∈ Z

n
+} for different times, t. This func-

tion evolves according to Kolmogorov’s forward equation,
which is usually referred to in the chemical literature as
the chemical master equation (CME) [29]

ṗ (x, t) =

m�
k=1

p (x − sk, t)λk (x − sk) − p (x, t)λk (x)

which holds ∀x ∈ Z
n
+. Here, p(x, t) is taken to be

0 whenever x �∈ Z
n
+. Note that the CME defines one

linear differential equation for each x in the state space,
Z

n
+. Since the subset of Z

n
+ where p(x, t) �= 0 is often

infinite, one has to solve an infinite set of linear differential
equations to compute the probability mass function. One
can judiciously truncate the state space to get a finite linear
system that can be solved. If done properly, the truncated
system can give error bounds to the truncation error. The
finite state projection (FSP) method shows how this can be
done [30], [31].

Alternatively, one may be interested in computing the
statistical moments, E[Xi(t)], of the process {X(t)}t≥0.
Such moments evolve deterministically, according to ODEs
that capture the moment dynamic equation. The dynamics
of the first moments are given by

Ė [X(t)] = SE [λ (X(t))]

where λ(x) = (λ1(x), . . . , λm(x))T is the vector of reaction
propensity functions. For the second moments, the dynam-
ics are described by

Ė

�
X(t)XT (t)

�
= E

�
Sλ(X(t))XT (t)

�
+ E

�
X(t)λT (X(t))ST

�
+E

�
S diag (λ(X(t)))ST

�
.

Note that these equations are generally not closed, i.e.,
the first-order moments will depend on the second-order
moments, which will, in turn, depend on the third-order
moments, and so on. This makes these equations difficult
to solve. To address this problem, several moment-closure
methods have been suggested in the literature [32]–[34].
These methods express higher order moments as func-
tions of lower order ones based on certain assumptions
about the statistics of the process being described. The
resulting moment equations will be closed and can be
solved numerically. However, the solution remains approx-
imate, and the error depends largely on the validity of
the assumptions made. Fortunately, when the propensity
functions are affine, λ(x) = λ0 + Λx, as would be the
case when the reaction network has only zero-order and
monomolecular reactions, the moment equations simplify
considerably: they become closed and linear. Indeed, for
affine propensities [35]

Ė [X(t)] = Sλ0 + SΛE [X(t)] .

The second moment equations simplify in a similar man-
ner. Instead of giving these here, I will instead show the
equations of the covariance matrix Σ = E(X − E[X])

E(X − E[X])T

Σ̇ (t)=SΛΣ(t)+Σ (t) ΛT ST + S diag (λ0 + ΛE [X(t)]) ST .

Note that the mean and covariance equations above are
linear and can be readily solved analytically.

VI. B I O L O G I C A L C H A S S I S
As the basic unit of life, a cell can be viewed as a factory
that processes energy and materials (see Fig. 5). It takes
in nutrients in the form of sugars, amino acids, and fatty
acids and then breaks them down, through the process

Table 3 Relation Between the Deterministic Reaction Rate Constant, c,

and the Stochastic Rate Constant c ′. Ω Is the Reaction Volume, e.g.,

Volume of the Cell
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Fig. 5. Different facets of the living cell. A cell can be viewed as

an efficient factory, taking in raw materials in the form of nutrients,

breaking them down into small molecules, and generating energy

that is subsequently used for building complex large molecules. The

living cell can also be viewed as a sophisticated

command-and-control center: it senses a multitude of dynamic

signals from its environment, transduces these signals, processes

them through signaling pathways, and then passes the processed

signals to gene regulatory networks for information integration and

decision-making. Making the correct decision is essential for the

survival of the cell itself or the multicellular organism that it may be

part of. The two facets are strongly interrelated, and together, they

present a unique biological context within which synthetic circuits

function. This, in turn, introduces design considerations that are

quite unique to biological circuits.

of catabolism, into small molecules and energy sources,
e.g., ATP . Then, through the process of anabolism, the cell
expends energy to combine some of the small molecules
into macromolecules that perform the cell’s most complex
functions. The combination of catabolism and anabolism
defines the cell’s metabolism, a process that is highly
regulated using a multitude of enzymes controlled by gene
regulatory networks. It is interesting to reflect on the archi-
tectural features of metabolism. The process takes in a very
large variety of nutrients and converts them into a much
smaller variety of small molecules and energy carriers,
which are subsequently converted into a huge variety of
macromolecules. This architecture has been compared to
a “bowtie,” which is large at both ends but small in the
middle at the “knot.” This is an important architectural
feature of metabolism where control is heavily focused on
the middle part [36].

The cell can alternatively be viewed as an information
processing unit that senses information from the outside
and transduces that information into chemical signals
that travel through signaling pathways where they are
processed and used to drive complex gene expression net-
works (see Fig. 5). The resulting gene expression pattern
determines the set of actions that the cell takes in response
to the external and internal states. Possible actions include
moving, dividing, growing, differentiating, or even com-

mitting suicide (apoptosis). Yet, other cellular decisions are
made through the faster protein–protein interaction net-
works without requiring gene expression that takes place
at longer time scales. This is not unlike layered control
system architectures in engineering, which employs slow
and global control at high layers and fast, local control at
lower layers.

The two facets of the cell just described are far from
being independent of each other. Information processing,
as well as gene expression in general, hinges on the avail-
ability of sufficient energy and materials made available by
cellular metabolism. At the same time, cellular metabolism
relies on the cell’s signal processing and gene expression
networks for finding nutrients and producing the necessary
enzymes needed to metabolize them. The engineering of
novel genetic circuits must contend with this biological
context and its underlying layered architecture. Such con-
text is quite unique to biology, and it brings challenges
that must be addressed with new solutions that are forged
specifically to deal with the biological substrate.

A. Challenges for Building Synthetic Circuits
In spite of the availability of efficient genetic engineering

tools, the practical realization of even simple controller
designs demands that many practical challenges peculiar
to the cellular environment be confronted.

Indeed, the environment within the living cell is quite
distinct from those in which more classical engineering
control systems operate. This calls for the creation of novel
control methods and tools that are designed specifically
for living cells. Next, I will briefly outline some of the
main difficulties facing genetic control system design and
implementation. I must hasten to add that, while many of
these challenges are unique to biological circuits, others
are not restricted to genetic controller design but are also
faced by designers of nonbiological circuits and systems.

1) Positivity of Variables: Biomolecular reactions and the
networks that they form are the dynamical systems that
underlie cellular function. In such systems, the variables
are species concentrations, which are always nonnegative
quantities. This is a fact that any genetic circuit, whether
natural or synthetic, must contend with. Simple and com-
plex computations alike must be realized using positive
variables, which adds a major constraint that has to be
respected by any engineered circuits. We will see this
firsthand later on in this article, when I discuss synthetic
integral feedback systems.

2) Unknown and Uncertain Controlled Network: Despite
our ever-increasing understanding of cellular network
interconnections, it is inevitable that key players and inter-
actions will be missing. This results in models of cellular
behaviors that are incomplete, both in terms of topology
and parameters. While model and parameter uncertainty
are common in typical control engineering applications,
the extent of this uncertainty is typically much bigger
in models of cellular systems. This is due to their sheer
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complexity and the lack of measurement devices of the
resolution and accuracy of those available for nonliving
engineered systems. Nevertheless, similar to more tradi-
tional control applications, model and parameter uncer-
tainty make feedback control an effective strategy for
achieving robust regulation [37].

3) Stochastic Cellular Noise: As mentioned earlier, chem-
ical reactions in a living cell are inherently stochastic [38].
Within the cell, the times when chemical reactions fire are
random, a fact that becomes significant when the reacting
species (e.g., metabolites, DNA, mRNA, and proteins) are
present in low copy numbers. In the presence of such
scarcity, the resulting randomness cannot be overcome by
the law of large numbers, and the consequences are both
measurable and consequential. As mentioned previously,
this intrinsic noise manifests as random fluctuations in
the abundances of reacting species over time and is a
key contributor to cell-to-cell variability among otherwise
identical cells [23].

4) Context Dependence: Context dependence refers to a
host of conditions that are responsible for differences in
the specific state in individual cells. These may include the
cell’s local microenvironment, internal cellular resources
(e.g., ATP, RNAP, and ribosome abundances), amount of
genes delivered (gene dosage), growth conditions, specific
state of the cell cycle, and so on [39]. This context
dependence presents challenges that are quite unique to
biological circuits. Overcoming these challenges requires
new design strategies that often depart from those used in
the design of electronic circuits.

5) Resource Sharing: When synthetic circuits are genet-
ically engineered into living cells, such circuits must share
the host cell’s resources to express their genes and realize
the designed synthetic network. Such resource sharing
introduces a dynamic coupling between the designed syn-
thetic components themselves and the host cell’s natural
circuits [40]. Such a coupling, if significant, can interfere
with the cell’s behavior and lead to unpredictable func-
tionality of the engineered gene circuit. Genetic engineers
must pay close attention to such effects and must design
their circuits so that they do not have a large “resource
footprint.” As we will see later, regulatory circuits can also
be designed to mitigate some of the burden resulting from
resource sharing [41], [42].

6) Loading Effects and Modularity: When interconnect-
ing molecular circuits and devices, the constituting mole-
cules of these systems interact creating a loading effect,
much like that seen when interconnecting two electric
circuits. The effective influence of the interconnection on
the dynamics of the individual circuits has been referred to
as retroactivity [43]. As with electric circuits that do not
have infinite-input/zero-output impedances, retroactivity
makes the dynamic behavior of the connected devices dif-
ferent from their behavior in isolation. This, in turn, makes
systematic modular design and scale-up more challenging.

To recover modularity, biological insulator circuits and load
drivers have been proposed [44]. However, it remains to
be seen whether strict modularity should be a goal of bio-
circuit designers. A yet-to-developed alternative approach
that embraces retroactivity and works with it may lead to
more flexible and less costly designs. This seems to be more
in line with the way natural biological circuits function.

7) Crosstalk: Unlike electric circuits where signals can
be sent through wires that act as conduits for information
transmission, targeted communication between different
species must rely on the specificity of their interaction.
Nonspecific interactions are a recurring theme inside the
living cell, leading to crosstalk effects between different
signaling pathways and subsystems. In the face of such
crosstalk, biomolecular circuit design becomes more chal-
lenging. Careful selection of parts and robust designs that
explicitly account for extraneous signals can help over-
come the effect of crosstalk.

8) Mutational Escape: This is one of those challenges
that have no analog among electric circuits. De novo
engineered genetic circuits inevitably add some burden to
the host cell. If this burden is big enough, it will end up
slowing the growth rate of the host cell. Starting with an
entire population of such engineered cells, the problem
will not be apparent at first. As cells grow and divide,
random genetic mutations take place, and occasionally,
one of those mutations will affect the genetic circuit of
one cell, knocking its designed circuit out of function.
Free from the added burden of the designed circuit, this
cell along with its progeny will grow slightly faster than
the rest of the population and, hence, will gain a small
fitness advantage. Given the exponential growth rate of
cells, even a slight growth advantage will quickly make
this mutant subpopulation take over the entire population.
The result is a cellular population devoid of the designed
circuit. Strategies for overcoming mutational escape and
designing evolutionarily robust circuits are beginning to
emerge [45].

VII. D E S I G N I N G S Y N T H E T I C C O N T R O L
S Y S T E M S
A. Synthetic Negative Feedback Circuits

There are many benefits of negative feedback besides
robustness to parameter variations. Negative feedback
endows a system with robustness to dynamic uncertainty.
It can also be used to linearize the response characteristics
of a nonlinear system. This is particularly evident when the
feedback causes the output of the circuit to track its input
perfectly, as we will see later with integral feedback. The
linearizing effect of negative feedback was demonstrated
experimentally in [46], where it was shown that autoregu-
lation linearizes the steady-state input–output map (dose
response) of otherwise nonlinear response. This is not
unlike the action of negative feedback in an amplifier,
where the feedback reduces the effect of nonlinear gain
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Fig. 6. Selected examples of genetically engineered negative feedback circuits. (a) Engineered negative feedback control system in E. coli

designed to counteract gene expression burden. When burden is sensed, target genes are repressed, bringing down the burden level.

(b) Negative feedback control circuit in yeast that uses a nonnatural protein in the feedback loop. The circuit was demonstrated to reject

disturbances, e.g., perturbations to protein Z. (c) Mammalian cell that has been engineered to sense glucose and secrete insulin in

proportion to sensed glucose. When implanted in mice, the closed-loop negative feedback system was shown to mitigate glycemia in Type I

diabetic mice.

distortions, making the input–output characteristics more
linear [47].

Negative feedback can yield improved step response
dynamics, resulting in closed-loop circuits that respond
faster to a step input than ones that reach the same
steady-state output level with no feedback [48]. This is
achieved by exchanging high gain with speed. In [49],
genetically engineered metabolic feedback dramatically
shortened the rise time of metabolites, decreasing it by as
much as 12-fold.

Yet, another benefit of negative feedback for genetic
circuits derives from its ability to reduce the impact of
intrinsic cellular noise. This was demonstrated experi-
mentally in the year 2000 by the first synthetic negative
feedback circuit [13]. The gene circuit consisted of a
self-regulated gene (its output repressed its own input)
whose output can be measured by using a fluorescent
protein tag. Using such measurements, it was shown that
negative feedback reduces the variance of the output,
as can be seen when comparing the output distribution of a
large number of genetically identically autoregulated cells
with that of a different set of cells lacking autoregulation.
The mechanism of noise suppression using feedback was
also theoretically addressed in [38], [50], and [51].

Negative feedback can also facilitate effective reference
tracking. Hsiao et al. [52] used synthetic protein scaffolds,
for achieving concentration tracking through negative
feedback. The input to the circuit triggered scaffold pro-
duction, which, in turn, resulted in the production of an
inhibitory antiscaffold protein, closing the feedback loop.
This tracker circuit was demonstrated to achieve protein
concentration tracking in E. coli.

The transactivator (TA) function as input actuator is
critical for activating gene expression in mammalian cells.
When the number of plasmids carrying these TAs varies,
so will the protein output of the gene being activated. If the
plasmid number reaches high levels, the cell will become
burdened by the TA expression, and the maximal output

achievable will be reduced. Using microRNAs to impose
negative feedback at the posttranscriptional level, it was
shown in [53] that such feedback provides robustness to
TA dosage variability, reducing the burden and increasing
the maximum achievable protein output.

Gene expression burden is a frequent problem facing
genetic circuit designers, and methods for its mitigation
often rely on the use of negative feedback. Fig. 6(a) shows
one such circuit, which was reported in [54]. The authors
used a promoter that was activated by burden and used
it to function as a burden biosensor. When the burden is
sensed, the promoter drives the expression of a CRISPR
single-guide RNA (sgRNA) [55], which was designed to
bind to a specific target region on the promoter of a gene
thought to be burdensome. The expressed sgRNA binds to
a constitutively expressed repressor protein, called dCas9,
and “guides” it to bind to the target promoter region,
thereby repressing the expression of the burdensome gene.
When the burden state of the cell improves, the sgRNA
will be downregulated, and the expression of the target
gene will be relaxed. Thus, negative feedback mitigates
the impact of the burden by regulating the expression
of burdensome genes. Different concepts for mitigating
burden using negative feedback circuits were also reported
in [53] and [56]–[58], among others.

Rejection of exogenous disturbances is a hallmark of
robust systems—a desirable feature that can be realized
with negative feedback. Fig. 6(b) shows one such neg-
ative feedback applied to the mating pathway of yeast
cells [59]. The pathway activity, which is regulated by
a protein regulator (B in the figure), is measured by an
output fluorescent protein. The same transcription factor,
Z, which activates the output also activates the expres-
sion of a protein called “Key.” The regulator protein B is
fused to a cage protein hiding a degron. When exposed,
degrons recruit the cell’s machinery to degrade themselves
and the proteins that they are fused to. The expressed
Key protein unlocks the hidden degron, exposing the
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regulator-cage-degron complex to degradation and, in the
process, downregulating the expression of the output (and
Key) in a negative feedback fashion. This negative feed-
back circuit was shown to reject disturbances in the form
of externally induced changes in the creation/removal of
Z. An interesting aspect of this circuit is that the key-cage
proteins were not natural to a living cell; they were instead
designed using protein engineering methods [60].

A vast number of human diseases are caused by a
breakdown in homeostasis, the regulation achieved by
the body’s own control systems. One example is Type I
diabetes, where the patient’s own immune system attacks
the body’s blood glucose controllers, the beta cells. In this
next example shown in Fig. 6(c) and reported in [61], the
authors engineered mammalian designer cells to provide
closed-loop glycemic control to restore homeostasis for
Type I diabetic mice. Unlike the negative feedback cir-
cuits discussed so far where the closed-loop systems were
contained in their entirety within the confines of single
cells, here, only the feedback controller was engineered
within the cell, with the remaining part of the system being
the entire blood volume of the animal. The implanted
cells were engineered to sense the extracellular glucose
concentration. In response to high glucose concentrations,
the cells activated the expression of a synthetic insulin
gene, whose insulin product was then secreted out of the
cell. Once in the blood, insulin acted on the body’s glu-
cose metabolism to bring down the glucose concentration.
This negative feedback loop was shown to restore glucose
homeostasis in diabetic mice.

The examples I have selected above demonstrate the
diversity of benefits that genetically engineered negative
feedback can confer, as well as the wealth of different
problems that it has solved. The list is not comprehensive
and serves only as a sampling of the growing literature on
synthetic negative feedback circuits (see [62]–[66] among
several others for additional implementations).

B. Engineering Robust Controllers With
Feedforward Control

One control motif that has been discovered repeatedly
in natural systems is the so-called feedforward motif [48],
[67]. There are several types of feedforward motifs, but
they can generally be divided into two classes: coherent
and incoherent. Feedforward motifs include two paths that
start from the input and converge to produce the output,
and the difference between the two classes of feedforward
motifs is related to the coherence of the sign of the action
of each. If an increase in the input leads to activation
(positive action) of the output by both paths, then the
feedforward is said to be coherent. If, on the other hand,
an increase in the signal leads to activation of the output
by one path and repression by the other, then the two
paths have opposing (incoherent) effects on the output,
and the underlying topology is called incoherent feedfor-
ward. Here, I will focus on one class of motifs, the type

Fig. 7. Network topology of an iFFL. The node u acts as an input

node, which activates the output node y. u also activates an

intermediate node x, which, in turn, represses y. The activation and

repression actions on y are usually delayed, so the effect of the

topology on the input–output behavior can be better seen by looking

at the dynamics of y. If the opposing actions are balanced at steady

state, the output adapts to changes in the input u.

1 incoherent feedforward loop (iFFL) motif. A prototype of
this regulatory motif is shown in Fig. 7. As can be seen in
the figure, the input is u, and the output is y. A direct path
positively connects u to y, while a second path positively
connects u to an intermediate variable x, which then
inhibits y, resulting in a negative connection from u to y.
Of course, there are many different implementations of this
motif, depending on the species that realize u, x, and y,
and the mechanisms by which activation and repression
take place.

At a first glance, it may seem that having two incoherent
paths connecting the input to the output is, well, inco-
herent. The resolution of this paradoxical implementation
lies in the dynamics, where some paths take their action
faster than others, with the delay serving a useful role. The
antagonistic actions of both paths also serve to mitigate
the effect of input changes on the output at a steady
state, a useful property, as we will see in the following.
This is not unlike forward control loops used by control
engineers in the process industry, where measurements of
a disturbance that adversely affects the process output are
reintroduced into the forward path in the negative phase
in order to counteract the direct effect of the disturbance
on the output.

One of the benefits of the iFFL and all the other feedfor-
ward motifs is that, when realized with dynamically stable
subsystems, dynamic stability is not an issue of concern,
as the overall system will be stable. This is in contrast
to feedback motifs in which dynamic stability must be
carefully considered, as the closed-loop feedback system
can become unstable even when all its subsystems are
stable. I will next examine some of the regulatory benefits
of this iFFL motif, which could explain why this motif is
so prevalent in natural circuits and why it has been the
subject of several synthetic implementations.

1) iFFL Can Speed Up the System Response: Consider the
iFFL circuit in Fig. 8. The input u can be thought of as
resulting from an external signal from outside the cell
that has been sensed by a receptor on the cell surface
and transduced by a signaling pathway leading to the
activation of the input molecule u that acts as an activator.
For the purpose of the analysis, we can think of u as the
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Fig. 8. (a) Simple iFFL circuit. An external signal is sensed by the

receptor and transduced to activate a transcription factor, u, which

is considered as the circuit input. Itself an activator, u turns on

expression of Gene x and Gene y. The product of Gene x is a

repressor that counteracts the effect of u on the expression of y,

which reaches a steady state that depends on both activation and

repression strengths. Since the activation by u is immediate, while

repression by x is delayed, the expression of y proceeds rapidly in

the beginning and then comes back down after the concentration of

the repressor y builds up. (b) Speed up in response rise time in

comparison to a direct activation by y where Gene x is not present.

To reach the same steady-state value in both cases, the

transcription rate must be higher in the case of iFFL circuit (ρ � 3.78

for iFFL versus ρ � 1 for simple activation). The remaining

parameters are α� 1, γ1 � γ2 � 1, x � 1, and k � 0.36.

independent input of the network. u activates two genes:
Gene-x and gene-y. Gene-y expresses a protein y, which is
the output of the system, while gene-x expresses an inter-
mediate protein, x, which functions as a repressor of gene-
y. The circuit clearly functions as an iFFL. A dynamical
model of this circuit is given by

ẋ = αu − γ1x

ẏ = ρ
uk

k + x2
− γ2 y.

Here, gene expression was modeled in one step, for
simplicity. It can be seen that u increases the expression
rate, while x decreases it. Upon a change of the input
from 0 to 1, it can be seen that expression rises quickly
due to the direct activation by u, while the repression
by x initially remains low. Once x builds up sufficiently,
it starts repressing gene expression, bringing it back to a
steady state that is a balance of activation and repression.
In contrast, one can imagine direct activation of y by u

with no intermediate species x. For y to reach the same
steady state as in the iFFL case, the transcription rate
needs to be lower, which means that the initial rate of
increase of y must necessarily be slower. In this way,
the iFFL can be used to speed up the response of y to
input u. An experimental study of this speedup can be
found in [68].

2) iFFL Motif Exhibits Adaptation Properties: Since the
iFFL combines activation with repression, it has the

potential to achieve adaptation by compensating for
changes in the input or other parameters shared by its
two opposing paths. Consider the iFFL circuits in Fig. 9,
which represents synthetic gene circuits that have been
built and tested. The circuit in Fig. 9(a) depicts a sim-
plified microRNA-based iFFL circuit. Such circuits were
engineered in [41], [53], [69], and [70] to demonstrate
different aspects of adaptation. A microRNA is a small
single-stranded RNA that binds to a specific mRNA with
a complementary sequence and induces its degradation.
MicroRNAs are also transcribed by RNAPs, but, unlike
mRNA, they do not code for proteins; therefore, instead
of being translated, they are processed and prepared for
their function as posttranscriptional regulators. The circuit
in Fig. 9(b) represents a similar iFFL motif, except that the
protein product, x, of the first gene is an enzyme, called
riboendonuclease, which binds to the mRNA coding for
protein y and cleaves it, thereby preventing its translation.
This synthetic circuit was recently engineered in [42].
To understand some of the adaptation features of these
two circuits, I will examine a simplified model of the first;
the analysis of the second circuit is similar.

For the microRNA circuit, a basic model is given here

ẋ = f (u) − γxx

ṁy = f (u) − γmymy − ηxmy

ẏ = kymy − γyy

where u(t) is the concentration of the input protein u, x(t)

and y(t) are the concentrations of microRNA x and protein
y, and my is the mRNA for y. The transcription rate f(u)

is taken to be a monotonically increasing function of the
input, u. f(·) will also depend on other parameters, such
as the amount of genetic material encoding the genes (e.g.,
plasmid copy number). This amount frequently varies from
one cell to the next, leading to cell-to-cell variability in the
transcription rate. To see the impact of such variability on

Fig. 9. iFFL implementations in mammalian cells. (a) Network that

implements an iFFL using a microRNA as the intermediate

variable x. The microRNA binds to the mRNA of y and degrades it.

This circuit was demonstrated to mitigate burden and plasmid copy

number variability [41], [53], [69]. (b) Similar network, except that

the intermediate node is a protein called riboendonuclease that

degrades the mRNA of y. The network was shown to mitigate gene

expression burden [42]. Because it is the protein that performs the

degradation, one expects that this circuit should help mitigate

variations in the translational resources (e.g., variation in ribosome

copy numbers).
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the output, let us examine the steady-state value of y

yss =

ky

γy
f (u)

η
γx

f (u) + γmy

.

From this, it can be seen that, when f(u) is sufficiently
large (e.g., f(u) � γmy γx/η), the output yss will be insen-
sitive to the transcription rate f(u) and, hence, to varia-
tions in the genetic template. This was indeed observed in
synthetic circuits, implementing this iFFL loop [53], [69].

Another source of variability is in gene expression
resources. For example, in the case of transcription, the
amount of RNAP may vary from one cell to the next,
or it may vary over time in the same cell, as other genes
are turned on siphoning RNAP away for this circuit. The
problem of limited resource sharing is one of the common
problems facing synthetic circuit designers, as it introduces
unwanted couplings between the expressions of differ-
ent genes. In this circuit, the function f(·) captures the
dependence of transcription on transcriptional resources.
As with the genetic template variability, changes in the
transcriptional resources will be buffered by this circuit for
large f(u). This is the rationale for building this circuit and
using it for burden mitigation in mammalian cells [41].

In light of the above discussion, it is not difficult to see
that the iFFL motif can achieve robust perfect adaptation
(RPA). In fact, if γmy = 0, then yss will be indepen-
dent of u, and the previous two designs can achieve
RPA with yss = (kyγx)/(ηγy) for the first circuit and
yss = (kyγxγmx )/(ηkxγy) for the second. Other iFFL
circuits that achieve RPA have been studied in the lit-
erature. Two examples include the sniffer network [71]
and a fold-change detection circuit [72]–[74]. These cir-
cuits differ in their mechanism of inhibition, with one
circuit repressing the expression of the output, while the
other enhancing its degradation, but they converge in that
their outputs depend only on network parameters but not
on their input. Finally, I mention that, depending on its
implementation, the iFFL motif can exhibit noise buffering
properties as well [75]–[77].

3) Other Implementations: Aside from the synthetic iFFL
implementations mentioned above, in [78], iFFLs were
engineered into E. coli promoters using transcription-
activator-like effectors (TALEs), resulting in similar gene
expression in different genome locations and plasmids
in spite of gene copy number variability. A synthetic
implementation of the iFFL motif was also successfully
built and tested in a cell-free system (in vitro) and living
cells [79]–[82]. The in vitro circuit in [79] exhibited per-
fect adaptation and another property called, fold-change
detection, whereby the output signal is invariant to positive
scalar multiples of the input—a property that some living
cells use to respond to relative, rather than absolute,
change in their input, which gives them a large response
range.

C. Engineering Robust Controllers

Thus far, the negative feedback examples that I dis-
cussed employed finite-gain in their feedback path. While
such feedback has tremendous benefits as seen previously,
it generally does not result in zero steady-state tracking
errors to constant reference inputs nor does it guarantee
that constant disturbances are rejected perfectly. In both
cases, a steady-state error will persist. Furthermore, this
error will depend on the network topology, changing in
either direction as the network or controller parameters
change. One can make the error smaller, by increasing the
feedback gain, but, aside from being difficult to achieve at
the molecular level, high-gain feedback can have undesir-
able consequences, such as instability and poor dynamic
performance. In control engineering, these problems are
solved by introducing an integrator in the controller. The
integral controller can be viewed as delivering infinite
gain at zero frequency, which completely gets rid of the
steady-state error. At the same time, the introduced gain
decreases with increased frequency and can be arranged
to be sufficiently small at higher frequencies, so it does not
promote instability.

Integral feedback has been discovered in many bio-
logical systems functioning at different levels and time
scales. The first paper to identify integral feedback in
living cells was [83], which showed that such feedback
was the main mechanism for achieving robust adaptation
in bacterial chemotaxis in E. coli [84], [85]. Since then,
integral feedback was discovered in the regulation of
intracellular osmolarity [86], [87], sigma-70 activity [88],
ammonia uptake [89], temperature control [90], copper
and zinc homeostasis [89], iron homeostasis [90], calcium
homeostasis [91], and glucose uptake in growing cancer
cells [92]. The main question that I will focus on next is
how to genetically engineer integral feedback so that one
can exploit its remarkable robustness benefits in synthetic
biology. I will start by posing the robust tracking and
disturbance rejection problem at the molecular level, and
then, I will show how a form of integral feedback provides
a solution to it.

1) Robust Steady-State Tracking and Disturbance Rejec-
tion: Given an uncertain intracellular system (the plant
network) shown in Fig. 10, the system evolves according to
stochastic dynamics arising from the stochastic biochemi-
cal interactions of its molecular constituents (see Section V-
B). It is assumed that the network can be actuated only
by activating X1, the control input species, using only
measurements of the output species XL. Find a feedback
interconnection of stochastically interacting species (con-
troller network) so that the following requirements are
met.

1) The closed-loop interconnection of the intracellular
network and the controller network is ergodic (ergod-
icity is a notion of stochastic stability).

2) The regulated variable, XL, tends asymptotically to
the reference setpoint r, i.e., E[XL(t)] −→ r as

Vol. 110, No. 5, May 2022 | PROCEEDINGS OF THE IEEE 645



Khammash: Cybergenetics: Theory and Applications of Genetic Control Systems

Fig. 10. RPA problem setup. Given (a possibly uncertain) network

of stochastically interacting cellular species X1, . . . ,XL, which we call

the plant. Find a controller network of interacting species that take

the regulated variable XL and a reference signal r as inputs and

feedback an output signal that actuates the plant through its input

X1 such that the closed-loop system achieves stability (suitably

defined), and the mean value of the regulated variable follows the

set point asymptotically in spite of constant disturbances,

parameter shifts, or network perturbations that maintain the

stability of the interconnection.

t −→ ∞, in spite of constant unknown external
disturbances and network perturbations that leave the
closed-loop system ergodic.

The state space of our system is Z
N
+ , where N is the

sum of the number of controller species and plant species.
Here, ergodicity of the network simply means that the
closed-loop system has a unique stationary distribution
over the state space to which all initial distributions con-
verge [93].

In the systems biology literature, when the output of a
system of interest that is subjected to a constant input (e.g.,
external disturbance) responds to a sudden change in the
value of that input by returning to its prechange level, the
system is said to achieve perfect adaptation. When perfect
adaptation is robust to certain perturbations, the system
is said to achieve RPA. It is important to note that the
perturbations to which the adaptation property is robust
must be specified. With this in mind, I will take robust
perfect adaption to mean robust steady-state tracking and
disturbance rejection as defined above, and I will use this
terminology going forward.

2) Antithetic Integral Control: A solution to the above
problem was given in [88], where a simple controller
topology was shown to provide the desired RPA. This
controller consists of two species and four reactions, which
together perform four different functions (see Fig. 11).
These reactions are

XL
θ−→ XL + Z2 (sensing reaction)

Z1
k−→ Z1 + X1 (actuation reaction)

∅ μ−→ Z1 (setpoint reaction)

Z1 + Z2
η−→ ∅ (computation reaction).

The corresponding dynamical equations for the mean of
Z1 and Z2 of the controller are given as follows:

Ė [Z1] = μ − ηE [Z1Z2]

Ė [Z2] = θE [XL] − ηE [Z1Z2] .

Subtracting the two equations gives

Ė [Z1] − Ė [Z2] = μ − θE [XL]

or equivalently

E [(Z1 − Z2) (t)] =

 t

−∞
(μ − θE [XL (s)]) ds

and hence, this network topology realizes integral feed-
back control. The topology was called antithetic integral
control (AIC) owing to the antagonistic role that the
two species Z1 and Z2 play. Note that, given ergodicity,
at steady state, we have

E [XL] =
μ

θ

Fig. 11. Antithetic integral feedback controller. The figure shows

the simplest network that solves the RPA under the closed-loop

stability assumption. The controller network has two species: Z1 and

Z2. The rate of production of Z2 is a proportional function of XL, and

hence, Z2 acts as a sensor of the abundance of the regulated

variable. Z1 is produced at a rate μ, and it serves as an actuator by

activating X1. The loop is closed when Z1 and Z2 mutually sequester

(or annihilate) each other through the reaction Z1 � Z2 −→ ∅. The set

point to which the output will converge is given by μ/θ. The network

is an implementation of integral feedback control.
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Fig. 12. Left: antithetic integral controller in feedback with a gene

expression process. The average protein levels are guaranteed to

converge to μ/θ in the steady state. Right: results of numerical

simulations showing the dynamics of the mean of all closed-loop

states before and after a perturbation is applied. It can be clearly

seen that the output adapts perfectly to a 100% increase in the

parameter γr. The plotted trajectories are estimates of the true

mean values computed by taking the mean of 8000 sample paths

generated using Gillespie’s SSA. The parameters used in the

simulation are given as follows: μ � 3, θ � 1, kr � 1, kp � 2, γr � 3,

γp � 1, k � 1, and η � 50.

independent of the network topology or external constant
inputs. The robustness of this antithetic integral controller
can be seen in Fig. 12 where it is used in feedback to
control a simple gene expression network. For the para-
meters chosen, the setpoint is r = 3, and it can be seen
that the output of interest E[X2] goes asymptotically to r

from its initial value of zero. When the parameter γr is
suddenly increased by a factor of 2 at time t = 25 and
maintained at this higher value, the output E[X2] returns
to r after a short transient. At the same time, the other
system variables automatically assume different values in
order to maintain the output at its desired level. The same
robustness to parameter variations can be seen if any other
parameters in the system are changed, with the exception
of μ/θ, which determines the setpoint value, and hence,
the output cannot (and should not) be robust to it.

3) Necessity of the Antithetic Motif: While the antithetic
integral controller can successfully achieve RPA, one ques-
tion that arises is what other controller architectures can
do the same. Indeed, it will be very desirable to provide
conditions for a candidate controller to achieve RPA. Going
further, it would be highly desirable to characterize all
molecular controllers that achieve RPA. It turns out these
questions can be answered in the case of stochastic dynam-
ics. In [94], simple necessary and sufficient conditions for
any controller to achieve RPA were derived. These condi-
tions were used to arrive at the striking conclusion that
any controller that achieves RPA in the stochastic setting
has to embed within its topology an antithetic motif. More
precisely, the molecular species of any such controller can
always be partitioned into three distinct classes: C +, C−,
and C ∅, and there will be a reaction that combines one
of the species in class C + with another in class C− to
produce a product in the class C ∅. This latter class always
contains the empty set ∅ (see Fig. 13). In this way, all inte-
grators that achieve RPA when the dynamics are stochastic

must be of the antithetic type. Furthermore, the minimal
such controller contains two species, which corresponds
to the controller topology in Fig. 11. Finally, it must be
stressed that this result applies only when the network
has stochastic dynamics. If the dynamics of the closed-loop
interconnection were deterministic, the antithetic motif is
not necessary for RPA, as there will be other integrator
topologies that can also achieve this property. In fact,
I will shortly show several such deterministic integrators.
Nevertheless, the antithetic motif remains sufficient for RPA
in the case of deterministic dynamics.

4) Integral Feedback Controllers for Deterministic Net-
works: When the dynamics of the plant-controller inter-
connection network can be assumed to be deterministic,
several motifs are known to realize biomolecular integral
controllers. Fig. 14 provides a family of such controllers.
Some of these require only one species Z to be realized,
such as the P- and N-type zero-order-outflow controllers
(see [90] and the references therein) and the N- and P-type
autocatalytic controllers [74], [95], [96], while others
require two species, such as the N- and P-type antithetic
controllers [88], [94]. I use the descriptor N-type to refer
to a controller with negative gain at a steady state. Simi-
larly, P-type controllers are those that have positive steady-

Fig. 13. When the dynamics are stochastic, every controller that

achieves RPA must be of the antithetic type. All such controllers

have the topology shown in the figure, whereby the species can be

partitioned into three distinct molecular classes: “positively

charged,” “negatively charged,” or “neutrally charged” species.

Furthermore, a chemical reaction must exist that takes a positively

charged species and a negatively charged species into a neutrally

charged product species. The latter may be the empty set, in which

case the reaction is as an annihilation reaction, e.g., Z1 + Z2 −→ ∅.
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Fig. 14. Several biochemical reaction motifs that achieve integral

feedback. Provided a positive fixed point at which the closed loop is

stable exists, the interconnection will achieve RPA with the output

always converging to μ/θ in the limit. External constant disturbances

to the plant as well perturbations to its dynamics that do not change

the stability of the loop will be rejected perfectly at the output. Two

classes of controllers are shown, depending on the sign of their

gain. N-type controllers have negative gain so that the actuating

variable moves in the opposite direction of the sensed variable at a

steady state. P-type controllers have positive gains.

state gain. Stated differently, if an increase in the input of
the controller results in an increase in the abundance of the
controller’s output species (actuating species), I consider
this to be a P-type; otherwise, if the actuating species
abundance decreases, then the controller is designated
N-type. The sign of the gain of the controller is relevant
to the stability of the closed-loop network, as one would
expect that an overall negative loop gain is needed for
stability. For example, if the plant has a positive gain then
the feedback controller needs to be N-type to achieve
stability. However, a P-type can also be used in this case
if the controller output acts as a repressor on the plant
input, thereby ensuring that the loop has negative gain
[see Fig. 14 (right column)]. The integral motifs collected
here have been developed independently or discovered in
various natural systems. In [97], a systematic approach for
generating integral variables that are realizable with CRNs
was developed. I now show why these controllers pro-
vide integral action and achieve RPA in the deterministic

setting. It goes without saying that the plant must have a
positive fixed point at the desired reference values. I also
assume that the closed-loop system is stable when the
integrator is interconnected with μ and θ chosen so that
μ/θ equals the desired reference values. If this were not
the case, feedback in addition to the integrator should
be introduced to ensure stability, and I shall assume that
such feedback has already been absorbed into the plant
dynamics. I will focus on the P-type zero-order-outflow
controller; the others follow similarly. Here, the controller
has two reactions

XL
θ−→ XL + Z

Z μ−→ ∅ (zero-order).

The dynamic equations can be expressed as follows:

Ż = θXL − μ

which clearly shows that Z acts as an integrator. Indeed,

Z (t) =

 t

−∞
(θXL (s) − μ) ds

which, in turn, implies that XL(t) −→ μ/θ as t −→ ∞,
as desired. The zero-order kinetics reaction is an idealiza-
tion that breaks down for small Z, as it assumes that the
rate of removal of Z is constant regardless of its concen-
tration, Z—an assumption that can lead to negative Z.
Instead, the removal of Z is usually accomplished with an
enzyme following Michaelis–Menten kinetics, as follows:

Z
µ

k+Z−→ ∅

so that the corresponding ODE becomes

Ż = θXL − μZ

k + Z
.

When the concentration of Z is large relative to k, the
Z dynamics approximates the zero-order dynamics and,
hence, the ideal action of the zero-order-outflow integral
controller.

The reactions for the P-type autocatalytic controller are

XL + Z θ−→ 2Z

Z
μ−→ ∅.

Following the law of mass-action, the dynamics of the
species concentrations can be expressed as follows:

Ż = θXLZ − μZ.
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As long as the closed-loop has no stable fixed point with
zero Z-component, this will deliver integral action, and at
a steady state, XL = μ/θ.

In this section and the one before it, I have asserted
that the antithetic feedback motif is sufficient for realiz-
ing integral feedback in both deterministic and stochastic
networks, but it is only necessary for stochastic networks.
While we have proved this rigorously [94], here, I will
attempt to give an intuitive explanation for this. In molecu-
lar circuits that use molecular concentrations/abundances
as state variables, these variables are restricted to remain
nonnegative. This is in contrast to electric circuits, where
voltages and currents can assume positive and negative
values. Inevitably, negative quantities can be represented
as the difference between two positive quantities. The
antithetic reaction Z1 + Z2 −→ ∅ acts like a differencing
device. Indeed, if each of the species Zi is being produced
at a rate αi(t), the difference in concentration of the
two species, Z1(t) − Z2(t), is a proxy for the integral
of α1(t) − α2(t), which can be either positive or nega-
tive. Importantly, this continues to hold even if one of
the species’ concentrations goes to zero. Keeping this in
mind, let us now look at the other two mechanisms for
integration used in the deterministic setting: zero order
and autocatalytic. In the zero-order mechanism, a species
Z is being created at a rate α(t) and degraded at a
rate γ(t). Thus, the concentration of that species, Z(t),
is the integral of α(t) − γ(t). Note that this arrangement
only allows positive integral values, as the concentration
cannot go negative. Even if it can be arranged in the
deterministic setting (e.g., through dynamic stabilization)
that α(t) − γ(t) does not remain negative long enough
for the integral, and hence Z(t), to go negative, this can
never be achieved in the stochastic setting. Instead, the
population will go negative with probability one for each
trajectory owing to the inevitable fluctuations inherent in
the stochastic process. In the autocatalytic mechanism, the
production rate of Z is α(t)Z(t) (positive feedback), while
its degradation is γ(t)Z(t). Hence, Z(t) is the integral
of Z(t)(α(t) − γ(t)). In this setting, the population can
never go negative and will always stay positive in the
deterministic system. In contrast, in the stochastic setting,
the population of Z for each trajectory will go to zero and
stay there with probability one, breaking the integrator.

In biology as in engineering, designing integral feedback
controllers necessarily involves design tradeoffs. These
were studied in [98]–[100], where tools from control
theory, such as Bode’s integral formula, were employed to
shed light on the fundamental limitations in closed-loop
performance for molecular control systems that use the
antithetic integral feedback controllers alone. These stud-
ies also highlighted the inevitable design tradeoffs between
competing performance requirements, such as tracking
error, response speed, robustness, leakiness, and stability.

5) PID Controllers: While RPA through integral feed-
back is an important and highly desirable feature in the

Fig. 15. Molecular PID controller. When an integrator is placed in

the feedback loop of the unity system in the forward loop, a filtered

derivative can be realized. This can be augmented to a PI feedback

system to yield a PID controller with no constraints on the PID

parameters. See [102] for details on this and other PID designs.

regulatory synthetic circuit, it is not the only one. Good
transient response and noise reduction are features that
can be added on top of RPA to further enhance the per-
formance of a closed-loop system. As shown in [99] and
[100], there are, in fact, fundamental limits to what can be
achieved with antithetic integral feedback alone. In [98],
it was shown that augmenting the antithetic integral feed-
back with proportional feedback improves the dynamic
performance of the circuit and results in reduced noise
variance. In [101] and [102], molecular PID controllers
were proposed and analyzed. These studies showed that
such controllers can enhance the transient response and
reduce the effect of cellular noise while still achieving RPA.
In [102], a hierarchy of molecular PID controllers of dif-
ferent degrees of complexity was presented and analyzed.
Fig. 15 shows a fourth-order molecular PID design studied
in [102].

6) Synthetic Implementations: Ever since my student and
I discovered in the late 1990s that integral feedback is
the main mechanism for calcium homeostasis in mam-
mals [91], I have been intrigued with the possibility of
synthetically engineering integral controllers in living cells
using molecular interactions. The opportunity presented
itself when I started my own wet lab at ETH Zürich in
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Fig. 16. Antithetic integral feedback circuit in E. coli. The first

synthetic realization of an integral feedback controller in a living

cell [94], [103]. (a) Pair sigma/antisigma factors, SigW and rsiW,

which bind tightly realize the antithetic pair Z1 and Z2. The

expression of the sigma factor SigW is controlled by the external

inducer HSL, which modulates the activity of the activator luxR. The

expressed sigW controls the production of the regulated output, the

protein araC. To quantify the abundance of araC, a fluorescent

protein is also expressed at the same rate. Being itself an activator,

araC controls the expression of the antisigma factor rsiW, which,

in turn, binds SigW closing the feedback loop. A test circuit was

also engineered to introduce a persistent disturbance in the form of

a protease that degrades the regulated output along with its

fluorescent reporter. (b) Steady-state value of the regulated output

of the closed-loop system remains unchanged after increasing the

rate of output degradation by the protease. In sharp contrast, in the

open-loop circuit, the protease had a big effect on the output of

interest, degrading it to the point where its steady-state value was

about half its value before the protease perturbation was

introduced.

2011. In our first attempt, we set out to reconstitute
the natural calcium homeostasis integrator, which is a
zero-order-outflow integrator (see Fig. 14), but we failed.
As discussed in [104] where the physical constraints on
biomolecular integrator design were studied, the engineer-
ing of genetic integral feedback controllers faces several
challenges. Synthetic realizations of zero-order integrators
are confronted with difficulties related to the stringent tun-
ing requirements needed to implement zero-order kinetic
reactions in the desired dynamic range. At some point
in 2014, we thought that we had a functioning integral
controller, but, upon further analysis, we discovered that
we were seeing an artifact of crosstalk that was acting
in a feedforward fashion to reject just the right amount
of disturbance to make it appear as though our feedback
controller was achieving perfect adaptation—it was not.
The problem resisted a good solution, and frustration was
building up.

In the meantime, theoretical studies in my group
resulted in a very different mechanism for integral feed-
back, which appeared to have the added feature of being
resistant to noise [88]. This motif, which I called anti-
thetic feedback (see Fig. 16), presented a blueprint for
integral feedback implementations that did not rely on
zero-order kinetics. However, new challenges needed to

be overcome: we needed to engineer molecular species
that realize the function of the antithetic pair Z1 and
Z2. In particular, Z1 had to function as an activator (or
repressor depending on the design), and together, Z1 and
Z2 should annihilate, inactivate, or sequester each other
in a 1:1 stoichiometric ratio. Equally important, if the
engineered integrator were to be minimally leaky, these
two molecular species should have very low degrada-
tion rates in their free form. This would eliminate the
steady-state error that could result from leaky integration.
Moreover, degradation is not the only way to get leaky
integrators. Fast cell growth causes dilution of all cellular
species and has an effect on steady-state error similar
to degradation [94], [104], [105]. These effects can be
ameliorated by increasing the gain of the feedback loop
through suitable parameter choices or through additional
circuitry [66], [94], [105], [106].

In bacteria, mRNA typically has a short half-life (in the
order of minutes), making it much less suitable than pro-
teins for realizing the controller species Z1 and Z2. In con-
trast, proteins are far more stable, so it made good sense to
use proteins. Our search for suitable protein pairs settled
on two complementary proteins, called sigma/antisigma
factors [88], [107], which can be found in the bacterium
Bacillus Subtilis. SigW is a sigma factor that functions as a
transcription factor capable of activating gene expression
when not bound to its antisigma factor RsiW (see Fig. 16).
Thus, the two protein pairs make ideal candidates for real-
izing the reaction Z1+Z2 −→ ∅. Using this protein pair, we,
finally, had a functioning synthetic integrator that achieved
RPA with experimentally undetectable steady-state errors
in response to step disturbances. We reported these results
in bioRxiv in 2017 [103]. To the best of our knowl-
edge, this was the first synthetic implementation of a
biomolecular integral feedback controller in a living cell.
We then demonstrated the experimental utility of our
integral circuit by using it to achieve robust growth con-
trol. These results, together with rigorous proof of the
universality of the antithetic motif in the presence of
stochastic dynamics, appeared in the journal Nature in
2019 [94].

Another circuit implementation used small RNA (sRNA)
in E. coli to implement the sequestration reaction in the
antithetic motif [56]. Since mRNA has a significantly
shorter half-life than protein, small steady-state errors
could not be achieved without using high gain to coun-
teract the impact of leaky integration, resulting in “quasi-
integral” feedback. Yet, another circuit used sigma factors
to realize the antithetic integral motif in a cell-free system,
providing an in vitro demonstration of robust adaptation
using sigma factors [108].

Mammalian implementations of integral feedback con-
trollers are expected to have significant uses in mammalian
applications, such as in precise drug delivery. In 2020,
we reported on the design of a genetic antithetic inte-
gral feedback controller in mammalian cells [57]. The
controlled system exhibited robustness to disturbances
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in the form of a drug and to dynamic perturbations
that changed the plant’s topology. Proportional feedback
was subsequently added to this circuit and shown to
retain the adaptation properties and reduce the output
variance [109].

Finally, I mention that the sequestration/annihilation
reaction that is at the heart of the antithetic motif has been
used in synthetic circuits for purposes other than realizing
integral feedback. For example, it was proposed for cir-
cuit dose-response linearization [46], latch design [107],
concentration tracking [110], oscillations and bistabil-
ity [111], and as a comparator using sigma factors [112],
among other uses.

D. Control of Cell Consortia

Thus far, the network to be controlled and the controller
network resided in the same cell. Another approach is to
separate the two networks such that each resides in a
different cell strain. Thus, the cells in a population are
divided into “plant” cells and “controller cells.” The two
cell types communicate by excreting molecules that diffuse
in the medium where the cells grow and are subsequently
sensed by the cells of the other cell and often by the
same cell type as well. This enables the cells to close the
feedback loop (see Fig. 17). One advantage of this strategy
is to minimize the metabolic burden on individual cells,
as the closed-loop circuitry is divided between controller
cells and plant cells. The prospect of achieving feedback
regulation in multicellular consortia was analyzed com-
putationally in [113] and [114]. In [113], a computer
analysis of the use of antithetic feedback motif using
sigma/antisigma pair showed the feasibility of regulating
the population on an output species of interest. The con-
troller part of the circuit was subsequently tested exper-
imentally [112], while the entire closed-loop system was
tested using a hybrid cell/computer interface in [115].
The full closed-loop control using two cell populations
has not yet been achieved. In contrast, the regulation
objective in [114] was to explore the use of toxin/antitoxin
pairs to regulate the total cellular population and the
relative ratio between cell strains—an objective that was
successfully demonstrated using computational modeling.
Subsequent work demonstrated the role of interaction
network topology in bacterial population control [116].
Early experiments have demonstrated limited control over
cell density and composition achieved with narrow robust-
ness margins, prompting further analysis and improved
design [117].

More generally, one need not think of the two cell
populations shown in Fig. 17 as plants and controllers
but as agents that dynamically interact through diffusing
chemical signals. From this perspective, tasks other than
regulation can be achieved. These include genetic oscilla-
tion generation [118], robust coexistence [119], creation
of spatiotemporal dynamics [120], enhancing genetic sta-
bility [121], and majority sensing [122].

Fig. 17. How multicellular control is realized. Two populations of

cells are grown together with each population secreting diffusible

molecules that can be received and interpreted by the other

population. In this way, a feedback loop can be established among

the populations. This facilitates the regulation of the sizes of the

different populations and their respective behavior.

VIII. I N T E R F A C I N G C E L L S W I T H
C O M P U T E R S : I N S I L I C O C O N T R O L
O F G E N E T I C C I R C U I T S
Instead of realizing controllers in the living cell using cellu-
lar components, an alternative approach is to interface the
cells with digital computers where the control algorithm
is executed and used to drive cellular inputs to close the
feedback loop. For this to work, one needs the means
to measure the controlled quantity in the living cell in
real time, as well as ways to externally actuate cellular
processes that can drive the output of interest. The technol-
ogy for doing both has become available in the last decade
of the 20th century. The first was the discovery of fluores-
cent protein and its synthetic expression, and the use of a
fluorescent biomarker, which gives a direct way to measure
protein abundance in real time [123]. The second was the
development of optogenetic methods, which enabled the
engineering of cells that are light-responsive, whereby the
light drives cellular processes, such as activation of ion
channels [124] or gene expression [125], which, in turn,
drives the controlled variable of interest.

A computer-controlled cellular system functions by mea-
suring the output of interest, e.g., through instruments that
measure the fluorescence marker of the variable of interest,
and then passing these measurements to a computer where
the controller is running in real time. The output of the
controller, the control input, is converted into an electric
signal that drives a light source (e.g., LED) that shines light
onto the controlled cells, which have been engineered to be
light-sensitive (see Fig. 18). Depending on where the cells

Vol. 110, No. 5, May 2022 | PROCEEDINGS OF THE IEEE 651



Khammash: Cybergenetics: Theory and Applications of Genetic Control Systems

Fig. 18. Computer control of living cells. A feedback loop can be established to control living cells in real time by a digital computer. The

input to the cell can either be light that is delivered by a laser or an LED, or a chemical inducer delivered by a microfluidic device (not

shown). The measured output is typically fluorescence whose intensity is indicative of the controlled variable, e.g., protein concentration.

The cells are either controlled in bulk in a reaction compartment (e.g., a test tube or a bioreactor) or under the microscope, which enables

their independent control.

are kept during the control experiment, there are generally
two different approaches for cellular control. In the first
approach, the cells are grown in liquid culture in a test
tube or a bioreactor. In this case, light input is delivered to
the entire cell population, and measurement samples rep-
resent the statistics of the entire population, e.g., average
protein level. In this approach, effective feedback control
of the cell population, but not single cells, is possible
(see Fig. 18). In the second approach, the cells to be
controlled are kept under a fluorescent microscope that
continuously measures the fluorescence of individual cells
in the field of view. In this scenario, micromirror devices
can be designed to shine light precisely and independently
on different cells. This makes possible the simultaneous
and independent closed-loop control of a large number of
single cells.

In a microscopy platform, such as the one described
above, the cells are typically grown in microfluidics devices
that deliver the nutrients throughout the experiment. Since
microfluidics technologies enable the controlled flow of
fluids over cell populations, it is possible to use small
chemical inducers to actuate the controlled cells, instead of
light. In this way, cells that can respond to small chemical
inducers can be more readily controlled in feedback, as the
engineering of a light actuator is not required. However,
due to the limited spatial resolution by which chemical
inducers can be delivered, independent single-cell control
becomes more difficult with chemical inducer control, and
one is limited to population control.

Computer control of living cells is how I personally
got involved in experimental research in biology. After a

sabbatical at ETH Zürich with the group of J. Lygeros
during which we designed and tested by simulation a
hypothetical population-level control system, I proposed
that we work with a former student of mine (H. El Samad)
who had started an experimental lab at UCSF to build
this closed-loop system in the lab. We found the beautiful
paper of Shimizu-Sato et al. [125] who had developed a
light-induced gene expression system, which seemed per-
fect for closed-loop control. Initial closed-loop experiments
were implemented with computers in Zurich controlling,
in real time, a population of yeast cells grown in San
Francisco! Further improvements led to the first success-
ful computer control of gene expression. The work was
published in 2011 in [126] and quickly became a media
sensation (see [127]).

Around the same time in a neighboring lab, another
group showed that light can be used to control intra-
cellular signal dynamics [128]. Subsequent work demon-
strated the use of microfluidics-based control of gene
expression in yeast cells [129]. In [130], it was shown
that light-inducible gene expression can be used to guide
iterative experiments that aim to optimally characterize
the dynamics of the underlying gene system. In 2016,
we demonstrated that precise and robust population con-
trol can be achieved using either PI or model predictive
control, and we applied this to controlling growth in E. coli
populations [131]. Meanwhile, studies using microfluidics-
based closed-loop control work explored several different
control strategies in yeast [132]. Feedback control was also
used to control a population of E. coli cells around an
unstable equilibrium of genetic toggle switch circuit [133].
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Using digital micromirror devices (DMDs) that use
the same technology as modern projectors, it was possi-
ble to use real-time optogenetic feedback to control the
gene expression of individual E. coli cells [134] and the
mRNA level of individual yeast cells [135]. In the latter
study, it was demonstrated that even highly stochastic
and bursty transcription can be effectively regulated with
feedback control. In [136] and [137], computer control
was applied to mammalian cells, where it was shown that
gene expression and signaling pathways can be regulated
using microfluidics-based control.

One of the exciting applications of computer control of
living cells is their potential use for getting a deeper under-
standing of the underlying biology. In [138], a closed-loop
optogenetic compensation (CLOC) strategy used the out-
put of a pathway deleted for a feedback regulator to deliver
a dynamic light-enabled transcriptional input designed
to compensate for the effects of the feedback deletion,
thereby shedding light on the dynamics of the natural
feedback regulator that it replaces. In [139], the ability
to optogenetically control different cells independently
allowed the emulation of cell-to-cell signaling, whereby the
activation of each cell depends on the state of its neighbors.
This cell-in-the-loop concept was then used to emulate
a mutual inhibition communication strategy that led to
the reconstitution of checkerboard-like cellular patterning
commonly seen in natural development. Another example
concerns the study of the cell cycle in budding yeast [140]
through the forced synchronization of multiple cells via
microfluidics-based closed-loop feedback control.

Finally, a recent study from my lab showed how a
single-cell feedback control platform can be used to study
the performance of newly designed biomolecular con-
troller candidates [141]. This is achieved by feeding cel-
lular outputs to stochastic biochemical network models of
these controllers in a computer and using the simulated
outputs to drive in real-time the dynamics of the living
cells to be controlled. This closed-loop platform, called
the Cyberloop, enables the rapid prototyping and tuning
of novel biomolecular control systems before they are
genetically engineered into the living cell–a much more
resource- and time-demanding process.

More detailed reviews of computer control of living cells
and their applications can be found in [142]–[149].

IX. A P P L I C AT I O N S O F G E N E T I C
C O N T R O L S Y S T E M S

1) Better Tools for Probing and Engineering Biol-
ogy: Whether one is interested in understanding biological
networks through basic research or engineering new ones,
having robust genetic tools with favorable characteris-
tics is highly desirable. As a simple example, inducing
gene expression is a standard step in the modern biology
research toolkit, allowing a researcher to modulate the
concentration of a certain endogenous protein to study its
effect on the cell. Similarly, when engineering biology, gene
expression is commonly a part of the designed module
or system. Having gene expression systems with good

characteristics may be the key to a successful implemen-
tation. Such characteristics include linear induction over
a wide dynamic range, fast response, precise expression,
robustness to sloppy uncertain parts, robustness to gene
copy number variability, robustness to growth conditions,
low burden, noise resistance, reduced cell-to-cell variabil-
ity, and so on. We have seen that, by adding circuitry for
genetic control, these features can be realized, leading
to high-performance gene induction systems. The cost of
these improvements is more complex circuitry. As with
electrical circuits, in many applications, this may be a small
price to pay for the realized improvements.

2) Paradigm for Exploring Natural Regulation Motifs in
Biology: Living cells are very complex. Much of this com-
plexity is due to the demands of regulation. Indeed, reg-
ulation is a running theme throughout biology, and cells
use exquisite mechanisms to achieve effective regulation,
which is essential for cellular homeostasis and survival.
As a result, much of biological research concerns dissecting
this regulation by learning its mechanisms, discovering its
common motifs, and understanding its impact on cellu-
lar function. To reverse engineer the natural regulatory
processes and their function, a researcher must contend
with nonlinear dynamic processes operating in the messy
environment of the cell—one that is replete with noise,
crosstalk, and uncertainty. How would a researcher test a
proposed mechanism of regulation, ascertain its plausibil-
ity, if not confirm its presence? After all, many regulatory
mechanisms that work well in a computer simulation may
not be viable in the environment of the cell simply because
a computer model can never account for all the factors.
An attractive alternative is to build proposed regulatory
circuits in the complex environment of the cell and to test
their function in a realistic setting [150]–[152]. Synthetic
biology and control theory come together to test regulation
hypotheses and propose new ones, allowing us to get
a deeper understanding of biological regulation and its
complexity in the cellular environment. This is in keeping
with Richard Feynman’s dictum, “what I cannot create, I do
not understand.”

3) Industrial Biotechnology: Living cells, including
bacteria, yeasts, and mammalian cells, are exploited in
modern biotechnology as factories to produce useful chem-
icals, metabolites (products and intermediates of cellular
metabolisms, such as biofuels, vitamins, and antibiotics),
and biologics (large molecule medicines, such as vaccines,
allergenics, and antibodies). In metabolic engineering,
the natural metabolic pathways of these cells is geneti-
cally modified or rewired to direct the cell to synthesize
these products. The optimal production and yield of these
bioproducts require good regulation of growth rate and
production speed. It also requires tight control of various
enzyme and metabolite levels in the metabolic pathway:
too much production is at best wasteful but often leads to
toxicity for the host cell and/or degradation in the final
product (e.g., misfolded proteins) [154], [155]. Genetic
control systems are being used to achieve better regulation
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Fig. 19. Some areas of application of engineered genetic control system. (a) Synthetic gene control circuits can be used to make better

genetic devices, as can be seen from the linearized response [46] of an induced gene. Genetic control systems can be used in industrial

biotechnology to enhance the efficiency and yield of bioproducts, such as chemicals and biopharmaceuticals. (b) One example is where the

level of misfolded proteins in the cell is sensed, and the corresponding signal is used to adjust the expression level of the bioproduct,

keeping it high enough for a good yield, but not too high, so as to induce significant misfolding. (c) Example of using genetic controllers for

human therapy. Here, the controller interacts with the body’s glucose metabolism, secreting insulin in response to high glucose and

restoring homeostasis. Using proportional feedback, engineered cells using this concept were shown to treat hypoglycemia in diabetic

mice [61], [153]. In [109], an antithetic PI genetic feedback controller was shown to achieve much improved performance and perfect

set-point tracking in a simulation study that utilized an FDA approved computer model of type I diabetes.

and, hence, increase the product yield. Fig. 19(b) shows
a genetic negative feedback controller that reduces the
production rate of a protein of interest in response to stress
induced by an increase in the level of misfolded proteins.
Another direction where genetic controllers are expected
to play an important role is maintaining microbial commu-
nities, whereby different cell types communicate with each
other through small molecules and jointly regulate their
growth rates to maintain a certain cell-type population
ratio—a problem referred to as ratiometric control [114],
[156], [157]. Genetic regulation in industrial biotechnol-
ogy has become an active area of research with huge
promise (see [158]–[172] and the references therein).

4) Medical Therapy: One of the most exciting appli-
cations of genetic control systems is in the area of bio-
therapeutics. One promising direction involves the genetic
engineering of ’smart’ human cells that, when implanted
into the body of a patient with a chronic regulatory disease,
sense the disease state and respond by releasing therapeu-
tic agents in a closed-loop fashion, thereby automatically
managing the disease and bringing the system back into
homeostasis. One example of such cell therapy is the
treatment of Type I diabetes [61], where cells encapsu-
lated in alginate beads and implanted in a diabetic mouse
were engineered to detect glucose levels and activate the
expression of insulin in proportion to the sensed glucose.
The insulin is released into the blood to downregulate
glucose and restore homeostasis. This cell therapy concept
is shown in Fig. 19(c). Although this idea has not yet been
applied in human therapy, it has been shown to work in
mice using an engineered proportional feedback system.
In [109], a genetic PI feedback controller was proposed
to improve the performance of the controller by robustly
bringing the glucose level to a normal set-point value for all
subjects [see Fig. 19(c)]. The same idea for cell therapy can
be applied to other metabolic diseases, such as gout [173].

Controlling chronic metabolic diseases is just one area of
application of genetic control systems in medicine. Others
include immunotherapy, stem cell differentiation, and tis-
sue engineering.

X. F U T U R E O U T L O O K
Synthetic biology is a transformative field of research that
enables the engineering of living systems from natural
and designed parts with applications in science, human
health, industrial production, and environmental remedia-
tion. Up until now, the design of synthetic gene circuits has
followed similar design principles that electrical engineers
have successfully used to make electronic devices.

Synthetic biology is first and foremost an engineering
discipline. As such, ideas and principles developed in
engineering, particularly circuit design in electrical engi-
neering, have had an outsize impact on this field since
its infancy. Yet, genetic circuits differ from electric circuits
in important ways. Being hosted in living cells, genetic
circuits must contend with molecular cellular noise, cel-
lular growth, cell division, biological mutations, and a
large amount of inevitable coupling with the natural
circuits of the host. These and other factors introduce
novel challenges to genetic circuit designers [174]. While
some of the robustness principles of control theory that
I have described in this article have certainly helped in
understanding and mediating some of these challenges,
addressing the many remaining ones will require the
creation of novel theoretical and practical tools that are
customized for the unique environment of the living cell.
In other words, we need a control theory for living systems.
In addition to such a theory, I believe that an information
theory and a signal-processing theory for living systems
will also be required for establishing a sound foundation
for synthetic biology and systems biology. Such theories
must not be a superficial adaptation of what has already
been developed for man-made systems. Instead, they need
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to genuinely account for the many characteristics pecu-
liar to living cells. Furthermore, theoretical developments
should take place in close cooperation with synthetic
biology practitioners whose challenging problems should
motivate the theoretical formulations and who will then
test proposed solutions.

The future of synthetic biology is full of potential, with
many challenges laying ahead before this potential is fully
realized. This presents many exciting opportunities for

electrical engineers to work at the interface of synthetic
biology and electrical engineering and to be part of what
promises to be one of the most important scientific and
engineering developments in the 21st century.
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M. R. Bennett, “Emergent genetic oscillations in a
synthetic microbial consortium,” Science, vol. 349,
no. 6251, pp. 986–989, Aug. 2015.

[119] X. Ren and R. M. Murray, “Cooperation enhances
robustness of coexistence in spatially structured
consortia,” in Proc. 18th Eur. Control Conf. (ECC),
Jun. 2019, pp. 2651–2656.

[120] R. N. Alnahhas et al., “Spatiotemporal dynamics of
synthetic microbial consortia in microfluidic
devices,” ACS Synth. Biol., vol. 8, no. 9,
pp. 2051–2058, Sep. 2019.

[121] M. J. Liao, M. O. Din, L. Tsimring, and J. Hasty,
“Rock-paper-scissors: Engineered population
dynamics increase genetic stability,” Science,
vol. 365, no. 6457, pp. 1045–1049, Sep. 2019.

[122] R. N. Alnahhas et al., “Majority sensing in
synthetic microbial consortia,” Nature Commun.,
vol. 11, no. 1, pp. 1–10, Dec. 2020.

[123] M. Chalfie, Y. Tu, G. Euskirchen, W. W. Ward, and
D. C. Prasher, “Green fluorescent protein as a
marker for gene expression,” Science, vol. 263,
no. 5148, pp. 802–805, Feb. 1994.

[124] G. Nagel et al., “Channelrhodopsin-2, a directly
light-gated cation-selective membrane channel,”
Proc. Nat. Acad. Sci. USA, vol. 100, no. 24,
pp. 13940–13945, Nov. 2003.

[125] S. Shimizu-Sato, E. Huq, J. M. Tepperman, and
P. H. Quail, “A light-switchable gene promoter
system,” Nature Biotechnol., vol. 20, no. 10,
pp. 1041–1044, Oct. 2002.

[126] A. Milias-Argeitis et al., “In silico feedback for in
vivo regulation of a gene expression circuit,”
Nature Biotechnol., vol. 29, no. 12,
pp. 1114–1116, Dec. 2011.

[127] J. Palmer, Cyborg Yeast Genes Run by Computer.
London, U.K.: BBC News, Nov. 2011.

[128] J. E. Toettcher, D. Gong, W. A. Lim, and
O. D. Weiner, “Light-based feedback for
controlling intracellular signaling dynamics,”
Nature Methods, vol. 8, no. 10, pp. 837–839,
Oct. 2011.

[129] J. Uhlendorf et al., “Long-term model predictive
control of gene expression at the population and
single-cell levels,” Proc. Nat. Acad. Sci. USA,
vol. 109, no. 35, pp. 14271–14276, Aug. 2012.

[130] J. Ruess, F. Parise, A. Milias-Argeitis, M.
Khammash, and J. Lygeros, “Iterative experiment
design guides the characterization of a
light-inducible gene expression circuit,” Proc. Nat.
Acad. Sci. USA, vol. 112, no. 26, pp. 8148–8153,
Jun. 2015.

[131] A. Milias-Argeitis, M. Rullan, S. K. Aoki,
P. Buchmann, and M. Khammash, “Automated
optogenetic feedback control for precise and
robust regulation of gene expression and cell
growth,” Nature Commun., vol. 7, no. 1, pp. 1–11,
Nov. 2016.

[132] G. Fiore, G. Perrino, M. di Bernardo, and
D. di Bernardo, “In vivo real-time control of gene
expression: A comparative analysis of feedback
control strategies in yeast,” ACS Synth. Biol.,
vol. 5, no. 2, pp. 154–162, Feb. 2016.

[133] J.-B. Lugagne, S. S. Carrillo, M. Kirch, A. Köhler,
G. Batt, and P. Hersen, “Balancing a genetic toggle

switch by real-time feedback control and periodic
forcing,” Nature Commun., vol. 8, no. 1, pp. 1–8,
Dec. 2017.

[134] R. Chait, J. Ruess, T. Bergmiller, G. Tkačik, and
C. C. Guet, “Shaping bacterial population
behavior through computer-interfaced control of
individual cells,” Nature Commun., vol. 8, no. 1,
pp. 1–11, Dec. 2017.

[135] M. Rullan, D. Benzinger, G. W. Schmidt,
A. Milias-Argeitis, and M. Khammash,
“An optogenetic platform for real-time, single-cell
interrogation of stochastic transcriptional
regulation,” Mol. cell, vol. 70, no. 4, pp. 745–756,
2018.

[136] L. Postiglione et al., “Regulation of gene
expression and signaling pathway activity in
mammalian cells by automated microfluidics
feedback control,” ACS Synth. Biol., vol. 7, no. 11,
pp. 2558–2565, Nov. 2018.

[137] E. Pedone et al., “A tunable dual-input system for
on-demand dynamic gene expression regulation,”
Nature Commun., vol. 10, no. 1, pp. 1–13,
Dec. 2019.

[138] P. Harrigan, H. D. Madhani, and H. El-Samad,
“Real-time genetic compensation defines the
dynamic demands of feedback control,” Cell,
vol. 175, no. 3, pp. 877–886, 2018.

[139] M. L. Perkins, D. Benzinger, M. Arcak, and
M. Khammash, “Cell-in-the-loop pattern
formation with optogenetically emulated
cell-to-cell signaling,” Nature Commun., vol. 11,
no. 1, pp. 1–10, Dec. 2020.

[140] G. Perrino et al., “Automatic synchronisation of the
cell cycle in budding yeast through closed-loop
feedback control,” Nature Commun., vol. 12,
no. 1, pp. 1–12, Dec. 2021.

[141] S. Kumar, M. Rullan, and M. Khammash, “Rapid
prototyping and design of cybergenetic single-cell
controllers,” Nature Commun., vol. 12, no. 1,
pp. 1–13, Dec. 2021.

[142] M. Khammash, M. Di Bernardo, and
D. D. Bernardo, “Cybergenetics: Theory and
methods for genetic control system,” in Proc. IEEE
58th Conf. Decis. Control (CDC), Dec. 2019,
pp. 916–926.

[143] J.-B. Lugagne and M. J. Dunlop, “Cell-machine
interfaces for characterizing gene regulatory
network dynamics,” Current Opinion Syst. Biol.,
vol. 14, pp. 1–8, Apr. 2019.

[144] A. Banderas, M. Le Bec, C. Cordier, and P. Hersen,
“Autonomous and assisted control for synthetic
microbiology,” Int. J. Mol. Sci., vol. 21, no. 23,
p. 9223, Dec. 2020.

[145] S. Pouzet, A. Banderas, M. L. Bec, T. Lautier,
G. Truan, and P. Hersen, “The promise of
optogenetics for bioproduction: Dynamic control
strategies and scale-up instruments,”
Bioengineering, vol. 7, no. 4, p. 151, Nov. 2020.

[146] C. Carrasco-López, S. A. García-Echauri, T. Kichuk,
and J. L. Avalos, “Optogenetics and biosensors set
the stage for metabolic cybergenetics,” Current
Opinion Biotechnol., vol. 65, pp. 296–309,
Oct. 2020.

[147] F. Bertaux, J. Ruess, and G. Batt, “External control
of microbial populations for bioproduction: A
modeling and optimization viewpoint,” Current
Opinion Syst. Biol., vol. 28, Dec. 2021,
Art. no. 100394.

[148] I. Ruolo, S. Napolitano, D. Salzano, M. di
Bernardo, and D. di Bernardo, “Control
engineering meets synthetic biology: Foundations
and applications,” Current Opinion Syst. Biol.,
vol. 28, Dec. 2021, Art. no. 100397.

[149] G. Perrino, A. Hadjimitsis, R. Ledesma-Amaro, and
G.-B. Stan, “Control engineering and synthetic
biology: Working in synergy for the analysis and
control of microbial systems,” Current Opinion
Microbiol., vol. 62, pp. 68–75, Aug. 2021.

[150] S. Mukherji and A. van Oudenaarden, “Synthetic
biology: Understanding biological design from
synthetic circuits,” Nature Rev. Genet., vol. 10,
no. 12, pp. 859–871, Dec. 2009.

[151] Y. Y. Chen, K. E. Galloway, and C. D. Smolke,
“Synthetic biology: Advancing biological frontiers
by building synthetic systems,” Genome Biol.,

vol. 13, no. 2, pp. 1–10, 2012.
[152] C. J. Bashor and J. J. Collins, “Understanding

biological regulation through synthetic biology,”
Annu. Rev. Biophys., vol. 47, no. 1, pp. 399–423,
May 2018.

[153] H. Ye et al., “Self-adjusting synthetic gene circuit
for correcting insulin resistance,” Nature Biomed.
Eng., vol. 1, no. 1, pp. 1–9, Jan. 2017.

[154] B. Gasser et al., “Protein folding and
conformational stress in microbial cells producing
recombinant proteins: A host comparative
overview,” Microbial Cell Factories, vol. 7, no. 1,
pp. 1–18, Oct. 2008.

[155] P. M. Boyle and P. A. Silver, “Parts plus pipes:
Synthetic biology approaches to metabolic
engineering,” Metabolic Eng., vol. 14, no. 3,
pp. 223–232, May 2012.

[156] N. S. McCarty and R. Ledesma-Amaro, “Synthetic
biology tools to engineer microbial communities
for biotechnology,” Trends Biotechnol., vol. 37,
no. 2, pp. 181–197, Feb. 2019.

[157] D. Salzano, D. Fiore, and M. D. Bernardo,
“Ratiometric control for differentiation of cell
populations endowed with synthetic toggle
switches,” in Proc. IEEE 58th Conf. Decis. Control
(CDC), Dec. 2019, pp. 927–932.

[158] A. Zaslaver et al., “Just-in-time transcription
program in metabolic pathways,” Nature Genet.,
vol. 36, no. 5, pp. 486–491, May 2004.

[159] C.-S. Chin, V. Chubukov, E. R. Jolly, J. DeRisi, and
H. Li, “Dynamics and design principles of a basic
regulatory architecture controlling metabolic
pathways,” PLoS Biol., vol. 6, no. 6, p. e146,
Jun. 2008.

[160] W. J. Holtz and J. D. Keasling, “Engineering static
and dynamic control of synthetic pathways,” Cell,
vol. 140, no. 1, pp. 19–23, Jan. 2010.

[161] M. J. Dunlop, J. D. Keasling, and
A. Mukhopadhyay, “A model for improving
microbial biofuel production using a synthetic
feedback loop,” Syst. Synth. Biol., vol. 4, no. 2,
pp. 95–104, Jun. 2010.

[162] M. J. Dunlop et al., “Engineering microbial
biofuel tolerance and export using efflux
pumps,” Mol. Syst. Biol., vol. 7, no. 1, p. 487,
Jan. 2011.

[163] F. Zhang, J. M. Carothers, and J. D. Keasling,
“Design of a dynamic sensor-regulator system for
production of chemicals and fuels derived from
fatty acids,” Nature Biotechnol., vol. 30,
pp. 354–359, Apr. 2012.

[164] V. Chubukov, I. A. Zuleta, and H. Li, “Regulatory
architecture determines optimal regulation of
gene expression in metabolic pathways,” Proc.
Nat. Acad. Sci. USA, vol. 109, no. 13,
pp. 5127–5132, Mar. 2012.

[165] D. A. Oyarzún and G.-B.-V. Stan, “Synthetic gene
circuits for metabolic control: Design trade-offs
and constraints,” J. Roy. Soc. Interface, vol. 10,
no. 78, Jan. 2013, Art. no. 20120671.

[166] R. H. Dahl et al., “Engineering dynamic pathway
regulation using stress-response promoters,”
Nature Biotechnol., vol. 31, no. 11,
pp. 1039–1046, Nov. 2013.

[167] P. Xu, L. Li, F. Zhang, G. Stephanopoulos, and
M. Koffas, “Improving fatty acids production by
engineering dynamic pathway regulation and
metabolic control,” Proc. Nat. Acad. Sci. USA,
vol. 111, no. 31, pp. 11299–11304,
Aug. 2014.

[168] D. Liu, Y. Xiao, B. S. Evans, and F. Zhang,
“Negative feedback regulation of fatty acid
production based on a malonyl-CoA
sensor–actuator,” ACS Synth. Biol., vol. 4, no. 2,
pp. 132–140, Feb. 2015.

[169] A. Gupta, I. M. B. Reizman, C. R. Reisch, and
K. L. J. Prather, “Dynamic regulation of metabolic
flux in engineered bacteria using a
pathway-independent quorum-sensing circuit,”
Nature Biotechnol., vol. 35, no. 3, pp. 273–279,
Mar. 2017.

[170] Y. Siu, J. Fenno, J. M. Lindle, and M. J. Dunlop,
“Design and selection of a synthetic feedback loop
for optimizing biofuel tolerance,” ACS Synth. Biol.,
vol. 7, no. 1, pp. 16–23, Jan. 2018.

Vol. 110, No. 5, May 2022 | PROCEEDINGS OF THE IEEE 657



Khammash: Cybergenetics: Theory and Applications of Genetic Control Systems

[171] C. Briat and M. Khammash, “Perfect adaptation
and optimal equilibrium productivity in a simple
microbial biofuel metabolic pathway using
dynamic integral control,” ACS Synth. Biol., vol. 7,
no. 2, pp. 419–431, Feb. 2018.

[172] Y. Boada, A. Vignoni, J. Picó, and P. Carbonell,

“Extended metabolic biosensor design for
dynamic pathway regulation of cell factories,”
iScience, vol. 23, no. 7, Jul. 2020, Art. no. 101305.

[173] C. Kemmer, M. Gitzinger, M. D.-E. Baba, V. Djonov,
J. Stelling, and M. Fussenegger, “Self-sufficient
control of urate homeostasis in mice by a

synthetic circuit,” Nature Biotechnol., vol. 28,
no. 4, pp. 355–360, Apr. 2010.

[174] D. Del Vecchio, Y. Qian, R. M. Murray, and
E. D. Sontag, “Future systems and control
research in synthetic biology,” Annu. Rev. Control,
vol. 45, pp. 5–17, Jan. 2018.

A B O U T T H E A U T H O R

Mustafa H. Khammash (Fellow, IEEE)
received the Ph.D. degree in electrical
engineering from Rice University, Houston,
TX, USA, in 1990.
He joined the Electrical Engineering

Department, Iowa State University (ISU),
Ames, IA, USA. While at ISU, he created
the Dynamics and Control Program and
led that control group until 2002, when he
joined the Faculty of the University of California at Santa Barbara,
Santa Barbara, CA, USA. He has served as the Vice-Chair of the
Mechanical Engineering Department and the Director of the Center
for Control, Dynamical Systems and Computation, University of
California at Santa Barbara, from 2003 to 2006 and 2005 to 2011,
respectively. In 2011, he moved with his group to Switzerland,
joining the Department of Biosystems Science and Engineering,
ETH Zürich, Zürich, Switzerland. At ETH Zürich, he served as the

Department Chair from 2015 to 2017. He is currently a Professor
of control theory and systems biology with the Department
of Biosystems Science and Engineering (D-BSSE), ETH Zürich.
He works at the interface of the areas of control theory, systems
biology, and synthetic biology. His research aims to understand
the role of dynamics, feedback, and randomness in biology and to
develop the tools needed to aid in this understanding. His group
is currently developing the theory, computational methods, and
experimental tools for controlling living cells using both computer
and molecular control systems.
Dr. Khammash has been a Fellow of the International Federation

of Automatic Control since 2010 and the Japan Society for
the Promotion of Science since 2003. He is a winner of the
ISU Early achievement in Research and Scholarship Award, the
Young Engineering Research Faculty Award, the ETH Golden
Owl Award, and the European Research Council Advanced
Grant.

658 PROCEEDINGS OF THE IEEE | Vol. 110, No. 5, May 2022



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [576.000 782.640]
>> setpagedevice


