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U niversal access to and provisioning of multimedia con-
tent is now a reality. It is easy to generate, distribute,
share, and consume any multimedia content, anywhere, any-
time, or any device. Open media standards took a crucial role

toward enabling all these use cases
leading to a plethora of applications
and services that have now become
a commodity in our daily life. Inter-
estingly, most of these services adopt
a streaming paradigm, are typically
deployed over the open, unman-
aged Internet, and account for most
of today’s Internet traffic. Currently,
the global video traffic is greater than
60% of all Internet traffic [1], and
it is expected that this share will
grow to more than 80% in the near
future [2]. In addition, Nielsen’s law

This month’s special
issue reviews multimedia
compression and system
standards, with a
focus on the technology
developed in the
context of these
standards and addresses
open research questions
in the field.

of Internet bandwidth states that the users’ bandwidth grows by 50% per year,
which roughly fits data from 1983 to 2019 [3]. Thus, the users’ bandwidth can
be expected to reach approximately 1 Gb/s by 2022. At the same time, network
applications will grow and utilize the bandwidth provided, just like programs
and their data expand to fill the memory available in a computer system. Most
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of the available bandwidth today
is consumed by video applications,
and the amount of data is further
increasing due to already estab-
lished and emerging applications,
e.g., ultrahigh definition, high
dynamic range, or virtual, aug-
mented, mixed realities, or immer-
sive media applications in general.

In order to cope with these
ever-demanding applications and
services, efficient, open media
compression and system standards
are inevitable. Such standards
provide interoperability that is a
key factor, but it is a thin line as
standards aim at specifying only the
minimum required for interoper-
ability to foster innovation through
competition among vendors. Open
media standards mostly define the
bitstream format without specify-
ing: 1) how to create (i.e., produce,
encode, provision, and so on)
such standardized formats or/and
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Fig. 1. Role of open media standards in the context of R&D efforts.

2) how to make use of such
standardized formats (i.e., decode,
process, and so on). These aspects
are deliberately outside the scope
of standards and left open for
competition (cf. Fig. 1). Thus, open
media standards can be considered
both source and sink of research and
development (R&D) efforts, i.e., R&D
can lead to new standards being
created, or/and standards can also
trigger new R&D efforts.

Open media standards are in the
scope of this special issue, specifically,
those specifying data representations
and formats providing basic tools
to be adopted directly by indus-
try or referenced by other standards
developing organizations (SDOs)
(or parts thereof), i.e., Joint Pho-
tographic Experts Group (JPEG),1

and Moving Picture Experts Group
(MPEG),2 [4]. JPEG—formally known
as the International Organization
for Standardization and the Inter-
national Electrotechnical Commis-
sion (ISO/IEC) Joint Technical
Committee 1 (JTC 1)/Subcommittee
29 (SC 29)/Working Group 1 (WG
1)—defines standards in the area of
still picture coding, while MPEG—
nowadays, a well-defined set of
working groups (WGs) under ISO/IEC
JTC 1/SC 29—defines standards in
the area of moving picture coding and
audio coding. Both SDOs develop
also system standards for their
respective media formats, e.g., file
and delivery/streaming formats.

The remainder of this article
is structured as follows. Section I
reviews and discusses the term open
standards in the context of this special
issue. Section II describes design
criteria addressing the computational

1Accessed: April 16, 2021. [Online] Avail-
able: https://jpeg.org/

2Accessed: April 16, 2021. [Online] Avail-
able: http://mpeg.org/

complexity of open media standards.
Section III provides an outlook that
briefly highlights emerging standards.
Finally, Section IV provides an
overview of the articles within this
special issue. Section V concludes this
article.

I. O P E N S TA N D A R D S
A. General

Standards are the premiere
requisite to enable any type of
communication or distribution of
information among users, devices,
and across borders. They represent
the agreement of the participating
industry on technical requirements
and capabilities of any devices that
are supposed to participate in or con-
tribute to the service, which is to be
established or maintained. A standard
strives to provide a complete and
unambiguous specification of all
aspects of the standardized process.
Thereby, it enables the industry to
create interoperable devices and
applications. At the same time,
the level of accessibility and the
availability of the standard can be
a means of policy or market control.
For example, standards may be agreed
upon in an industry consortium at a
national or international level in order
to establish or protect an ecosystem
among the consortium partners, and
access from outside is restricted
through privacy and licensing reg-
ulations. Even schemes or concepts
developed by a single company may
be established as de facto standards
if the company manages to achieve
broad adoption in the respective
market. While such standards may
be broadly established, they might
typically not be classified as “open
standards” since control over their use
and contents is with a—potentially
very—limited group of stakeholders.
The aforementioned examples may

rather be characterized as “closed
standards,” as control over the sup-
ported features of the standard and
control over licensing conditions are
in the hand of those stakeholders.

In order to be classified as an
open standard, the group developing
the standard should be open to
interested participants who may bring
in their requirements on features and
capabilities supported by the standard
and solutions enabling the standard
to meet the defined goals. This is
achieved, e.g., at the level of interna-
tional standards setting organizations
(SSOs) or SDOs, such as the ITU
Telecommunication Standardization
Sector (ITU-T) or ISO/IEC. These
organizations (as well as others) have
been established for the purpose of
generating and managing standards
that, thereby, are also referred to
as de jure standards [5]. Interested
industry and academia may join
these organizations and contribute to
standards development. Membership
in such organizations may not come
for free and may be subject to
agreement membership conditions.
However, access is not precluded
by other means.

Another level of openness of a
standard is access to the approved
standards. For example, the recom-
mendations of ITU-T can generally
be downloaded from the websites
of the organizations without any
charge. ISO/IEC generally charges
a fee for granting access to their
standards. Independent of the form
of accessibility the application and
implementation of a standard may
imply licensing costs, which is a topic
out of the scope of the technical
discussion but a topic of awareness
among users and a potential key
factor for the adoption of standards.
Standardization organizations, such
as ITU-T or ISO/IEC, do not interfere
with the actual definition of licensing
models. They strive to achieve the
definition of standards that are avail-
able to industry under reasonable and
nondiscriminatory terms (RANDs)
and actually preclude publication of
standards against which patents are
claimed under non-RAND conditions.
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With the foundation of the Alliance
for Open Media (AOM) in 2015,3

an industry consortium has been
built which strives to generate open
standards with the additional goal
of providing these standards on a
“royalty-free” basis. The first represen-
tative of such standards delivered by
AOM is AV1, which is also discussed
in this special issue. As a royalty-
free standard, no licensing cost is
supposed to be charged from imple-
menters or users of this standard.
While potential licensing fees for
standards released by SDOs may be
interpreted as compensation for the
investment of contributors who were
developing the standardized technol-
ogy, the revenue for the investment
of contributing to a new standard in
this model is supposed to come in an
indirect fashion.

In order to enforce a general
definition of “Open Standards,” the
ITU-T provides a definition of the
term as follows.

“Open Standards” are stan-
dards made available to the
general public and are devel-
oped (or approved) and main-
tained via a collaborative and
consensus-driven process.
“Open Standards” facilitate
interoperability and data
exchange among different
products or services and
are intended for widespread
adoption.4

B. Example: Video Coding
Standards

In the field of video coding,
the application of a collaborative
and consensus-driven process is real-
ized on a cross-SDO basis between
ITU-T and ISO/IEC. These SDOs have
merged their standardization activi-
ties in the field of video coding to
a very large extent for about the
last 20 years by forming collabora-
tive standardization groups, such as
the Joint Video Team (JVT), the Joint

3Accessed: April 16, 2021. [Online] Avail-
able: https://aomedia.org/about/

4Accessed: April 16, 2021. [Online] Avail-
able: https://www.itu.int/en/ITU-T/ipr/Pages/
open.aspx

Collaborative Team on Video Coding
(JCT-VC), and the Joint Video
Experts Team (JVET), which pro-
duced the video coding standards
Advanced Video Coding (AVC, ITU-T
H.264, and ISO/IEC 14496-10) [6],
High Efficiency Video Coding
(HEVC, ITU-T H.265, and ISO/IEC
23008-2) [7], and Versatile Video
Coding (VVC, ITU-T H.266, and
ISO/IEC 23090-3) [8], respectively.
The specifications resulting from this
collaborative work were published
as so-called twin text by both ITU-T
and ISO/IEC. Twin-text specifications
can be published in a somewhat
asynchronous fashion and share
the common text base [9]. They
may further include—to a limited
extent—nonsynchronized additions.
For these standardization projects,
the input contributions and the
reference software implementations
have been made open access and can
be reviewed by interested parties.
Other recent ISO/IEC video coding
standards comprise Essential Video
Coding (EVC) [10], [11] and Low
Complexity Enhancement Video
Coding (LCEVC) [12]. These have
been developed in MPEG as a parallel
activity to JVET.

It has to be noted that technological
developments in the field of media
compression are strongly influenced
and shaped by the output of stan-
dardization groups, such as the joint
teams mentioned above. In the field of
video compression, many authors rely
on the test models of HEVC or VVC
as the state of the art to compare
with, and the encoder configurations
defined by the common testing con-
ditions (CTCs) of the standardization
groups, such as JCT-VC or JVET, mark
the common reference point for many
research activities. In fact, it seems
that, in many cases, authors to some
extent confuse the reference software
and the encoder configuration set-
tings provided with the CTCs with
the standards themselves. It should be
noted that both are maintained for
the purpose of standards development
and maintenance. In real applications,
encoder implementations may follow
very different optimization criteria

and also may make use of very dif-
ferent encoder configuration settings
than those provided with the CTC.

II. S P E C I A L T O P I C :
C O M P U TAT I O N A L
C O M P L E X I T Y
In the original setup of this special
issue, the guest editors intended to
include an article on the important
and overarching topic of computa-
tional and implementation complexity
in both, software and hardware.
It turned out, however, that it was
not possible to find experts from the
relevant industry to write a public
article on this topic.

In this section, we highlight some
complexity aspects with a focus on
the design of video coding standards,
mostly using the most recent VVC
standard as the example [8]. VVC
has been chosen as all input and
output documents of the group in
charge, JVET, are publicly available.5

The description here stays at a con-
ceptual level. For details on VVC,
the reader is referred to the VVC stan-
dard [8] or/and the VVC overview
article provided in this issue.

The complexity of video encod-
ing and decoding algorithms has a
direct impact on the usability of the
coding scheme. Specifically, for the
decoder, since consumption of video
is ubiquitous on TV sets, computers,
and—power critical—mobile devices,
a hardware-friendly design leverages
the use of the scheme. This becomes
even more evident by the increas-
ing resolutions that decoders have
to cope with. Given that modern
mobile devices often have displays
with ultrahigh-definition (UHD) res-
olutions of 3840 × 2160 and more,
the capability of real-time UHD decod-
ing on battery-driven devices becomes
essential. At the same time, encoder
implementations are required that
support real-time encoding of such
resolutions, e.g., in order to support
usage of the video coding scheme in a
live-broadcasting environment.

In the following, aspects of concern
are presented and approaches of

5Accessed: April 16, 2021. [Online] Avail-
able: https://jvet-experts.org/
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Fig. 2. Evolution of the performance of the VTM over its versions for the all intra (AI), random access (RA), and low delay (LD)

configurations [13]. The dashed lines represent the performance of the Joint Evaluation Model JEM used for study before the development of

the VTM. (a) Luma Bjontegaard Delta rate savings [14] for the VTM, (b) VTM encoding time, and (c) VTM decoding time. VTM data from JVET

AHG3 report [15], and data for JEM from [16].

dealing with the topic in the devel-
opment of the VVC standard are
addressed.

A. Monitoring of Computational
Complexity

Throughout the development
process of VVC, the rate-distortion
performance of the VVC test model
(VTM) and the computational com-
plexity of the tools were monitored.
A very high number of tools were
proposed for VVC, some of which
originally had a significant complexity
impact. The tolerable computational
load of each tool was, therefore,
carefully balanced against the result-
ing rate-distortion benefit. Since this
aspect was considered to be of utmost
importance, a number of ad hoc
groups (AHGs) dedicated to the topics
of compression efficiency evolution
and complexity consideration were
active throughout the development
process of VVC. They are briefly
described as follows.

1) AHG 3: Test model software
development [15]: This AHG
monitored the rate-distortion
performance according to the
CTCs for 1) AI; 2) RA; and 3) LD
configurations, and also reported
the encoding and decoding
times as a general measure for
the computational complexity.
The evolution of these data
over the versions of the VTM
software is shown in Fig. 2.

2) AHG 10: Encoding algorithm
optimization [17]: This AHG
worked on encoder performance

optimization with respect to
objective and subjective qual-
ity, and potentially improved set-
tings for coding tools available in
the specification. The mandates
of this group further included
the study of adaptive coding
structures and multipass encod-
ing. While its scope was mostly
on quality aspects, the work
conducted in this context influ-
enced the final VTM encoder
design and also impacted the
encoder configuration used in
the CTCs [13].

3) AHG 13: Tool reporting procedure
and testing [18]: The task of
AHG 13 was to study the impact
of switching ON or OFF the
tools implemented in the VTM
software. These “tool ON/OFF”
tests had a crucial impact on
understanding the benefit of the
numerous tools adopted into the
VVC design. Fig. 3 exemplary
shows the impact of a set of
tools on the luma Bjontegaard
Delta rate savings over encoding
and decoding time. For example,
it can be seen from the figure that
the activation of the adaptive
loop filter (ALF) has the most sig-
nificant impact in terms of rate
savings while, at the same time,
also having the greatest impact
on the decoding time.

4) AHG 16: Implementation stud-
ies [19]: This AHG focused on
the analysis of proposed coding
tools to identify implementation
issues relating to: 1) decoder

pipelines; 2) decoder through-
put; and 3) other aspects
of implementation difficulty.
It further solicited hardware
analysis of complex tools and
provide feedback on potential
solutions to address identified
issues, thereby giving guidance
throughout the standardization
process whenever concerns on
implementation aspects were
raised.

B. Picture Partitioning

The partitioning of pictures plays
a key role in the layout of video
encoders and decoders. The units and
blocks, which the picture is parti-
tioned into, set the basic buffer and
storage constraints since the whole
design works on the level of rec-
tangular blocks. The scheme includes
different grouping mechanisms that
enable parallel processing on both the
encoder and decoder sides.

Relevant VVC partitioning concepts
include the coding tree unit (CTU)
of size 128 × 128, which is fur-
ther partitioned into rectangular cod-
ing units (CUs) by using a multitype
tree (MTT). The CU size ranges from
128 × 128 down to 4 × 4 sam-
ples, including nonsquare sizes. The
CTUs are organized in slices, which
includes a set of CTUs in raster-scan
order. Each slice can be indepen-
dently decoded. The area covered by
the slice is controlled by horizon-
tal and vertical tile boundaries that
allow for the formation of rectangu-
lar regions. Tiles share the feature
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Fig. 3. Illustration of VTM “tool ON/OFF” tests: impact of deactivating various tools of the

VTM in terms of Luma Bjontegaard Delta rate savings over (a) encoding time and

(b) decoding time. Plots cited from [18].

of slices to be independently decod-
able, thereby providing a means for
a flexible partitioning of the encoded
picture into a set of rectangular
regions. Finally, subpictures are a con-
cept newly introduced in VVC, which
allows for more flexible and indepen-
dent handling of partitioned regions.
In contrast to tiles and slices, subpic-
ture boundaries are treated like pic-
ture boundaries, i.e., no information
from outside the subpicture area is
used for motion compensated predic-
tion from reference pictures. This is
specifically useful for the processing
of ultrahigh-resolution video, which
needs to be encoded, e.g., in 360◦

video applications.

C. Buffer Concepts

Two major buffers are implemented
in a typical video decoder: 1) the
coded picture buffer (CPB) that con-
tains the compressed bitstream at the
input side and 2) the decoded picture

buffer (DPB) that holds the recon-
structed pictures until the display
and for use as reference pictures for
motion-compensated interprediction.
Besides the reconstructed pictures,
motion vectors of the reference pic-
tures are stored for the purpose of
temporal prediction of motion infor-
mation. In order to reduce memory
requirements, the motion information
is subsampled to an 8 × 8 grid,
thereby omitting motion information
from smaller block sizes.

The decoding process itself relies on
a line-buffer concept: for the decod-
ing of a CTU, only information from
the neighboring CTUs on the top and
left (each of them if available) may
be employed for prediction inside the
current CTU. Thereby, only one CTU
line needs to be stored in the decoder
for future reference during the decod-
ing process. The required information
is even more reduced as it is restricted
to reconstructed samples and motion
information of the CUs at the adjacent
boundary of the current CTU.

Compared to its predecessor HEVC,
the maximum block size has been
extended from 64 × 64 to 128 × 128,
which induces an increased burden
on the decoding process. Specifically,
due to the very large size of isolated
blocks, the processing time of paral-
lel processes may become very unbal-
anced depending on the neighboring
block sizes. In order to mitigate this
effect, the concept of virtual pipeline
data units (VPDUs) is introduced. The
VPDUs introduce an additional vir-
tual partitioning into a maximum of
64 × 64, which affects the maximum
block size for intraprediction and
transform blocks. Blocks of larger size
are inherently split to a 64 × 64 grid
without further signaling need. This
additional partitioning is intended to
increase the throughput for pipeline
processing in hardware decoders.

D. Integer Arithmetic

Since the release of AVC [6],
video coding standards of ITU-T and
ISO/IEC follow the principle of only
applying integer arithmetic in the
decoding process. Furthermore, divi-
sions by numbers other than 2N are
completely replaced by approxima-
tion through integer multiplication
and bit shifts. Thereby, computation-
ally more complex division operations
are completely avoided. The concept
further enables a bit-exact specifica-
tion, as any rounding operations are
explicitly expressed as part of the
computation. As a result, any compli-
ant decoder will generate exactly the
same reconstructed video.

E. Decoder-Side Search

Decoder-side search algorithms
have been considered too complex
to be realized in previous video
coding standards until HEVC [7].
VVC does include decoder-side search
operations. Search-based tools derive
information at the decoder side based
on the available reconstructed pic-
tures. The adoption of such tools was
enabled by optimized algorithms that
include a limited number of search
steps in the decoder process while
providing rate-distortion benefits.
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VVC includes methods refining the
motion information on a 4 × 4 sub-
block level based on optical flow and
decoder-side motion vector refine-
ment (DMVR). Prediction refinement
with the optical flow (PROF) for
blocks with affine motion and bidi-
rectional optical flow (BDOF) for
bipredicted blocks refine the motion
information on a 4 × 4 subblock level
by minimizing the difference between
the two prediction blocks in the two
reference pictures. The scheme relies
on a simplified optical flow equation.
DMVR refinement applies an actual
search over a 2 × 2 integer sam-
ple range with subsample refinement.
This scheme is applied on complete
blocks for CUs smaller than 16 × 16

samples and 16 × 16 subblocks other-
wise.

F. Loop Filters

Loop filters operate on the recon-
structed video after block prediction
and reconstruction of the quantized
residual signal. VVC includes three
major loop filters with different pur-
poses: 1) deblocking filter; 2) sample-
adaptive offset (SAO); and 3) ALF.

The block-based nature of the cod-
ing scheme implies the occurrence of
visible and potentially very annoying
block boundaries in the reconstructed
picture, especially for low bitrates.
The deblocking filter is designed
to mitigate these artifacts. While,
in AVC, the filter implied a signifi-
cant complexity burden and a bot-
tleneck in terms of throughput [20],
the design of the deblocking filter in
HEVC and the refined version in VVC
allow for parallelized and block-based
operations.

The sample adaptive offset (SAO)
filter operates on a sample basis using
either a 3 × 3 neighborhood for
modifying the sample value or just
operating on the intensity value of
the sample itself. It has already been
included in HEVC and is specifically
helpful to reduce ringing or banding
artifact [21]. Due to its very local
structure, it can be efficiently imple-
mented and parallelized.

The ALF is the most complex
loop filter. The filter provides signal

enhancement by adaptively attenuat-
ing or enhancing relevant frequency
components in the signal. In VVC,
the filter operates on a 4 × 4 block
basis and applies a diamond-shaped
filter kernel of 5 × 5 or 7 × 7 sam-
ples with 25 sets of filter coefficients
available and selected based on local
activity and directionality. As depicted
in Fig. 3, the activation of ALF has the
most significant impact on the rate-
distortion performance of the coding
scheme while, at the same time, hav-
ing the highest impact on the decoder
runtime for the VTM.

G. Concluding Remarks

The main purpose of this section
is to highlight complexity aspects of
video coding standards using VVC
as an example. In the following,
we highlight articles in this area.
Viitanen et al. [22] provide a com-
plexity analysis of the HEVC decoder,
whereas Pakdaman et al. [23] provide
such an analysis for VVC encoding and
decoding. Recently, Bossen et al. [24]
provide a complexity analysis of VVC
and its VTM reference software.
However, these articles focus on
video coding standards defined in
the context of ISO/IEC and ITU-T.
For other video coding standards
(e.g., AVC, HEVC, VVC, EVC, LCEVC,
VP9, and AV1), mainly performance
comparisons are available, such
as [25] targeting bitrate savings
and encoding/decoding time. In
particular, LCEVC is designed to
provide a lightweight enhancement
to provide high-resolution videos
based on any legacy codec providing
a low-resolution version of the same
video. There are two sublayers in the
enhancement layer and low complex-
ity coding tools, including default
and customizable upscaling filters,
picture-level-switchable colocated-
only temporal prediction, and 2 × 2

or 4 × 4 fixed point transforms. The
verification test [26] demonstrates
the ability of LCEVC to outperform
state-of-the-art codecs AVC, HEVC,
EVC, and VVC as half-resolution base
layer codecs over the corresponding
full-resolution single layer anchors

and unguided up-sampling ones.
Further performance evaluations are
highlighted in Section IV.

III. O U T L O O K : E M E R G I N G
M E D I A S TA N D A R D S
This section provides an overview
about emerging JPEG and MPEG
media standards for which roadmaps
are publicly available at their respec-
tive web sites.6,7 Finally, we briefly
highlight our own view about future
video coding aspects.

A. JPEG

JPEG recently started a number
of relevant activities that are worth
to be reported here. In particular,
Foessel et al. [27] provide a sta-
tus and progress report. In terms
of emerging media standards not
covered in this special issue, JPEG
Pleno [28]–[30] is probably the
most advanced standard that aims
to address novel image modali-
ties, i.e., 1) light field; 2) point
cloud; and 3) holographic imag-
ing. Ebrahimi et al. [28] describe
the rationale behind the vision for
the JPEG Pleno standard that is
based on the plenoptic function [31].
Astola et al. [29] provide a com-
prehensive overview of JPEG Pleno,
including use cases, requirements,
and parts 1–4 of JPEG Pleno (ISO/IEC
21794). Part 1 defines the JPL file for-
mat, part 2 is about light field coding,
and parts 3 and 4 define conformance
and reference software, respectively.
Finally, it outlines future work items
of JPEG Pleno, i.e., point cloud and
holography. For example, holographic
content compression challenges and
standardization efforts are described
in [30], while streaming issues are
addressed in [32].

Another emerging JPEG standard is
related to learning-based image cod-
ing and referred to as JPEG AI.8 The
goal of JPEG AI is to define an end-to-
end learning-based coding approach

6Accessed: June 18, 2021. [Online]
Available: https://jpeg.org/

7Accessed: June 18, 2021. [Online]
Available: http://www.mpeg.org/

8Accessed: April 16, 2021. [Online]
Available: https://jpeg.org/jpegai/

1428 PROCEEDINGS OF THE IEEE | Vol. 109, No. 9, September 2021



Scanning the Issue

that is currently subject to research in
multiple grand challenges colocated
with scientific conferences, such as
IEEE MMSP’20 learning-based image
coding challenge9 [33] and CVPR’s
Workshop and Challenge on Learned
Image Compression (CLIC)10 [34].
These challenges are typically defined
around a common dataset with the
aim to improve coding efficiency
with respect to a predefined anchor.
An overview of recent advances in
end-to-end learned image and video
compression can be found in [35].

JPEG DNA11 refers to another JPEG
exploration activity, which aims to
define an efficient image coding for-
mat by using deoxyribonucleic acid
(DNA) that is represented by a quater-
nary representation basis rather than
a binary unit like in traditional image
coding. Thus, artificial DNA molecules
are created representing image data
resulting in DNA-based media stor-
age. Dimopoulou et al. [36] pro-
pose a first closed-loop solution for
generating a constrained fixed-length
quaternary code, which is extended
in [37] to a variable-length encoding
solution based on the JPEG standard.
Li et al. [38] describe a novel image-
based DNA system (IMG-DNA) for the
efficient storage of images in DNA
with improved robustness resulting
in higher fault-tolerance compared to
the state of the art.

Finally, JPEG Fake Media12 aims
to address various issues related
to media manipulation utilizing
deep learning (DL)-based meth-
ods that produce realistic media
content almost indistinguishable
from authentic content. Such
a kind of content is generally
referred to as “deepfakes” or simply
“fake media” resulting in various
issues concerning security, privacy,
integrity, and so on. In this context,
Temmermans et al. [39] describe the
current state and scope of media

9Accessed: April 16, 2021. [Online] Avail-
able: https://jpegai.github.io/

10Accessed: April 16, 2021. [Online] Avail-
able: http://compression.cc/

11Accessed: April 16, 2021. [Online] Avail-
able: https://jpeg.org/jpegdna/

12Accessed: April 16, 2021. [Online] Avail-
able: https://jpeg.org/jpegfakemedia/

blockchain technologies for JPEG Pri-
vacy and Security that is now contin-
ued as part of the JPEG Fake Media
efforts. JPEG Fake Media basically tar-
gets image descriptors in two cat-
egories: 1) modification descriptors
and 2) secure signaling of authenticity
information.

B. MPEG

MPEG’s roadmap13 in terms of open
media standards is roughly clustered
into media coding, systems and tools,
and beyond media and further detailed
below.

1) Media Coding: It can be further
divided into: 1) audio; 2) visual;
and 3) haptics data. Audio-related
aspects are covered in this special
issue by Quackenbush and Herre,
and video/visual-related aspects are
extensively discussed. Deep neural
network-based video coding (DNNVC;
sometimes simply referred to as AI-
based video coding) is at the time of
writing this article an exploratory
activity and targets end-to-end
learned video compression [35].
A survey of machine learning-
based video coding optimizations
is provided by Zhang et al. [40].
Liu et al. [41] provide a review and
case study about DL-based video
coding. Another aspect is related to
dense light field coding for which a
survey is provided by Conti et al. [42]
that cover both JPEG and MPEG.
Another emerging topic in the video
coding space is known as video
coding for machines (VCM) targeting
nonhuman users in the context of
machine vision. Duan et al. [43]
provide a comprehensive introduction
to this topic, while Fischer et al. [44]
specifically address feature-based
rate-distortion optimization in the
context of VCM. Finally, MPEG has
been recently started working on the
coded representation of haptics that
enable efficient representation and
compression of time-dependent haptic
signals and are suitable for the coding

13Accessed: April 16, 2021. [Online] Avail-
able: https://www.mpegstandards.org/

of timed haptic tracks that can be
synchronized with audio and/or video
media. Holland et al. [45] provide
an overview of the IEEE 1918.1 “Tac-
tile Internet (TI)” standards workings
group and its standards, including
haptic codecs for the TI.

2) Systems and Tools: It covers a
broad range of topics with the aim to
enable efficient delivery of all kinds of
media to future consumption devices
stimulating human senses, mostly
related to sight and hearing but also
others such as touch and potentially
also smell and taste [46]. The OMAF
standard is already covered in this
special issue, which is also exten-
sively covered in the scientific liter-
ature [47]–[49] addressing dynamic,
and adaptive 360◦ video streaming
use cases [50]–[52]. At the time of
writing this article, the second edi-
tion of the OMAF standard has been
ratified in December 2020, which
provides support for more than one
viewport and the dynamic bitstream
generation according to the view-
port among others. The processing
of media components within the net-
work is addressed in MPEG network-
based media processing (NBMP) that
is further described in [60] and
[61], including its use in the con-
text of OMAF [55]. Another explo-
ration activity includes the delivery
of [six degrees of freedom (6DoF)]
media for emerging (immersive) dis-
play technologies, such as introduced
in [56]–[59], which certainly also
impacts the Quality of Experience
(QoE) [60].

3) Beyond Media: It covers all kinds
of coded representation formats that
are not referred to as traditional
media content (i.e., audio or/and
video/visual data) and currently com-
prises two work items: 1) neural
network compression for multimedia
and 2) genome compression. Regard-
ing the former, i.e., neural network
compression, Sattler et al. [61]
describe trends and advances in
deep neural network communica-
tion as a new field of research at
the intersection of machine learning
and communications. In particular,
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a survey of methods is provided,
which communicates neural networks
toward clients for the purpose of:
1) on-device inference; 2) federated
learning; 3) peer-to-peer learning;
and 4) distributed learning within
data centers. In the latter, genome
compression, Voges et al. describe
the first open ISO/IEC standard for
the compression and exchange of
genomic sequencing data referred to
as MPEG-G.

C. Future of Media Standards

As outlined above, an immediate
next step in the field of visual media
standards will be related to: 1) the
optimization of existing codecs (i.e.,
with new coding tools, including
neural network-based coding tools)
and 2) so-called end-to-end deep
neural network-based video codecs.
Section IV provides an overview of
the articles covered in this special
issue, and specifically, Ding et al.
address this aspect of video
coding.

It is our belief that future steps
should aim to better understand the
human visual system (HVS) and usage
for perceptual coding tools. Some of
these aspects are already covered in
today’s video coding standards/tools
(e.g., scene cuts and Group of Picture
structure with hierarchical quantiza-
tion) but not so much emphasized like
in audio coding.

Finally, multimedia content
currently dominates traffic on today’s
networks that are expected to further
increase in the future. Future media
standards will certainly provide
specifications enabling interopera-
ble, immersive media applications,
and services, but this will coexist
with traditional, 2-D rectangular
video for a while. Other topics
are related to video coding for
(autonomous) machines [43], TI
(including haptics) [62]–[64], or/and
enhancing traditional video with
sensory effects [46], [65] enabling
truly immersive experiences [60].
In summary, the future of media
standards provides a lot of open
aspects for R&D.

IV. O V E RV I E W O F T H I S
S P E C I A L I S S U E
The goal of this special issue is to
provide an overview of open media
standards focusing on the technology
developed in the context of those.
This special issue covers the follow-
ing aspects of open media standards:
1) video coding; 2) image coding; 3)
audio coding; 4) point cloud coding
(PCC); 5) systems aspects (i.e., omni-
directional media); 5) compression
and exchange of genomic sequencing
data. In this section, we provide a
brief overview of the articles within
this special issue.

In the context of traditional video
coding, this special issue features
two articles covering video coding
formats from both ISO/IEC/ITU-T
(i.e., HEVC and VVC) and AOMedia
(i.e., AV1). Han et al. provide a
“A technical overview of AV1” that
comprises a deep insight into the
AV1 video compression format,
specifically a technical overview of
the AV1 codec design, including:
1) high-level syntax; 2) reference
frame system (reference frames,
alternate reference frame, and frame
scaling); 3) superblock and tiling
structures; 4) coding block opera-
tions (partitioning, intra/interframe
prediction, dynamic motion vector
referencing scheme, transform cod-
ing, and quantization); 5) entropy
coding system (probability model,
arithmetic coding, and level map
transform coefficient coding system);
6) postprocessing filters (deblocking,
constrained directional enhancement,
loop restoration, frame super-
resolution, and film grain synthesis);
and 7) profile and level definition.
Finally, a performance evaluation is
provided, which compares AV1 to its
predecessor VP9. Bross et al. provide
an overview titled “Developments in
international video coding standard-
ization after AVC, with an overview
of versatile video coding (VVC).” In
particular, this article reviews video
coding standards after AVC, i.e., HEVC
and VVC, each of them targeting
a 50% bit-rate reduction compared
to its respective predecessor. In the
beginning, this article provides an

overview of video coding standards
in general with a block diagram of
a hybrid video encoder, including
the modeling of the decoder within
the encoder. Furthermore, it briefly
highlights HEVC focusing on its first
version and extensions, i.e., range
extensions, scalable HEVC, multiview,
3-D, and screen content coding. VVC
is the most recent video coding
standard in this series of standards
at the time of writing of this article,
which is described next, including:
1) an overview of the standard-
ization and development process;
2) a description of coding tools
(block partitioning, inter/intrapicture
prediction, transform, quantization,
entropy coding, in-loop filtering,
screen content coding, and 360◦ video
coding); and 3) systems and transport
interfaces (RA support, adaptation
parameter set, picture header,
reference picture management, high-
level picture partitioning, picture
resolution changes with interpicture
prediction, scalability support, and
profile/tier/level aspects). Finally,
this article provides both objective
and subjective video coding efficiency
analysis of VVC with respect to its
predecessor and also an optimized,
open-source VVC encoder. It is noted
that these two articles deliberately do
not report performance evaluations
among the codecs under discussion
since this should ideally be based on
comparable encoder implementations
that are not trivially achieved.
The interested reader is referred
to various articles documenting
such kinds of evaluations, e.g.,
[66], [67], [68], or [69], but
we note to consider them with
caution.

Recently, (deep) neural networks
have been applied in the context of
video coding resulting in approaches
that could be collectively referred
to as deep neural network-based
video coding (DNNVC). In this special
issue, Ding et al. provide a report
titled “Advances in video compression
system using deep neural network: A
review and case studies” that targets
video coding improvements for both
individual blocks of the hybrid
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video encoder and jointly across
multiple blocks, including end-to-end
approaches. In particular, this article
clusters DNNVC in three modules:
1) preprocessing (based on saliency
and analysis/synthesis); 2) coding
(modularized and end-to-end neural
video coding); and 3) postprocessing
(in-loop and postfiltering). Finally,
it provides case studies for each of
the three modules, i.e., switchable
texture-based video preprocessing
that leverages DNN-based semantic
understanding for subsequent coding
improvement, a framework for end-
to-end neural video coding, and
in-loop/postfiltering using stacked
DNN-based neural filters for qual-
ity enhancement of reconstructed
frames.

Immersive video is becoming more
and more important. Thus, this
special issue contributes the article of
Boyce et al. titled “MPEG immersive
video coding standard” targeting
immersive volumetric content cap-
tured by multiple cameras with 6DoF.
This article provides an overview of
the MPEG Immersive Video (MIV)
codec by providing: 1) a description of
the given source material; 2) details
about the codec structure, atlases,
and patches; and 3) view parameters.
Furthermore, it describes the Test
Model for Immersive Video (TMIV)
reference software encoder, decoder,
and renderer. The alignment with
the V3C/V-PCC specification and
experimental results concludes this
article.

PCC is addressed in the
article by Cao et al. titled
“Compression of sparse and dense
dynamic point clouds—Methods and
standards.” This article provides
a comprehensive survey of state-
of-the-art methods clustered into
compression: 1) for static point cloud
objects; 2) for dynamic point cloud
objects; and 3) using DL methods.
The core of the article describes
MPEGs recent standards for Video-
based Point Cloud Compression
(V-PCC) and Geometry-based Point
Cloud Compression (G-PCC). For
both compression formats, V-PCC and
G-PCC, coding tools are described

in detail, and evaluation results are
presented as well.

As the representative article for the
field of image coding, Descampe et al.
present an overview on the state
of the art in image coding for
mezzanine applications in their
article titled “JPEG XS—A new
standard for visually lossless low-
latency lightweight image coding.”
The goal of this standard is to
provide a means for very-high-quality
image storage and transmission,
e.g., for display or sensor links. The
paper provides a broad introduction,
including use cases, key features, and
comparison with other image codecs
before arriving at its core, i.e., the
technical overview comprising the
following aspects: 1) intercomponent
and intracomponent decorrelation;
2) quantization; 3) entropy coding;
4) packetization; 5) rate compu-
tation; 6) smoothing buffer and
decoding steps; and 7) system inte-
gration and encoding architecture.
Finally, this article concludes with
a latency analysis, an overview
of profiles/levels/formats, perfor-
mance evaluation (i.e., objective,
subjective, and complexity analy-
sis), and status of the standard-
ization process and upcoming
extensions.

In addition to visual media, audio
provides yet another important
modality in the context of this special
issue, not only but specifically since
the standardization of MPEG-1 Audio
Layer III also known as MP3 [70].
Recently, immersiveness has become
increasingly important for audio, and
thus, Quackenbush and Herre provide
an overview titled “MPEG standards
for compressed representation of
immersive audio.” This article focuses
on two standards, namely, MPEG-H
Audio (universal immersive audio
coding) and MPEG-I Immersive
Audio (compressed representation
for virtual and augmented reality).
The former is described in detail
with respect to coding tools and
performance, whereas the latter is—at
the time of writing of this article—
still under development, and the
article focuses on the differences from

other standards and the requirements
and development process of an
MPEG-I 6DoF immersive audio
standard.

While video, image, and audio cod-
ings are fundamental to an efficient
representation of audio–visual con-
tent, systems aspects, such as storage
and delivery (including streaming)
formats, are required to enable appli-
cations and services with high QoE.
Hannuksela and Wang provide “An
overview of Omnidirectional MediA
Format (OMAF).” which is arguably
the first virtual reality (VR) system
standard that includes support for
360◦ video (among others). This arti-
cle introduces the end-to-end OMAF
architecture from content authoring
to the player and highlights repre-
sentation formats of omnidirectional
video and images, i.e., the coordi-
nate system used in OMAF, projection
formats, regionwise packaging, mesh
omnidirectional video, fisheye omni-
directional video and images, and
supplemental metadata for omnidi-
rectional video and images. Further-
more, various aspects of 360◦ video
streaming are described, and finally,
video/images profiles and toolset
brands are highlighted.

Last but not least, open media
standards are not limited to audio-
visual information and associated
data but may also include other types
of data. In this context, Voges et al.
provide “An introduction to MPEG-G:
The first open ISO/IEC standard
for the compression and exchange
of genomic sequencing data.” The
amount of data generated by genomic
sequencing machines calls for efficient
representation formats. This article
provides an overview of the MPEG-G
standard comprising five parts:
1) transport and storage of genomic
information; 2) coding of genomic
information; 3) metadata and
application programming interfaces;
4) reference software; and 5) confor-
mance. The core of the specification
deals with the coding of genomic
information comprising preprocess-
ing, descriptor generation, trans-
formation and entropy coding, and
the decoding process. Finally, results
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about the compression performance
are described, including a discussion
thereof.

We hope that this special issue
provides readers a better understand-
ing of open media standards in the
areas of visual and audio coding, and
systems aspects.

V. C O N C L U S I O N
The aim of this article is to pro-
vide an overview of the articles cov-
ered in this special issue on open
media standards. Media standards are
important with respect to interoper-
ability among vendors or providers
of applications and services that can
be both source and sink of scientific
R&Ds. We also discussed the term
open standards from a general point
of view and specific to most recent
video coding standards. This article

also includes a special topic covering
the aspect of computational complexity
using the VVC standard as an exam-
ple. Finally, we provide an outlook
of emerging media standards (i.e.,
JPEG and MPEG) based on informa-
tion publicly available (i.e., roadmap)
at the time of writing this article. We
do hope that this special issue pro-
vides a tutorial-style overview of stan-
dards and technologies in the multi-
media domain. Furthermore, we do
hope that it will stimulate fur-
ther R&D efforts in this exciting
area, and we invite everyone to get
involved in and excited about media
standards.
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