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Learning-Based Automation
of Robotic Assembly for
Smart Manufacturing

This article proposes an approach to endowing robots with the capability of
autoprogramming of assembly tasks with minimal human assistance that is based on
“learning from observation” and “robotic embodiment.”

By SANGHOON JI, SUKHAN LEE
INsO KWON, Member, IEEE, FRANK C. PARK

ABSTRACT | For smart manufacturing, an automated robotic
assembly system built upon an autoprogramming environment
is necessary to reduce setup time and cost for robots that are
engaged in frequent task reassignment. This article presents
an approach to the autoprogramming of robotic assembly
tasks with minimal human assistance. The approach integrates
“robotic learning of assembly tasks from observation” and
“robotic embodiment of learned assembly tasks in the form of
skills.” In the former, robots observe human assembly opera-
tions to learn a sequence of assembly tasks, which is formal-
ized into a human assembly script. The latter transforms the
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human assembly script into a robot assembly script in which
a sequence of robot-executable assembly tasks are defined
based on action planning supported by workspace modeling
and simulated retargeting. The assembly tasks, in the form of
the robot assembly script, are then implemented via pretrained
robot skills. These skills aim to enable robots to execute diffi-
cult tasks that involve inherent uncertainties and variations.
We validate the proposed approach by building a prototype of
the automated robotic assembly system for a power breaker
and an electronic set-top box. The results verify that the pro-
posed automated robotic assembly system is not only feasible
but also viable, as it is associated with a dramatic reduction in
the human effort required for automating robotic assembly.

KEYWORDS | Automated robot programming; learning by
observation; smart manufacturing.

I.INTRODUCTION

As the manufacturing industry trends toward smaller
batch production, production lines rely more and more
on flexible or smart work cells. In such a smart cell-
based production line, industrial robots are required to
work in an environment, which is more complex, less
structured, and subject to more frequent changes than
in a standard production line. Furthermore, the robots
should be able to collaborate among themselves and with
human workers. This situation represents a sharp deviation
from a conventional mass production line where robots
carry out simple and fixed routines under highly structured
workspace environments.

However, there is a key challenge to implementing smart
cell-based production lines: the time and effort required
to set up the robots engaged in sophisticated tasks,
either independently or cooperatively, in such a minimally
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structured smart cell are expected to grow exponentially.
This challenge increases the demand for “leveling up”
of automation to set up the robots in smart cell-based
production lines. This boils down ultimately to the problem
of how to automate the programming of the robots in
such a way that the robots can carry out the given task
automatically with the minimum human input.

For instance, although many cooperative robots have
recently been developed and released to support the
flexibility of work cells, there is an immediate need for
further improvement in the convenience of teaching the
robots to accomplish a task in a more direct and intuitive
manner. This means that, in order to achieve simultane-
ous improvements in productivity and flexibility based on
robotized smart work cells, it is critical to increase the
level of automation in programming and robotic execution.
As such, researchers in the field of smart manufacturing are
increasingly interested in applying artificial intelligence
(AD) to automating robot work planning and control.

The process of robotizing a target process by introduc-
ing or adding an industrial robot to a work cell consists
of two steps. The first step comprises the preoperations,
such as programming (P), teaching (T), and parameter
tuning (PT), while the second step comprises the postop-
erations needed for adaptation to a real environment. The
preliminary work (B T, PT), which is performed by human
workers, takes about three to seven months depending on
the complexity of the target process. Thus, there exists
an urgent need for improvement in the efficiency of the
prework. In particular, the current practice of manual work
of (B T, PT) by automation specialists should be replaced
by a new paradigm of data-based automation for which Al
is expected to play a major role.

Note, however, that, for practical purposes, it may be
necessary to consider potential obstacles to the use of
Al-based automated systems in real manufacturing prac-
tices. For instance, major robot makers may be reluctant to
allow their robots to be programed and controlled by exter-
nal sources. Therefore, this article proposes an Al-based
automated assembly system that guides the robots in an
assembly smart work cell to automatically create work
plans by observing human demonstrations of the work
process and content. The work plan includes the assembly
order, the sequence of unit assembly operations, the tar-
get pose of assembly objects, and the skills required to
complete the unit assembly operations. Although challeng-
ing, the development of the proposed Al-based automated
assembly system is supported by the recent emergence
of two significant technological advancements: 1) deep
learning (DL)-based real-time segmentation, modeling,
and understanding of static and dynamic scenes and 2) an
increase in the power of reinforcement learning (RL) for
implementing robot skills.

A. Related Work

As a means of improving the prework (B T, PT)
for robotic assembly, the “BAXTER” robot [1] simplified
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P and T by eliminating P altogether. The process injection
is made easier by the use of direct teaching to automate
Nemec et al. [4] developed a new type of autonomous
robot work cell, the “Reconcell,” in which the robot learns
skills for polishing and grinding processes from human
demonstrations. “Reconcell” was designed for both large
and small production lines [3]. Niekum ez al. [6] developed
a robot that assembles IKEA desks, for which they define
the unit tasks that the robot can perform with the skills
the robot learns. The furniture is assembled through a
combination of the unit works represented as a designated
sequence.

Diankov proposed an Al-based platform,
“OpenRAVE” [5], for the development of robot programs.
“OpenRAVE” carries out automatic task programming
using the minimum available information on tasks and
robots, including CAD files, sensor data, movement
constraints, grip/contact constraints, an obstacle map,
and robot-related information, such as robot kinematics,
grippers, bases, sensors, controllers, and H/W interfaces.
Domel et al. [30] presented a modular software system
that autonomously solves industrial manipulation tasks.
A number of modules have been developed to represent
knowledge on the state of the world, the objects to be
handled, and the assembly processes such that, given the
task and environmental requirements, they are flexibly
organized through hierarchical flow control to perform
autonomous mobile manipulation. Meanwhile, Syddansk
Universitet, in the IntellAct project [2], developed a
technology that allows robots to automatically learn
semantic tasks based on an understanding of scenes and
human actions.

Automatic manipulation of industrial objects requires
object identification, segmentation, and poses estimation.
“Kinema pick” [31] can recognize the shape and pose of
various-sized boxes and determine the robotic motions
that are necessary to pick them up and place them on
a conveyor belt in real time. Deep Sliding Shapes [32]
was proposed as a method of simultaneously performing
object detection and object pose estimation based on an
RGB-D camera. This method consists of DL networks that
estimate a 3-D region, identifies the objects in that region,
and computes their poses. MaskTrack ConvNet [33] was
presented as a method of obtaining a highly accurate
representation of object segmentation from videos. In it,
a DL network performs segmentation for the current frame
based on the segmentation result of the previous frame and
the image in the current frame as the input.

B. Problem Statement and Proposed Approach

In this article, we address the following problem: how
to reduce the setup time and cost for reconfiguring and
reprogramming robots engaged in a minimally structured
smart assembly cell, so as to effectively deal with the fre-
quent reassignment of assembly tasks of increasing sophis-
tication. To deal with this problem, we recognize the need
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Fig. 1. Overview of the proposed learning-based automated assembly system with three parts and supporting DB.

to upgrade the level of automation in the assembly line by
endowing robots with the capacity for autoprogramming
under minimal human input. To this end, we propose
a robot autoprogramming environment that involves the
integration of robotic learning of assembly tasks from
observing human assembly and robotic embodiment of
learned assembly tasks with pretrained skills. Furthermore,
we demonstrate how recent advancements in deep and RL
can impact the quality of implementation of the proposed
approach.

II. SYSTEM OVERVIEW

The proposed approach to building an autoprogramming
environment for robots engaged in a smart assembly cell
consists of three parts: 1) robotic learning of assembly
tasks through observation of the human assembly process,
which results in a high-level description of learned assem-
bly tasks as a formal human assembly script; 2) auto-
matic transformation of the human assembly script into
a robot assembly script, in which a sequence of robot-
executable tasks is specified based on robot action plan-
ning supported by workspace modeling and simulated
retargeting, referred to here as “robotic embodiment;”
and 3) automatic execution of the sequence of robot-
executable tasks defined in the robot assembly script
with pretrained robot skills. The pretrained skills allow
the robots to adapt to the uncertainties and variations
present in real assembly environments. Refer to Fig. 1 for
an illustration of how the three parts described above
function to accomplish the assembly objective of the
system.

To define the sequence of assembly tasks from obser-
vations, the first part performs DL-based recognition of a
sequence of human assembly actions and of the grasping
mode of the hand, in addition to the recognition of the
objects involved in those assembly actions, from captured
video images. To this end, we collect large-scale human
assembly data sets to train and test the DL networks,

including annotated data sets of human assembly actions
with their sequences in the assembly process and the
grasping modes involved, from the real assembly of vari-
ous electromechanical products. The assembly sequences
are then organized into finite state machines (FSMs) as
generalized representations [34], [35]. An FSM filters a
sequence of assembly actions recognized by DL networks
in such a way to ensure the robustness of the identified
assembly sequences and to describe the assembly states
associated with those actions. This process of learning a
sequence of assembly tasks from observation is supported
by the recognition of the objects and the types of hand
grasping motions that help to identify the assembly states
associated with the actions.

The learned assembly tasks with their sequences are
formalized into a human assembly script in terms of
the assembly actions with their orders in the assembly
sequence and the state transitions, grasping modes, and
objects involved.

The second part, “robotic embodiment,” aims to trans-
form the human assembly script generated in the first
part into a robot assembly script that can be executed by
robots despite the differences between humans and robots
in terms of their physical and perceptual capabilities.
The robotic embodiment starts with planning a sequence
of robot-executable actions with Planning Domain Defi-
nition Language (PDDL) [11], so as to accomplish the
intended assembly tasks defined in the human assembly
script. To plan the robot actions, we predefine a set of robot
actions to be used in the PDDL domain. The planned robot
actions are subject to simulation-based verification prior to
being entered into a robot assembly script. The verification
process assesses whether the planned action sequences are
executable based on simulation aided by 3-D workspace
modeling. If they fail, the planned action sequences are
modified through retargeting and replanning. Retarget-
ing sets up novel assembly states that may allow the
robots to accomplish the given assembly tasks even though
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these states are not specified in a human assembly script.
The additional retargeted states are then fed back into
PDDL for replanning the necessary robot actions. As an
example, when the robot cannot reach its target position
due to obstacles, contrary to what is expected from initial
planning, retargeting and replanning become necessary.
In this case, retargeting and replanning should be auto-
matically invoked to generate, for instance, an action
for obstacle removal so that robot can reach the target
position.

The third part implements the robot assembly script
from the second part in real-world assembly cells. The
implementation integrates the planned robot assembly
actions with real-time recognition of the 3-D positions
of the objects and tools involved. It should be noted,
however, that simulation-based retargeting alone may not
be sufficient for robots to accomplish the planned assembly
tasks. This is especially true when the uncertainties and
variations involved in assembly tasks are too great to
be specified in the assembly script, as is, often, the case
when an assembly task requires sophisticated motion and
force trajectories, as well as interactions with objects
and environments. To handle this issue, we pretrain the
robots on a list of skills from which they can select
to carry out real-world assembly operations. Here, such
robot skills are represented by deep convolutional neural
networks (DCNNs) [10], [20], in which the supervisor
is capable of self-improvement through imitation learning
(IL) [21]-[23] and RL [18].

A. Assembly1.0: Data Sets Collected for
Implementation

For the implementation of the proposed learning-based
automated assembly system, large-scale training and test-
ing data sets are required. We have collected and anno-
tated the required data sets into a database referred to here
as Assembly1.0. Assembly1.0 consists of a video data set
of human assembly action sequences for learning human
assembly operations, a video data set of human object
grasping actions during assembly operations, and a 3-D
point cloud data set of industrial objects and, partly, their
CAD files, involved in the assembly. These data sets are
collected to represent typical assemblies of industrial prod-
ucts in real manufacturing settings. Specifically, the data
set for human assembly action sequences includes such
unit actions as “approach,” “reach,” “pickup,” “put,” “flip,”
“plug,” “screw,” and “release,” together with the objects
involved in the unit actions. On the other hand, the data
set for human object grasping actions covers the right and
left hands with 33 grasping types in association with eight
object categories: “bolt,” “upper body,” “cable,” “copper,”
“hexagon wrench,” “iron,” “bottom body,” and “busbar.”
Table 1 summarizes the specifications of data sets included
Assembly1.0. We plan to open Assembly1.0 publicly acces-
sible for research purposes through the AI-Hub Korea:
https:/fwww.aihub.or.kr/.

”» « ” «
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Table 1 Assembly1.0 Data Set Specifications

Dataset Specification Size Reference
Video for  RGB-D Kinect v2 s
human assembly RGB, Depth, 30Hz VIEIRE, Section 111
action sequences ; o 85,000 frames
Front view
Video for  RGB-D Kinect v2 N
human object  RGB, Depth, 30Hz oY oy = Section III
grasping actions Top view »500 frames
3D point cloud 60/440 objects in
/CAD files of SKKU 3D Camera  15/35 categories for Section IV
industrial 0.1 mm Precision industry/household,
objects 4 categories with CAD

III. LEARNING ASSEMBLY TASKS

FROM OBSERVATION: HUMAN
ASSEMBLY SCRIPT

In the first part of the proposed automated assembly
process, the robots learn assembly tasks by observing
human workers. The objective is to extract high-level
descriptions of assembly action sequences, including action
classes, the order of actions in sequence, the state transi-
tions associated with actions, the hand grasp type, and the
target objects involved. As shown in Fig. 1, this part entails
DL-based recognition of assembly action sequences, which
is supported by the recognition of the hand grasp types
and the objects involved. The assembly action sequences,
thus, recognized are filtered with FSM for robustness. The
results are formally represented by a human assembly
script, which is then transferred to the second part, robotic
embodiment.

A. Recognition of Hand Grasp Type
for Assembly Intent

Recognition of hand grasp type plays an important role
in identifying assembly states, as grasp types indicate how
to manage objects and tools by hand [12], [13] or, in short,
the assembly intent. However, it is difficult to correctly
recognize the different grasp types by visually observing
human hands as the hand motions involved in the assem-
bly are quite diverse and can be obscured when holding an
object. When manipulating objects, humans either grasp
tools and parts or lift objects. Here, we focus on the grasp
types associated with one hand to identify human assembly
intent. Feix et al. [14] proposed a taxonomy for human
grasp types in everyday life by integrating and modifying
various existing grasp taxonomies. We adopt their taxon-
omy of 33 grasp types, of which ten are selected for use
based on their strong relevance to assembly: cylindrical,
spherical, palmar, tip, lateral, hook, tripod, prismatic fin-
ger, disk, and index finger extension. We also select eight
categories of objects associated with the ten grasp types.

Fig. 2 illustrates the data flow of the proposed grasp type
recognition, while Fig. 3 shows the detailed architecture of
the grasp recognition system.

The proposed grasp type recognition system is based on
two stages of processing. First, we detect all of the hands
and objects in the image. Then, every possible combination
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Fig. 2. Data flow of our grasp recognition approach.
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of hand and object that could be linked to hand grasp is
examined. The detection of hands and objects is imple-
mented by RetinaNet [15], as shown in Fig. 3, while the
recognition of grasp types from the detected hands is done
by a two-layer convolutional neural network (CNN) [8]
with an averaging pooling layer and a fully connected
layer. Note that RetinaNet consists of a backbone network
of ResNet-101 [16], a feature pyramid network [17], and
subnetworks for classification and box regression.

More specifically, to identify a possible combination of
hand and object as a candidate for grasp type recognition,
we first consider the physical distance between the two
due to the fact that the hand and object should be near
each other. To measure this physical distance, we scale
the overlap between the respective bounding boxes of
the hand and object. On the other hand, to classify the
grasp type of each candidate, we apply region of interest
(RoI) pooling [18] to the respective hand and object
bounding boxes to generate input for the grasp classifier.
Fig. 4 illustrates the two stages of the proposed grasp
type recognition system. Fig. 4(a) shows an input image
to be processed for grasp type recognition. Fig. 4(b)
represents the result of the first stage, where all hands and
objects that are present in the scene are detected with the
respective bounding boxes. Note that the bounding boxes
are colored to represent the types of both hand and object
along with a confidence score for each. Fig. 4(c) shows
the result of the second stage, demonstrating the grasp

Grasp recognizer
Object & Hand

Detector
Feature Extractor

Object Classifier

Components

Residual bottleneck block 64/64/256 x3

Residual bottleneck block 128/128/512 x4
[WResidual bottleneck block 256/256/1024 x 23
[BResidual bottleneck block 512/512/2048 x 8

Convolutional Layers 3x3/256 x4

Object Box Regressor

Grasp Classifier

Conv x 2
e A
RERE

Max Selector

Fig. 3. Architecture of the grasp recognition network.

i e IR
 §gided

Fig. 4. [lllustration of the proposed method of grasping mode
recognition: (a) input image, (b) output of the hand/object detector,
and (c) output of the grasping mode classifier.

type classification for the selected hand-object candidate.
In Fig. 4(c), right and left hands are differentiated using
colors, and the classification probabilities of both the grasp
type and the object type are marked.

To evaluate the performance of the proposed grasp type
recognition algorithm, we collect a hand grasp video data
set from real assembly environments, consisting of videos
of power breaker/air circuit breaker assembly by human
workers. The video data have a resolution of 1920 x
1080 at 30 frames/s. The videos depict 15 workers repeat-
ing their assembly tasks, five times each, and each assem-
bly task takes approximately four minutes to complete.
Refer to Fig. 4 and Table 1 for the samples of collected
data and for the specification of grasping action video
data set, respectively. This process results in 7.768 image
frames, which are divided into 5.827 frames for training,
0.388 for validation, and 1.549 for testing. The results
of the performance evaluation indicate that the proposed
system achieves an average accuracy of 98.26% for ten
grasp types and eight object types.

B. Assembly Action Sequence Recognition

Assembly action sequence recognition is used to predict
human assembly actions in the form of an action sequence
based on video input, as shown in Fig. 5. To improve
the adaptability of our system to various action recog-
nition scenarios, we adopt a well-established DL model,
3-D CNN with the VGG-M architecture, as the target
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Fig. 5. Example of action prediction for a single frame, where the
prediction result is “reaching toward the bottom part of the object.”

model. Note that, to make our system as light as pos-
sible, we configure the model with a feedforward CNN
architecture without a recurrent loop and use only RGB
images for action sequence recognition. This provides us
with near real-time prediction performance. Furthermore,
to improve the robustness of the learning process, we aug-
ment the training data by applying a random 2-D projec-
tive transformation or homography to the collected video
frames. Note that the action recognition system takes the
hand grasp types and the recognized objects of interest
as an additional input to heighten accuracy. Accordingly,
the resulting action recognition system is highly robust to
various scenes from different viewpoints.

It is imperative that our DL model is both effective and
efficient. One way to improve the power of the DL model
is to use a deeper architecture; however, this comes at
the expense of computational cost. To achieve satisfac-
tory performance while maintaining the speed of forward
processing as close to real time as possible, we leverage
a machine learning paradigm called “knowledge distil-
lation,” by which the knowledge of a larger model is
transferred to a lighter model. In this scenario, the larger
model is referred to as the teacher network, while the
lighter model is the student network. We use ResNet152
[9] pretrained on the ImageNet data set as the teacher
network and 3-D CNN with the VGG-M architecture as the
student network. The student network gains knowledge
from the teacher network by mimicking the input—output
mapping function of the teacher network. For example,
the student network mimics the intermediate loss of the
teacher network by backpropagating the L2 distance to
the loss of the teacher network for training, as illustrated
in Fig. 6. As a result, we are able to train the student net-
work to have a high prediction accuracy while sustaining
high speed. Specifically, the accuracy of action sequence
prediction is improved from 91.67% without knowledge
distillation to 94.43% with knowledge distillation when
testing with the human assembly action sequence data set
shown in Table 1. In addition, FSM helps further improve
the accuracy from 94.43% to 94.72%. Knowledge distil-
lation offers not only improvement in accuracy but also
efficiency in computation. For instance, we achieve about
0.1 s or ten frames/s to process a video clip consisting
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Fig. 6. Description of the knowledge distillation technique. The
student model (our target model) learns information from the
teacher model (larger model with more knowledge). Thus, our target
model is trained more effectively without sacrificing computational
cost.

of ten consecutive frames. In comparison, it takes about
0.3 s or 3.33 frames/s for the teacher network, ResNet152,
to process the same video clip.

As stated in the system overview section, human
assembly sequences can be organized into FSM as gen-
eralized representations. An FSM representation of an
assembly sequence is useful for filtering the predicted
action sequences in a postprocessing step. In an FSM,
the current state changes to another state based on the
action predicted by the action recognition system, as illus-
trated in Fig. 7. An FSM can be constructed from assem-
bly sequences through learning in the form of either
probabilistic or deterministic automata. The FSM is rep-
resented by a transition matrix, each element of which
indicates what the next state should be either probabilis-
tically or deterministically, given the current state and the
action predicted by the DL model. For the sake of simplicity,
we predefine a deterministic FSM by grammatically struc-
turing the collected assembly sequences. The FSM offers
a concise form of our prior knowledge about the possible
order of the action sequences. For example, we know that,
if the current state is “reaching bus-bar,” the next state
cannot be “pickup upper part.” Fig. 7 shows an example
of FSM filtering of the predicted action sequence, where
the state changes only when the action prediction involves
“put plate,” while the prediction of “other actions” main-
tains the present state. In particular, to prevent an “illegal
transition” from happening, we set O for the elements in
the transition matrix that correspond to illegal transition
so that FSM does not predict a wrong action sequence.
In summary, FSM-based filtering of action prediction and
the associated state transition help to sustain temporal
consistency, alleviating the temporal flickering problem in
action sequence prediction.

‘0(\5 .0(\5
(o (0%
otre
2. Get plate
approach plate put plate *\ to the case

Fig. 7.
By taking the information from the previous time step into account,
our action sequence prediction becomes more robust to temporal

FSM designed for refining action sequence prediction.

flickering.
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Human Assembly Script

<?xml version="1.0" encoding="UTF-8"?>
- <task>
- <object>
<name>BUSBAR</name>
<horizontal>5</horizontal>
<vertical>5</vertical>
<height>7</height>
<color>WHITE</color>
<weight>2</weight>
</object>
- <object>
<name>UPPER_BODY</name>
<horizontal>30</horizontal>
<vertical>20</vertical>
<height>5</height>
<color>GRAY</color>
<weight>10</weight>
</object>
- <subtask>
<name> Busbar-Approach </name>
<sequence_number>1</sequence_number>
<execution_time>75</execution_time>
<grasp_type>NONE</grasp_type>
<arm_id>NONE</arm_id>
<grasping_object>NONE</grasping_object>
</subtask>
- <subtask>
<name> Busbar-Pickup </name>
<sequence_number>2</sequence_number>
<execution_time>42</execution_time>
<grasp_type>Disk-Grasp</grasp_type>
<arm_id>RIGHT</arm_id>
<grasping_object>Busbar</grasping_object>
</subtask>
- <subtask>
<name> Busbar-Release </name>
<sequence_number>3</sequence_number>
<execution_time>23</execution_time>
<grasp_type>NONE</grasp_type>
<arm_id>RIGHT</arm_id>
<grasping_object>NONE</grasping_object>
</subtask>
</task>

Fig. 8. Generation of the human assembly script by recognizing
the assembly intent and action sequences and the objects involved
from demonstrations.

C. Human Assembly Script

Once the system recognizes the intent and action
sequence of human assembly and the objects involved
(from the demonstration), the results are formalized into
the human assembly script, as illustrated in Fig. 8.

IV. ROBOTIC EMBODIMENT OF
LEARNED ASSEMBLY TASKS: ROBOT
ASSEMBLY SCRIPT

The second part of the proposed automated assembly
involves the transformation of the human assembly script
into a robot assembly script that is executable by robots
in real assembly environments. This so-called robotic
embodiment process aims to generate robot-executable
action plans based on a set of robot actions predefined
in the PDDL domain, so as to accomplish the assem-
bly tasks defined in the human assembly script. Robot
action planning also relies on 3-D modeling of the assem-
bly workspace. When planning robot-executable actions,
simulation-based verification and retargeting of initially
planned robot actions play a key role. Once the planned
robot actions are verified as not executable, robot action

planning should retarget assembly states to generate
compensatory robot actions to make the assembly task
robot-executable.

A. 3-D Modeling of the Assembly Workspace

The robotic embodiment of learned assembly tasks
requires modeling of the 3-D assembly workspace. Mod-
eling enables the robots to simulate or execute the given
assembly task based on the 3-D geometric information of
the objects and tools involved in the assembly process. We
propose the 3-D workspace modeling system illustrated
in Fig. 9. The proposed system detects and recognizes
objects of interest, estimates their 3-D poses, and overlays
the detected objects with the applicable CAD models based
on the 2-D images and 3-D point clouds of the workspace
captured by a 3-D camera. As shown in Fig. 9, the system
first detects the objects of interest and the featured parts of
those objects based on a cascaded object detector formed
by YOLO Ver. 3 [7], a serial connection of YOLO 1 and
YOLO 2. In addition, we devise an object classification
net, Part Net, which takes the object labels from the
object detector and the featured parts of the detected
objects as input to finalize object labeling. Part Net aims
to correct labeling errors made by YOLO 1 to meet the
high recognition rate required by the industry. We adopt
an engineering approach to 3-D pose estimation of objects
for the sake of accuracy. That is, we extract and localize
the geometric features of objects in 3-D based on the
captured 2-D image and 3-D point cloud. The extracted
and localized geometric features are then matched with
those of the corresponding CAD model for registration.
Then, the iterative closest point (ICP) procedure is applied
between the 3-D point cloud and the registered CAD model
to refine the object’s 3-D pose with high accuracy. The input
and output parameters and the performance associated
with individual modules are illustrated in Fig. 10.

Note that the objective of detecting featured object
parts is twofold: 1) to provide high accuracy in object
recognition by correcting errors in initial object labeling
by the object detector and 2) to provide efficiency and

Input: 2D Image

Object
Detection Net
YOLO 1_90% Classification Net
Object Bounding Box Part Net 99%
Part Object|Label
Detection Net
YOLO 2 90%
Part Bounding Box

Object

Geometric

Feature Extraction
I |
Input: 3D Point Cloud

Object to CAD
Part Matching

CAD Model

Initial Mogel Overlay

Object Pose
Estimation with ICP

Total Time :
250ms

Output: Object Label and

3D Pose 99%,
error: 1mm, 1°

Fig. 9. Modeling of a 3-D
DL network.

bly envir t b d on a hybrid
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Fig. 10. Objects (left) and part features (right) detected,
respectively, by the object detection net and the part detection net,
forming the cascaded object/part detector, for assembly objects on
the workspace (top) and in a bin (bottom).

accuracy in the extraction of the geometric features of
objects that are essential for 3-D pose estimation. For
instance, geometric features, such as points, line segments,
and circles, tend to be associated with the featured parts
of objects, as shown on the right-hand side of Fig. 10.
As such, the geometric feature extractor in Fig. 10 can
extract the geometric features of individual objects sim-
ply by applying well-established engineering methods to
extract point or line-segment features to the bounding
boxes representing the detected parts [38], [39]. Then,
these detected features are transformed into 3-D geometric
features by incorporating the 3-D point cloud captured by
the 3-D camera, as illustrated in Fig. 11.

The extracted 3-D geometric features will be used to
estimate the 3-D pose of individual objects. Fig. 12 illus-
trates the process of matching between the extracted 3-D
geometric features and the ground-truth features prede-
fined in the object CAD models for the initial 3-D pose
estimation. Note that, since industrial objects are often
configured with the same geometric features for their
subparts, for instance, f2 1 and f2 2 and f3 1 and f3_2 in
Fig. 12, matching between the extracted 3-D geometric
features and the ground-truth features requires to use
geometric contexts among features, such as distances and

Fig. 11. Point and line feature extraction based on the part
features detected by the cascaded object/part detector: 2-D features
(left) and corresponding 3-D features (right) in the 3-D point cloud.
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Fig. 12. Matching the 3-D geometric features extracted from the

detected part features with those of the predefined CAD models for
3-D pose estimation of individual objects.

angles among features, as additional matching clues. If the
object-to-CAD feature matching, matching the detected
part features with those of the predefined CAD models,
is insufficiently precise for robotic assembly, ICP is applied
to the two sets of the point cloud, one from the 3-D camera
and the other from the CAD model with the pose estimated
by feature matching, to more precisely refine the 3-D poses
of individual objects.

We implement the proposed 3-D workspace model-
ing system for experimental verification. For this pur-
pose, we collect real industrial objects: 20 categories and
100 objects are used as the training and testing data
sets. In general, we obtain an object classification success
rate of over 99% with less than 1 mm and 1° of pose
error. To illustrate the effectiveness of the proposed 3-D
workspace modeling process, Fig. 13 shows the final 3-D
poses of individual objects estimated after the object-CAD
model feature matching and the fine-tuning based on ICP

B. Robot Action Planning With Retargeting

For robot action planning, we employ PDDL to gen-
erate a sequence of robot actions [29] that can accom-
plish the assembly tasks defined in the human assembly
script. PDDL is widely used because it can generate prim-
itive action sequences under a task level of abstraction.

Fig. 13.
feature matching and fine-tuning based on ICP. Overlay of the CAD
model over the 3-D point cloud captured by the 3-D camera (left and
right).

Estimated 3-D pose of objects after object-CAD model
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Human Unit Human Unit
Task #1 . Task #N
A sequence of
Assembly States
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predefined robot
assembly actions

Robot
Retargeting

Simulated Plan
Verification

Fig. 14. Process of generating a nominal plan based on PDDL.

PDDL Domain Files ‘ ‘ PDDL Problem Files ‘

PDDL Engine: Robot
Action Planning

Nominal Action Plan

The grammatical structure of PDDL consists of two types of
files: the domain file and the problem file. The domain file
defines actions in terms of their conditions and effects as
state transitions. The problem file specifies the initial and
terminal states associated with the objects to be handled.
In our system, the sequence of assembly states for the robot
to accomplish is automatically extracted from the human
assembly script and is defined in the PDDL problem files,
as illustrated in Fig. 14. The initial and terminal states of
each problem file include the initial and terminal poses
of the objects and the grippers of robot arms, together
with the physical relationships between them. On the other
hand, the PDDL domain files are selected from the library
of domain files containing a set of predefined robot actions.

As shown in Fig. 14, the nominal action plans gen-
erated by the PDDL engine are subject to simulation-
based verification to assess their executability by robots.
For example, suppose that the nominal action plan for a
robot is plugging a USB memory stick into a set-top box,
where the nominal plan includes “approach USB mem-
ory stick,” “pickup USB memory stick,” and “insert USB
memory stick into set-top box” by directly inheriting the
sequence of states from the human assembly script. How-
ever, the simulated plan verification process reveals that
the nominal plan is not robot-executable because the slot
in the set-top box is already connected to another device.
In this case, the robot has to remove the device from the
slot before inserting the USB memory stick into the slot,
which we refer to here as robot retargeting. In general,
robot retargeting aims to find a solution that addresses
the error caused by unexpected situational variation and
by the difference in physical and perceptual capabilities
between humans and robots, such as the robot kinematic
constraints associated with joint limits and degrees of
freedom. Robot retargeting is done by adding additional
states for the robot to accomplish. For instance, “removing
another device from the USB slot of the set-top box” is the
complementary robot task that is assigned as the result of
robot retargeting.

Robot retargeting also involves the control of waypoints
in the assembly workspace. Waypoint control is necessary
at times when the initial waypoints fail to produce the
required degree of precision and avoid collisions during

assembly, for example, consider assembling a bus bar into
a power breaker where several positions and postures
are defined as the initial waypoints. The initial waypoints
through which the end-effector of the robot must pass
become subject to retargeting, for instance, when the work
cell configuration is altered, e.g., there is a change in the
initial position of the bus bar. As another example, due
to the limitations of the sensor systems, the 3-D poses
of part features, such as holes, that are important for
assembly operation may not be recognized as accurately as
required. In this case, we need to incorporate the accurate
part geometric model from CAD to precisely define the
3-D poses of part features and automatically modify the
waypoints for retargeting. Algorithm 1 shows how to assess
waypoint reachability and generate trajectories to reach
the waypoints. If unreachable, the system analyzes CAD
files of parts in the workspace to automatically modify the
waypoints with the help of 3-D workspace modeling.

Algorithm 1 Waypoint Control Algorithm
1: Input: The current joint configuration, q, the
end-effector target(waypoint) pose, Td,
and joint 1imits, (¢, @max)-
2: Check if the target pose is reachable
iterNum = 1

do
T=Af4q)
X=T"T,
V = log (X)
Aq = JTV: J"Jacobian Psuedo-Inverse
q=q+Aq

iterNum = iterNum + 1

while(||Ag|| > min_distance and iterNum <

threadhold)

3: Generate trajectory to reach the target pose under
the dynamic joint constraint using quadratic
programming

minpg\ = llgll*: A regularization term

s.t. JAqg =€V e step size

AAq < b : A and b are constant
determined by joint limits

4: Output: Target pose reachability: reachable if the
iteration (step 2) converges, not reachable if not.
Joint trajectory to target pose Generate trajectory
to reach the target pose when reachable

Fig. 15 illustrates a simulated retargeting example when
the initial position of a bus bar is changed in the work
cell. We found that 98.16% of the 10.717 experiments with
different initial positions produce a successful solution.

C. Robot Assembly Script

The application of robot action planning to the assembly
tasks defined in a human assembly script, with the support
of plan retargeting and 3-D workspace modeling, leads
to the creation of a robot assembly script as a formal
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Fig. 15. Example of robot retargeting for assembly of a bus bar of

a power breaker.

representation of a robot-executable task, as illustrated
in Fig. 16.

D. Case Study: Power Breaker Assembly

In this section, we present a case study using a power
breaker assembly in a manufacturing setting to show
how a sequence of unit robot assembly tasks specified
in the robot assembly script is executed in adaptation to
a real-world assembly environment. The adaptation to a
real-world assembly environment is aided by vision-based
real-time recognition of the 3-D poses of the objects and
tools to be manipulated during assembly. As described in
Section IV-A, the real-time 3-D pose estimation of objects
and tools involves segmentation of objects and tools from
a workspace image, feature extraction and matching with
their CAD counterparts, and 3-D pose refinement by align-
ing their CAD representations with their 3-D point cloud
representations obtained from a 3-D camera.

For the assembly of a power breaker or an air circuit
breaker, we set up a collaborative robot system consisting
of a single-arm robot with a suction gripper and a dual-
arm robot with sliding grippers, as illustrated in Fig. 17.
Power breaker assembly requires the assembly of two
frames and five parts: the upper and lower frames and the
fixed contact, fixed contact cover, moving contact, CT case,

<task>
<name> BIN-PICKING </name>
<object>
<ia> PART </id>
<size> 20 20 5 </size>
<color> WHITE </color>
<weight> 5 </weight>
</object>
<object>
<id> GOAL </id>
<size> 50 50 1 </size>
<color> GRAY </color>
<weight> 0 </weight>
</object>
<subtask>
<name> SEARCHING </name>
<sequence_number> 1 </sequence_number>
<object_id> PART </object id>
o>

it
<e_position> 0.006264 -0.465414 0.250718 0.000000 0.000000 0.000000 </e_position>
<e_posture> -0.014624 3.046440 -0.685343 0.000000 0.000000 0.000000 </e_posture>

</subtask>

<subtask>

>_type>

0.000334 0.004650 -0.009964 0.000024 0.000006 0.000000 </e_position>
e hostures 1.599990 0.029096 0.013333 0.000000 0.000000 ©.000000 </a pEotare>
</subtask>
| <subtasi>
<name> GRASPING </name>
<sequence_number> 3 </sequence_number>

Fig. 16.
shown in the photograph.

Robot assembly script generated for the bin-picking task
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cooperative robot system.

and busbar. The single-arm robot picks up unaligned fixed
contact cover parts and transfers them to the dual-arm
robot. The dual-arm robot performs the assembly of the
received parts and self-picked parts along with the lower
frame.

The sequence of robot unit tasks for assembly of the
power breaker is automatically generated as the robot
observes a human assembly process consisting of 11 unit
human assembly actions. Each human assembly action is
then converted to the corresponding robot unit task or unit
robot operation that matches the human assembly action.
The sequence of unit robot operations, thus generated,
as illustrated in Fig. 18, has the same order as that of the
unit human assembly actions. Note that some unit robot
operations, such as delivering parts between two robots,
are added to the sequence of unit robot operations gener-
ated directly from that of unit human assembly actions.

The 3-D pose of a part, for instance, a fixed breaker
cover that is randomly stacked in a bin, is recognized
based on a process consisting of part detection and feature
extraction from the cascaded object detector, the 3-D point
cloud representation of the part from the 3-D bin image
captured by the 3-D camera, matching between the CAD
features of the part and the extracted part features, and
3-D point cloud registration between the CAD model and
the captured point cloud of the part, as described in detail

Fig. 18. Automatically generated robot unit tasks based on the
human assembly script for power breaker assembly, including
picking parts, blii g tools, bolting, and

g parts, graspil
inspection.
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Fig. 19. Recognizing unaligned parts and selecting the target part
to pick up.

in Section V-A. The order in which the randomly placed
parts are picked up follows the order of their height. Refer
to Fig. 19 for an illustration of this process.

The path the robot takes when picking up and delivering
a part, while avoiding collisions with objects in the envi-
ronment, is generated based on the geometric shape of the
part, the kinematics of the robot, and the 3-D model of the
environment, especially for bolting/inspection operations,
as shown in Fig. 20. For instance, to pickup the fixed
contact cover with a vacuum gripper, the part reference
vector, the suction reference point, the normal vector of
the suction plane, and the orientation angle of the part
must be designated. Note that, when the direction of the
normal vector is incorrect, the suction plate may not be
in close contact with the surface of the part, and thus,
the pickup or delivery operation may fail.

V. TASK EXECUTION WITH

LEARNED SKILLS

When assembly environments can be precisely modeled
by sensors such that the target state involved in a robot

(e)

Fig. 20. Obtaining stable paths for pickup and delivery of
unaligned parts in terms of the part reference vector. (a) Part
reference vector, (b) approaching motion before correction, (c)
approaching motion after correction, (d) delivering motion before
correction, and (e) delivering motion after correction.

Table 2 Robot Unit Task and Applied Robot Skills

Applied Robot

Robot Unit Task Target Condition Skill
Graspm%ggt)-top-box large change of position DCNN in Eq. (8)
Inserting-set-top-box

(IS) small change DMP

Grasping-HDMI- .. .

cable-connector (GH) large change of position DCNN in Eq. (8)
e small change DMP

cable-connector (RH)
Inserting-HDMI-cable-
connector (IH)
Grasping-power-
connector (GP)
Regrasping-power-
cable-connector (RP)

Inserting-power-cable-
connector (IP)

large change of position
and force/torque

large change of position

small change

large change of position
and force/torque

DCNN in Eq. (9)
DCNN in Eq. (8)
DMP

DCNN in Eq. (9)

unit task is well-defined, sensor-guided robot actions may
be sufficient for completing the unit task, as described
in Section IV. However, when robot unit tasks defined
in the robot assembly script are under uncertainties and
variations that are too difficult to model and control,
the robot needs to resort to skills necessary to overcome
such hurdles. To this end, we predefine a set of robot
assembly skills that are pretrained for the robot to exercise
for the unit tasks that require skills. Refer to Table 2 for
an exemplary list of robot skills associated with robot unit
tasks.

We propose that a set of robot skills is pretrained by
integrating RL with DL and IL. More specifically, we rep-
resent each learned robot skill by a DCNN to be trained by
a supervisor capable of self-improvement with RL and IL.
The skill-embedding DCNNs provide both skill classifica-
tion and motion generation, so it is possible to use DCNNs
to select an appropriate skill from multiple choices. The
learned skills can be improved upon (motion paths can be
optimized and execution time can be reduced) based on
policy learning by weighting exploration with the returns
(POWER). Note that robot skill can be modeled either by
DMP for a task with milder uncertainties and variations,
e.g., an insertion task, or by DCNN for a task with higher
uncertainties and variations, e.g., a grasping task.

A. Learning Skills With DCNN

Unlike DL approaches that require a large amount of
training data [17]-[20] to reach high-performance levels,
IL approaches rely on a small amount of data from human
demonstrations [21]-[23] but come at the potential cost
of loss of performance. Here, we integrate IL, DL, and
RL in such a way as to learn and improve upon skills
by compensating for their shortcomings and maximizing
their strengths. To this end, we introduce a supervisor that
generates a sufficient amount of training data for the skill-
embedding DCNN [25]. The supervisor first learns from
human demonstrations based on an IL process and then
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(a) (b)
PoWER Current images,
robot configurations
updated policy, (initial) policy
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human | Supervisor: Supervisor:
demonstration | Dynamic Movement Primitive Dynamic Movement Primitive

images, robot configurations
during robot execution

Convolutional Neural Network

robot
control signals

Fig. 21.
process, involving a mixture of IL, RL, and DL and (b) execution

Entire learning and execution processes: (a) learning

process that is done after the learning process.

carries out self-improvement or self-optimization through
an RL process. DCNNs are then trained on the skill using
the training data generated by the supervisor.

Fig. 21(a) illustrates the learning process, which com-
bines the IL, RL, and DL processes, as described above.
Here, the supervisor uses the dynamic movement primitive
(DMP) [36], [37] to learn from human demonstrations
and augment skill-related data. DMP is defined as

V=K (X’ -X)-DV+ (X' -X°)¢ 4
and
X =V (@)

where X, V, X°, and X7 represent the position, velocity,
initial position, and target position vectors, respectively.
Similarly, to a linear-damper system, DMP ensures conver-
gence to the final goal or target [24] depending upon the
external force term, £. Note that 7, K, and D indicate the
constants that are used to adjust the time scale, spring,
and damping terms, respectively. The external force term,
which is learned from the human demonstration data set,
is defined as

b with; (s)s

U= e

3

where 4;(s) = exp(—h;(s—c;)?) is a Gaussian basis function
with ¢; and h;, respectively, representing the center and the
variance. The parameters L and w; indicate, respectively,
the number of Gaussian basis functions and their weight-
ing values. The parameter L represents the number of
Gaussian basis functions. The term ¢ is directly dependent
on the phase variable s, which monotonically decreases
from 1 to 0, independent of time, and is obtained by the
following canonical system:

TS = —as 4

where « is a predefined constant. A DMP is learned
from the average path of several demonstrations. First,
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the average path X(t) is recorded, and its derivatives, V(t)
and V(t), are computed for each time step t = O,...,T.
Then, the canonical system, s(t), is computed for an appro-
priately adjusted temporal scaling parameter, 7, which is
predefined. Based on (1), §,rget(s) is computed according
to

~K (X9 —X) + DV + 7V
X9 - X°

étarget (S) = ©)

where X° and XY are set to X(0) and X(T), respectively.

With &,,0e(5), £(s) can be estimated for motion generation

by regressing w; in (3) based on the training data {X7'},

withm =1.2,...,M andn = 1.2,..., N, in such a way as

to minimize the error criterion J = 37 (§argec(S) — £(s)%
Now, we define a skill by the triple, ©, as follows:

o= {Q = {wi}", ,xg,T} (6)

where Q indicates the parameters of the external force
term of a DMP Note that the target, X9, and the total
length of the policy, 7', are added to © in order to optimize
the skill through an RL process. DMP generates a motion
trajectory to satisfy the target XY during the length of
policy T.

We use a DCNN to implement the skill due to its proven
strength in generalization with supervised learning given
a sufficient number of training data points [25], [26].
The skill representation by DCNNs deals with the case in
which the accurate target pose is not available, so DMP
alone cannot represent the skill. Instead, the target pose is
available only with uncertainties, which can be handled
by the ability of the DCNN to generalize. Furthermore,
here, we allow robots to carry out self-supervised learning
of DCNNs based on the DMPs explored by RL, starting
with the initial DMP from human demonstrations. To this
end, the POWER algorithm is used to improve the policy
parameters of DMPs and to perform the self-supervised
learning process for DCNNs, as presented in detail in
Section V-B As shown in Fig. 21(a), an RL-updated DMP
generates robot motion trajectories, during which process
a number of training data points, including images, F/T
sensor readings, and the joint and end-effector configura-
tions of the robot, are collected. We let the robot collect
a sufficient amount of data by repeating this process in
various situations. DCNNs are trained by minimizing the
loss between the reference motion trajectory generated
by the DMP and the output of the DCNN, with the cur-
rent image and joint configuration data given as inputs.
After the learning process is completed, the robots can
perform the tasks by generating robot control signals in
the appropriate situations based only on DCNNs, as shown
in Fig. 21(b).

Fig. 22 illustrates the structure of the DCNN designed
to represent a skill, which is similar to the one proposed
in [27]. The DCNN consists of three convolutional layers,
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Fig. 22. Architecture of DCNN used to learn robot skills associated
with unit robot assembly operations.

a spatial softmax layer, and three fully connected layers.
The DCNN takes images (848 x 480 pixels) as input and
outputs the 6-D position/orientation of an end-effector.
Also, 64, 32, and 32 filters are created in the three con-
volutional layers, respectively. Unlike a DCNN for object
recognition, the pooling process is excluded in the DCNN
for motion generation because the accuracy of the target
position in the image is important, while ReLU is used as an
activation function in every layer. Here, the spatial softmax
computes the expected position to convert the pixelwise
representations estimated in convolutional layers to spatial
coordinate representations, which can be manipulated by
the fully connected layers. That is, the spatial softmax
helps to estimate 3-D positions or motor torques that the
robot can perform [26]. In the fully connected layers,
the feature vectors have 64, 32, and six dimensions.

B. Improving Skills Through RL

We apply RL to the aforementioned skills trained on
demonstrations to improve performance. As shown in
Algorithm 2, the skill parameters of DMPs are optimized
into ®* based on the RL process, iPOWER, as a means of
improving the DCNN supervisor. The iPOWER algorithm
shown in Algorithm 2 represents a slightly modified ver-
sion of the original POWER algorithm [28] with reduced
execution time.

The iPoWER algorithm is based on a deterministic policy
a = QTw(X,t) with the weighting parameters £ and
the basis functions ¥ of a DMP [24]. However, when
optimizing a DMB this policy is turned into a stochastic
policy using additive exploration (X, t) for model-free RL.
That is, the policy, (a:|X:, t), is represented in the following
form: a = Q"W (X,t) + e(¥(X,t)) with [e]; ~ N(0,07),
where oy is a metaparameter of the exploration. Note that
ojj is also subject to optimization in this algorithm. In the
iPOWER algorithm, the length of a corresponding DMP
can be reduced by the stop signal tsop wWhen X8 = X;
and t < Ty. This means that robots arrive quickly at the
target compared to human demonstrations during the RL
process. The stop signal for tsop is generated when the
robot reaches the target, |X® + €|, within extremely small
margins.

To calculate the expected return values for the improve-
ment process, the reward function should be defined.

Algorithm 2 iPoWER Algorithm for Improving the
Parameters of Skills Considering Execution Time Step
and Path Optimization

1: Input: a set of initial parameters
©={0,0,,...,0yN} of all skills.
2:  Using initial parameters ©; = {Q;, X}, T;}
of a skill belonging to the
CNN with the maximum likelihood,
4:  Set initial parameters @;,=0y = {Q, X, T}
of a motor skill
5: while true do
Sampling: Using €, X8, and T}, generate
rollout (X) from
a=(Q+e)T¥(X,1)
7: based on Eq. (1) with
exploration |¢]; ~ N(0, 07)
as a stochastic policy.

(O8]

a

8: if X, =X® and ¢ < T, then
9: Set T =1t and collect all
information
(E X, a;, Xiq1, Et,j’r-&-l)
10 fort={1,2,... T+ 1}.
11: else
12: Discard all information

(E X, at7X1+la€ta~rf+l)
fort={1,2,... T+ 1}.

13: end if

14:  Estimating: Use unbiased estimate of the

value function _

15: Q" (X,a,1) = 377 (X, a3, X1, 1);
difference between the target
position from human

16: demonstration and the current
robot position.

17:  Reweighting: Reweight rollouts and discard

low-reward rollouts.

18: Update the parameters of DMP

using Q11 = Q +

<ZIT:1 ‘STQﬂ- (X7 a, [)>

19: I, 0™ (X, a,1)), where (-)
means an expectation by the
importance sampler.

20: Update the parameters Az of
the HMM using reaction
force/moment

21: recorded during the motion
generation
a= Q1 +&) (X 0).

22: Update Ty = T.

23: if ®k+1 ~ G')k then

24: break

25:  end if

26: end while
27:  Output: the optimized parameters
0" = {41, X5, Tiq 1}
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Its generation equation is defined as

r0)=exp (~a (¢ -x0) -5 (g=y) ) O

where X and Y indicate the robot state values, such as
camera images, F/T sensor data, and tool orientations,
which can be measured. The superscripts g and s denote
the target and starting values of each variable depending
on the given task. Here, the term (X® — X(t)) is used to
get a high return value when the robot configuration is
close to the target values, and the term (1/(Y® — Y(t)))
is used to get a high return value when it is far from
the starting value. The parameters o and 3 are constants
that are used to adjust the degree of reflection of each
term. Equation (7) is designed to take the form of exp~®;
therefore, a lower value of each term provides a higher
return value.

C. Case Study: Set-Top-Box Assembly Using Skills

To show how the execution of pretrained skill-based
primitive tasks helps cope with uncertainties and variations
in a real assembly environment, we present a case study
using a set-top-box assembly currently in practice by a local
manufacturing company.

Here, the pretrained robot skills associated with unit
assembly operations play a key role. We pretrain the
robot to be able to carry out the following eight-unit
assembly operations with skills: 1) “grasping-set-top-box
(GS)” using the skill of grasping the set-top box after
estimating its position and posture; 2) “inserting-set-top-
box (IS)” using the skill of inserting the set-top box
into a fixed jig; 3) “grasping-HDMI-cable-connector (GH)”
using the skill of grasping the HDMI-cable-connector after
estimating its position and posture; 4) “regrasping-HDMI-
cable-connector (RH)” using the skill of regrasping the
HDMI-cable-connector to measure the F/T values during
the insertion motion; 5) “inserting-HDMI-cable-connector
(IH)” using the skill of inserting the HDMI-cable-connector
into the hole of set-top-box; 6) “grasping-power-cable-
connect (GP)” using the skill of grasping the power-
cable-connector after estimating its position and posture;
7) “regrasping-power-cable-connector (RP)” using the
skill of regrasping the power-cable-connector to measure
the F/T values during the insertion maneuver; and 8)
“inserting-power-cable-connector (IP)” using the skill of
inserting the power-cable-connector into the set-top box.
Fig. 23 illustrates the eight robot skills introduced above,
while Table 2 shows how each skill is implemented, either
by DCNN or by DMP A skill is implanted by DCNN
when the degree of uncertainty associated with the goal
pose or the target condition is high and by DMP when it is
lower.

Note that skills 1), 3), 5), 6), and 8) are represented
by DCNNs trained through the supervised learning process
described in Section V. In contrast, skills 2), 4), and 7)
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Fig. 23.

Illustrations of eight skills in the set-top-box assembly
task: (a) GS, (b) IS, (c) GH, (d) RH, (e) IH, (f) GB. (g) RB, and (h) IP.

are represented by DMPs. This is because 2), 4), and 7)
are used in situations that involve little change in the
position and posture of the objects they deal with and can
be performed in various environments. For 1), 3), and 6),
it is necessary for the robot to consider the relative position
and orientation between the robot and the target object.
In contrast, for 5) and 5), it is important for the robot to
generate the appropriate motion trajectories that account
for the relative force and torque between the female and
the male objects. Therefore, we use CNNs for 1), 3), 5), 6),
and 8) to connect the motion generation to the perception
of object poses and interaction forces.

We set up the experimental testbed for the set-top-box
assembly with the support of the pretrained robot skills for
the unit robot assembly operations, as illustrated in Fig. 24.
The testbed is equipped with UR3 and URS5 robotic arms
from Universal Robots, Denmark, two FT300 F/T sensors,
two-and three-finger grippers from Robotiq, Canada, and
two cameras from Intel, USA. Note that the positions
and orientations of the set-top box, HDMI cable connec-
tor and power cable connector are designed to change
randomly for the experiment. The robot can localize the
objects (connectors and holes) using the camera on its
wrist. The clearance between the jig and the set-top box
is approximately 300 pm, and the clearance between
the cable connectors and holes of the set-top box is
approximately 10 ym.

To calculate the expected return values for the robot
skills, the following reward function r? is assigned

|- U
) \‘ F/T Sensors

o N

) 2 )

— HDMI Cable £
Connector

Fig. 24. Experimental setup of the set-top-box assembly task.
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to 1), 3), and 6):

r? = exp (—I4(t)) 3

where I4(t) indicates the dissimilarity between the target
image (Ig) and the current image (I(t)), e.g., the difference
between the images of the target and current states. The
reward value increases as the current image becomes more
similar to the target image. On the other hand, the reward
function, r, for skills 5) and 8) is defined as

ri = exp (—OéFx,y,z (t) - BMx,y,z (t) - 'YPZ (t) - 6I(t)) )

where F, M, and P indicate, respectively, the force,
moment, and distance components of the robot. In par-
ticular, P represents the deviation from the reference axis
of the tool coordinate system. F, M, and P are calcu-
lated using absolute error equations in the following form,
as illustrated for F only:

Frys () = [F} = Fe(0)] + |F} — Fy (0] + [FE - Fo(t)]

where the superscript, g, indicates the target value. The
last term, I(t), represents the dissimilarity between the
target and the current images, as in (8), while «, 3, 7,
and ¢ are constants that are used to adjust the contri-
bution of individual F, M, P, and I values to the reward
function, .

First, DMP and the target image, I8, are extracted from a
human demonstration as the supervisory exemplar and for
computation of the return value, respectively, in RL. Since
the target image is obtained from the camera attached
to the robot’s wrist, which defines the relative position
and orientation between the robot and the target object,
the absolute pose of the robot is irrelevant to the skill
description. For the “inserting” skill, the human demon-
stration defines the target force, F§, ,, torque, Mg, ., and
insertion depth P¢. The motion trajectories of the robot
were extracted at 50 Hz using the kinesthetic teaching
method; then, training data were acquired through self-
reproduction.

To perform the “set-top-box-assembly” task, eight DMPs
are modeled as the supervisors that train the DCNNs
using the training data. Individual DMPs improve by
themselves, as do DCNNs, through the processes of
self-exploration, self-reproduction, and self-improvement
based on Algorithm 2 and the reward functions shown
in (8) and (9). Three “grasp” and three “insert” type
skills undergo this process of self-improvement of super-
visors and DCNNs through 5.000-10.000 repetitions and
200-300 repetitions, respectively. We observe that the
return values increase, while the execution time is reduced,
with an increasing number of iterations. Fig. 25 shows the
performance of iPOWER in comparison with the original
PoWER algorithms. The iPOWER algorithm is better at
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Fig. 25. Performance of the original POWER and the iPoWER
algorithm in the set-top-box-assembly task for (a)
“grasping-set-top-box” and (b) “inserting-hdmi-cable-connector”
skills. The upper and lower rows illustrate the return values and the
number of execution time steps, respectively. The red lines in (i)
indicate the results using the iPOWER algorithm, and the blue lines
in (ii) indicate the results using the original POWER algorithm.

generating optimal paths and reducing the number of
execution time steps, as shown in Fig. 25(a) and (b).

Having pretrained the robot on several skills, we next
carry out experiments to evaluate the performance of
the learned skills. The first experiment aims to evaluate
the performance of the grasping skill when it is used to
pick up three different objects, the “set-top box,” “HDMI-
cable-connector,” and “power-cable-connector,” which are
randomly placed on a worktable. Specifically, we intend to
test the DCNNs trained on the grasping skill to evaluate
their ability to generate appropriate control signals to pick
up objects using the images of the scene as input. The
experiment results in 98 successes out of 100 trials. Note
that the two failures occur when the cables are slightly
tilted. These failures occur because we exclude the flip-
ping or standing motion necessary to grasp tilted objects
from the learning process. The experiment deals with
insertion skills and uses the same three objects described in
the first experiment. In the experiment, two UR robots are
to insert the “set-top box” and the “cables” into the jig and
the “set-top box,” respectively, with respective clearances
of 300 and 10 ym. The UR robots should complete the
insertion process based on the input images and the reac-
tion force/torque based on DCNNs. We evaluate whether
the DCNNs can generate appropriate force/torque and
pose control signals based on the images and the robot
configurations given as the input. As a result, we achieved
97 successes out of 100 trials. Note that the three failures
occurred when the connectors fell off of the cliff hole
outside the “set-top box.”

Finally, we evaluate the performance of the task
planning and DCNN skill arrangement based on the
PDDL engine. We carried out four experimental cases,
as shown in Fig. 26. The cases, illustrated, respectively, by
Fig. 26 (a), (b), (c) and (d), are as follows.
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Fig. 26.

lllustrations of the initial experimental setups used to
evaluate the performance of skill and the robot’s planning

performance. In these illustrations, the red, purple, and yellow
boxes indicate the “set-top box,” “HDMI-cable-connector,” and
“power-cable-connector,” respectively. (a) Random placement of the
three objects. (b) Insertion of “set-top box” into “jig.” (c) Insertion
of “set-top box” and “HDMI-cable-connector,” respectively, into
“jig” and “set-top box.” (d) Insertion of “set-top box” and
“power-cable-connector,” respectively, into “jig” and “set-top box.”

(a) The “set-top box,” the “HDMI-cable-connector,” and
the “power-cable-connector’ are to be randomly
placed on the floor.

(b) The “set-top box” is to be inserted into the “jig,”
and the “HDMI-cable-connector” and “power-cable-
connector” are to be randomly placed on the
floor. Note that the “set-top box” is already in its
target state.

(c) The “set-top box” and “HDMI-cable-connector” are
to be inserted into the “jig” and the “set-top box,”
respectively. In this case, two target objects are
in their target states, with the exception of the
“power-cable-connector.”

(d) The “set-top box” and “power-cable-connector”
are to be inserted into the “jig” and the “set-top
box,” respectively. In this case, two target objects
are in their target states, with the exception of the
“HDMI-cable-connector.’

In the case of (a), the URs performed the “set-top-box-
assembly” task according to their nominal plan. In the
cases of (b)-(d), the URs performed their unit tasks that
are not yet in their target states based on the proposed
task planning and DCNN arrangement method.

The experiments described in Sections IV and V
successfully validated the proposed automated assembly
system for its applicability to power breaker assembly and
set-top-box assembly in real-world manufacturing settings.
Although successfully validated, the current prototype
system is by no means without limitations and failures.
In general, the success of the proposed system depends
on the novelty of assembly environments or the deviation
from what is learned and the capability of the system to
cope with the novelty based on sensor-based workspace
modeling, robotic task replanning, and pretrained robot
skills. For instance, we occasionally observed the following
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failure modes during experiments: 1) robot fails in
reaching the target as obstacles hinder the robot from
reaching the target position, or the vision system fails in
identifying the 3-D pose of the target object and 2) robot
fails in inserting a screw into a hole as the robot either fails
in grasping or incorrectly grasps the screw, or the sensing
and control errors of the robot are excessive to insertion
tolerances. Note that, by further extending the capability
of replanning and robot skills, we plan to increase the
power of recovery from failures due to excessive variations
and uncertainties.

VI. CONCLUSION

In this article, we presented an automated robotic assem-
bly system built upon an autoprogramming environment
that can reduce the setup time and cost for reconfiguring
and reprogramming robots when it is frequently necessary
to reassign robot tasks, as in smart manufacturing plants.
A three-part approach was implemented: learning by
observation, a robotic embodiment with action planning,
and simulated retargeting and execution with pretrained
skills. The approach was shown to be effective and
viable through implementation and experimentation.
We demonstrated that the DL-based real-time recognition
of human assembly action sequences and grasping types
allows the robot to effectively learn the given assembly task
from observation. Furthermore, we showed that PDDL-
based robot action planning from the learned human
assembly, together with simulation-based verification and
retargeting into action planning, represents an effective
means of robotic embodiment. In particular, for task
execution, we verified that pretraining of robotic skills
through DL and RL is crucial for the robot to adapt to
the uncertainties and variations that are often seen in the
assembly process. Such uncertainties and variations would
be difficult to handle otherwise. We successfully validated
the proposed system by developing a prototype system
and applying it to two real-world manufacturing scenarios,
power breaker assembly, and set-top-box assembly, using
commercially available robots. In addition, we also
showed how recent advancements in DL and RL can
impact the next generation of automated assembly for the
smart manufacturing of the future.

In the future, we plan to continue improving this auto-
mated assembly system, especially its ability to deal with
unexpected failures that may happen during assembly.
Also, we are interested in applying the proposed system to
smart workbench-based man-machine collaboration sys-
tems in order to determine the method and the order
of robot operations in collaboration with human tasks
while analyzing human work behaviors and methods, so as
to provide guidance to improve productivity and safety.
Moreover, the capacity to understand the ways in which
humans work may be applicable to the development of
an autonomous system that allows proficiency-or skill-
based optimal task assignment to workers when planning
production for smart manufacturing.
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