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ABSTRACT | The concept of quantum computing has inspired

a whole new generation of scientists, including physicists,

engineers, and computer scientists, to fundamentally change

the landscape of information technology. With experimen-

tal demonstrations stretching back more than two decades,

the quantum computing community has achieved a major

milestone over the past few years: the ability to build sys-

tems that are stretching the limits of what can be classically

simulated, and which enable cloud-based research for a wide

range of scientists, thus increasing the pool of talent exploring

early quantum systems. While such noisy near-term quantum

computing systems fall far short of the requirements for fault-

tolerant systems, they provide unique test beds for exploring

the opportunities for quantum applications. Here, we highlight

an IBM-specific perspective of the facets associated with these

systems, including quantum software, cloud access, bench-

marking quantum systems, error correction and mitigation

in such systems, understanding the complexity of quantum

circuits, and how early quantum applications can run on near-

term quantum computers.
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N O M E N C L AT U R E
AI Artificial intelligence.
CNOT Controlled-NOT.
NISQ Noisy intermediate-scale quantum.
QCVV Quantum characterization, verification, and

validation.
QEC Quantum error correction.
QKD Quantum key distribution.
QV Quantum volume.
SDK Software development kit.
SVM Support vector machine.
UCC Unitary coupled cluster.
VQE Variational quantum eigensolver.

I. I N T R O D U C T I O N
Quantum computers can potentially solve problems that
are considered intractable on even the fastest classical
computers [1]–[6]. They use a fundamentally different
paradigm for performing calculations and solving prob-
lems compared with standard classical computers by using
quantum bits (qubits). The speedup is achieved using
quantum physics (including entanglement between qubits)
to explore correlations in problems such that the cor-
rect answer emerges at the end of computation through
constructive interference. Considering that quantum states
are written as wave functions, classical interference is
a reasonable analog: wave functions are steered to the
correct answer through constructive interference (several
waves add up, creating another wave with a larger ampli-
tude). Wave functions that do not correspond to the
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correct answer vanish by destructive interference. This is
obviously different from our standard picture of com-
putation, wherein each fundamental information unit is
definitely in either the state 0 or 1 (we refer to [7]–
[9] as examples for a greater in-depth summary of
quantum computing).

There is, however, a catch. The internal states of a
quantum computer are fragile and susceptible to noise,
introducing errors that lead to incorrect answers. Given the
complexity and number of operations that are required for
many typical quantum algorithms, it is believed that large-
scale practical quantum computing has to incorporate at
least some form of QEC [1], [10], which is analogous
to classical error correction. Several physical qubits are
encoded into a logical qubit such that errors on the physical
qubits can be detected and corrected. By applying QEC
schemes, the logical qubit error rates can be arbitrar-
ily suppressed, provided physical error rates are below
a threshold to enable fault-tolerant quantum computing
[11]–[14]. In this context, many quantum codes and
techniques have been invented [15]. Because simulating
the full dynamics of quantum computers quickly becomes
intractable as more qubits are added, QEC codes have
been studied assuming simplified noise models, such as the
Pauli noise. These simulations, together with assumptions
about what is experimentally feasible, provide estimates
of what would ultimately be required to operate various
quantum algorithms using fully fault-tolerant computation
[16]–[19]. Millions of qubits with relatively low physical
error rates are predicted to be necessary to solve diffi-
cult problems. We will not expand further on fully fault-
tolerant quantum computing for the remainder of this
article but instead refer the reader to [7], [15], and [20].

This article will focus on quantum computing with
devices that are currently available or expected to be
available in the near future. Various devices comprising
5–79 qubits have been made available to the public or exist
as prototypes in laboratories [21]–[25]. Such devices have
been referred to as NISQ [26] systems, i.e., nonfault-
tolerant devices comprising tens or hundreds of qubits.
They can be classified into two categories: 1) devices con-
structed for a single demonstration experiment run by the
team that created the device and 2) devices built to serve
as general-purpose quantum systems for use by others.
Designing a general-purpose system requires consideration
of many factors not relevant for a one-off demonstration.
Five such factors, outlined in the following, are covered in
detail in Sections II–VI and represent an IBM perspective
on critical near-term system aspects.

A system first needs to be designed to accommodate
its intended users, enabling the functionality that they
require to do their research and providing adaptability
as their needs evolve. The breadth of quantum system
users (physicists, computer scientists, engineers, chemists,
developers, and others) requires multiple cloud systems
and access interfaces for interacting with different systems
at varying levels of abstraction. Examples of these include

access levels for pulse and gate control and ultimately for
applications and systems comprising different connectivi-
ties between the qubits.

Second, while a demonstration can rely on special-
purpose code, a system needs a complete SDK providing a
set of tools that can be used to develop novel experiments
and applications. It is to this end that in an open-source
collaboration with the community, we have developed
Qiskit [27], which consists of four fundamental elements:
Terra [28], Aer [29], Ignis [30], and Aqua [31], each
bringing a specific set of features to the user. Terra provides
the foundation for composing quantum programs at the
level of circuits and pulses, optimizing them for the con-
straints of a particular device, and managing the execution
of batches of experiments on remote-access devices. Aer
gives access to high-performance quantum simulators to
help us understand the limits of classical processors by
demonstrating to what extent they can mimic quantum
computers. Ignis offers a set of tools to better characterize
errors, improve gates, and compute in the presence of
noise. Finally, Aqua is where quantum algorithms are built
and ultimately used in the context of applications. It pro-
vides translators to map problems from domains, such
as chemistry, optimization, finance, and AI onto problems
solvable with a quantum computer.

Third, it is important to establish a roadmap for the sys-
tems. Much like roadmaps for classical systems, a roadmap
for quantum systems provides a community-chosen bench-
mark to facilitate comparisons across systems and demon-
strate progress over time. For quantum computers, many
individual metrics are commonly accepted as ingredients
for a better quantum system, but, as of today, a single
community-wide accepted benchmark does not exist. QV
has been proposed as a potential benchmark that incor-
porates many of the individual metrics (number of qubits,
connectivity, gate set performance, and compiler and soft-
ware stack performance) into a single hardware-agnostic
metric [32] (see Section IV). We have shown improved
QV over the past two years and strive toward continued
improvements.

Fourth, to extend the computational reach of short-
depth quantum circuits, error mitigation has been pro-
posed as a technique to increase the accuracy of measured
observables [33], [34] (a quantum circuit is an ordered
list of quantum logic gates, usually expressed as directed
graph, and the depth expresses the length of the critical
path). Error mitigation is a term used to express methods
by which the impact of error can be reduced (or mitigated)
without requiring full fault-tolerant quantum codes. This
approach to reducing errors in the absence of full fault
tolerance is still very much exploratory, but we view it as
an important component of near-term quantum systems.

Fifth, quantum computers without fault tolerance will
likely be limited to implementing algorithms with short-
depth quantum circuits [35]. In these algorithms, a series
of quantum gates are applied, and then the qubits are mea-
sured. The outcomes of these circuits are used to compute
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an observable or sample from a probability distribution
of interest. This limited model is believed to be compu-
tationally hard for classical machines [36], and recently,
it has been shown to have an unconditional separation
between classical and quantum computers [35]. Using this
model, researchers have explored applications in quantum
machine learning [37] and quantum chemistry [38].

From these five aspects, it is evident that developing
a complete, user-friendly, cloud-accessible quantum sys-
tem necessitates considering a rich landscape of design
aspects. Successfully implementing all of the ingredients
simultaneously to achieve this goal is no small task. This
article reviews these considerations in Sections II–VI. For
quantum applications, particular emphasis is placed on
describing algorithms for quantum machine learning and
quantum chemistry because they are examples of applica-
tions that can be mapped to short-depth circuits that are
believed to be hard for a classical computer to simulate and
are currently areas of great interest. As far as hardware is
concerned, we only make brief mention of it in Section VII.

II. C L O U D Q U A N T U M S Y S T E M S A N D
U S E R A C C E S S L E V E L S
Although experimental research in quantum computing
has been active for over two decades, it was not until
the mid-2010s that it became possible to physically con-
nect a handful of superconducting qubits together to
implement small multiqubit tests with sufficient fidelity
for meaningful results. In 2016, IBM built a quantum
processor composed of five superconducting qubits and
integrated it into a system called the IBM Quantum Expe-
rience [39], available for use via cloud access. Almost
immediately after launch, research articles were published
based on results obtained through this cloud access to
a quantum device. It demonstrated one key aspect that
we believe is important for the future as well: there is
already demand from physicists, scientists, developers,
and many others to access and test various aspects of
quantum computing even if the systems are still small,
comprise only a few qubits, and suffer from noise levels
worse than the fault-tolerance threshold. Over time, other
groups in industry and academia have also started to offer
quantum cloud services to varying degrees, either in the
form of real system access [23], [24], [40] or simulators
[41], [42].

Since the initial release of the five-qubit backend,
the IBM Quantum Experience has hosted 18 unique quan-
tum systems made available as backend services either to
the public or to members of the IBM Q Network [43].
Over time, user executions have increased to 28 mil-
lion, culminating in over 200 research articles explor-
ing areas in quantum information science. The prolifer-
ation and quality of enabled research serve as an affir-
mation of the community-wide demand for a variety of
quantum systems.

The qubit connectivity maps and the distribution of two-
qubit error rates for a few of the available IBM backends

Fig. 1. Examples of several IBM cloud-accessible devices. Dots

represent qubits, and lines connect qubit pairs that can be directly

entangled. The top left five-qubit device was the first one made

available via the IBM Quantum Experience [39], consisting of

fixed-frequency superconducting transmon devices. The one to the

right of it was made available after including additional entangling

gates between two pairs of qubits. A 16-qubit device was made

available approximately a year after the first device. The devices in

the bottom row show three variations of 20-qubit devices available

to members of the IBM Q Network [43].

are shown in Figs. 1 and 2, respectively. The variety of
devices allows us to explore user preferences and device
performance for different connectivities.

In these present-day systems, imperfections and con-
nectivity can have a large impact on the performance of
different algorithms. More connectivity allows users to
explore circuits that entangle the qubits in fewer steps but
often at the price of hurting gate fidelities or inducing
spectator errors [44], [45], i.e., errors that can occur
on qubits that are still passively connected but otherwise
not directly involved in a particular quantum operation.

Fig. 2. CNOT gate error distributions for a variety of IBM devices.

Beginning with the earlier devices (top rows), the average error

rates remained quite large but have improved with continuing

research. The bottom row represents the device shown in Fig. 4. The

error reductions are the result of improved gate tune-up procedures

and increasing coherence times [46], [47], as well as a better

understanding of spectator qubit errors.
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As we progress through this period of near-term quantum
systems, we must evolve toward co-design of the quantum
circuits users want to implement, as well as the connectiv-
ity that is physically built into the systems.

Furthermore, user feedback showed a clear interest
in more than one level of access to a quantum device.
We consider three definable fundamental user classes for
various levels of cloud access (see Fig. 3): the quantum
physicist, the quantum information scientist, and the quan-
tum developer.

The quantum physicist possesses a deep understand-
ing of the underlying device physics and would like to
explore more practical technical details, such as optimal
control techniques, novel pulse-shaping approaches, tech-
niques to quantify the underlying system Hamiltonian, and
error mitigation methods. These users want more of the
nitty-gritty details and the ability to examine device-level
properties of the system, e.g., control over the frequency,
timing, pulse shapes, and measurement integration ker-
nels that are sent to the experiment. To properly meet
this level of user access, we have defined the OpenPulse
framework [48], along with a corresponding set of tools in
Qiskit described later in this review. Succinctly, OpenPulse
provides the bare metal access level for users.

The quantum information scientist has a deep under-
standing of quantum circuits and wants to explore how
these circuits run on near-term devices. A circuit can be
implemented in multiple ways, in terms of the fundamen-
tal gates. Finding the optimal solution is a computation-
ally difficult task and is, therefore, an important research
topic. These users are also interested in exploring error-
correction primitives, such as parity checks and conditional
operations, which depend on these multiqubit measure-
ments to investigate how entropy is taken from the system.
For this level, we have defined OpenQASM [49] and the
corresponding tools in Qiskit.

The third user class, the quantum developer, wants to
see how quantum applications work on quantum comput-
ers. They want to run circuits based on an application and
receive the outcome as quickly as possible. They are not
necessarily interested in how the circuit is implemented;
they are focused on the results of the quantum computa-
tion and how it can be used in an application of interest.

In parallel, it is also important to provide to each of
these users the data appropriate for their respective level.
The physicist needs access to device-level specifications,
while the quantum information scientist needs the error
rates for the calibrated quantum gates and operations.
Device specifications are the fundamental properties of
the device (e.g., coherence times, qubit frequencies, and
crosstalk), while error rates depend on the pulses that
represent the gates and include metrics such as average
single-qubit errors, two-qubit gate errors, spectator errors,
assignment (or readout) errors, and readout crosstalk
errors. Cloud-enabled devices typically list most (if not all)
of these metrics; see the example in Fig. 4 for the back-
end properties needed by a user of the quantum infor-

Fig. 3. Schematic overview of a cloud-enabled quantum computer

and user access levels. At the high end of the stack, quantum

developers create quantum applications executed in the form of

algorithms that are translated into quantum circuits at the next

level. Quantum information scientists have access to implement

specific quantum circuits of interest, which are translated into

sequences of quantum operations at the next lower level. Here,

we envision that physicists can implement specific pulse-level

experiments, such as optimal control or gate-level research. These

instructions are sent to the quantum hardware via a set of control

electronics in the form of frequencies and drive signal amplitudes.

The quantum hardware is accessible by hardware engineers. At the

conclusion of an experiment, the hardware passes the readout

signal in the form of readout voltages to a signal integrator. The

integrator signal is represented as the I and Q quadratures of the

readout signal, which get digitized at the physicist access level to a

logic 0 or 1. The logical bitstream is passed to output analytics for

the quantum information scientists to analyze results of the

implemented quantum circuits. Finally, the answer to a full quantum

application is sent back to the quantum developer. A domain expert

is the expected end user of a fully developed stack. This

representative stack demonstrates how different levels of access

are possible.

mation scientist persona. By tracking the metrics, we can
gauge the importance of any particular metric (or a com-
bination thereof) in order to improve the overall quality
of experiments.

Of course, not yet discussed is the hardware engineer
who resides at the bottom of the stack. The hardware
engineer designs, tests, and interfaces with the quantum
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Fig. 4. Error map for the Boeblingen 20-qubit device at IBM. The

colors of the qubits represent the measured Hadamard error rate,

which is the error rate of a single qubit π/2 rotation. Z-rotations are

implemented in software [50]. For this device, an average Hadamard

error of 0.048� is measured. The color of the lines represents the

measured two-qubit CNOT error rate between given pairs of qubits.

For this device, an average CNOT error of approximately 1.3� is

measured. The vertical bars to the left and right of the device plot

the readout error rate, with an average readout error of

approximately 4.7�.

device. The interface is both physical (installing the device)
and virtual (coding and testing control electronics along
with associated device drivers). While the hardware engi-
neer is, of course, a critical user class, we envision this role
as a more separate functional role to provide the lowest
level of required infrastructure for all the users higher in
the stack.

III. Q I S K I T A N D C O M P I L AT I O N
An unprecedented acceleration of research and develop-
ment in quantum computing has occurred in recent years,
chiefly enabled by wide public access to cloud quantum
computers. The software stack plays a key role in taking
advantage of these systems and enabling quantum infor-
mation science as a whole [27], [51]–[54]. In this section,
we discuss Qiskit, a software suite for near-term quantum
computing.

We will pay special attention to the compiler as an
indispensable part of any quantum computing system. Our
description is focused on compilation strategies tailored
to near-term noisy systems. Compiling for fault-tolerant
machines is a vast area of research in itself, and we refer
the interested reader to [55]–[59] for further reading.

A. Qiskit Architecture

Fig. 5 shows the overall architecture of Qiskit. As an SDK
and research tool, Qiskit comprises elements that we deem
important in the journey toward quantum advantage. For
the sake of completeness, we review them again. The
first element, Terra [28], provides the foundations and
language to describe quantum computations at different
abstraction levels (circuits or pulse schedules) and to com-
pile and optimize them for specific machines. The second

element, Aer [29], provides scalable and realistic simula-
tions of quantum systems and is invaluable to understand-
ing the complexity of different computations, as well as
how they behave under certain noise assumptions. The
third element, Ignis [30], provides tools to characterize
quantum devices and mitigates the effects of noise on
them. The fourth element, Aqua [31], is a library of quan-
tum algorithms and translators from near-term application
domains (such as chemistry and AI) to quantum circuits.

Since quantum software is so new, much is unknown
about how the software stack should be configured for
each particular setting. In addition, active research is in
progress in all aforementioned areas. For this reason,
Qiskit has a highly modular architecture, easily extensible
at all levels. This includes adding new circuit optimization
passes, new noise models for simulation, new algorithms,
and new noise characterization and mitigation methods.

The Qiskit compiler is primarily composed of two parts:
the transpiler and the scheduler. The transpiler is a circuit-
rewriting toolchain, designed to optimize circuits, both
in the abstract and for particular backends. The sched-
uler converts circuits written for a given device into the
sequence of pulses executed on that device.

In the transpiler, multiple circuit analysis and transfor-
mation “passes” can be strung together to yield a custom
circuit optimization pipeline. A typical sequence might
include unrolling the circuit gates to a particular native
gate set, allocating ancilla qubits, swapping qubits so that
entangling interactions match the device topology, merg-
ing consecutive gates into simpler ones, analyzing commu-
tation relations and canceling nonadjacent gates, analyz-
ing the circuit depth, and repeating a couple of optimiza-
tion passes until the circuit depth reaches a fixed point.
A “pass manager” sequences the user’s desired passes,
keeps internal context about the progress, and ensures that
the control flow of passes is implemented correctly. Simi-
larly, the scheduler contains passes that convert a circuit
to a sequence of pulses with specific timing—for example,
using an as-soon-as-possible or as-late-as-possible schedul-
ing method—and can optimize them further using meth-
ods such as dynamical decoupling [60], [61] or optimal
control [62].

B. Compiling for Near-Term Machines

Near-term quantum hardware is severely limited in what
it can compute. Errors can build up rapidly during the
execution of a program and can render a computation
useless. In contrast to classical compilers, for which the
goal is to transform a program to run faster, the primary
goal of a compiler for near-term quantum computers is to
combat these errors. Therefore, a good quantum compiler
must ensure that an input program is translated into the
most efficient equivalent of itself, squeezing the most out
of the available hardware.

Some steps in the compilation process are necessary
to run the program in the first place. For example,
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Fig. 5. Architecture of Qiskit. Aqua and Ignis produce circuits for different tasks (algorithms and applications, or device QCVV,

respectively). The IBM Q systems and Aer simulators are backends that execute quantum circuits or pulse schedules. The Terra compiler is

the bridge that translates and optimizes for a given backend and comprises modular pass-based circuit optimizers (Transpiler) and pulse

optimizers (Scheduler). Some example passes are shown. Efficient high-level synthesis methods, access to a library of precomputed gate

and pulse equivalents, and information about device constraints and properties all increase compilation quality.

high-level program routines, such as an abstract unitary
evolution, must first be synthesized into a quantum circuit
[63]–[66]. A circuit must be transformed to conform to
the hard constraints of a device, such as which qubits
can interact with one another, or which gates are natively
supported [67]–[71]. Finally, circuits must be translated
into pulses that control the qubits [46], [50].

Beyond this, an optimizing compiler should focus on
the soft constraints given by the physics of the device and
optimize within that space. For near-term quantum com-
puters, seemingly small optimizations, such as reducing
the two-qubit entangling gate (e.g., CNOT) count by 15%,
can yield dramatic improvements in the final fidelity of
computation. The compilation problem, in general, is NP-
hard [67]. Finding optimal layouts of program qubits on
the device, or finding optimal swapping routes between
the hardware qubits, can be done by solving subgraph
isomorphism and token-swapping problems, respectively.
We may be able to find optimal solutions for small systems,
but soon we need to devise effective heuristics.

An optimizing compiler must generally be aware of the
set of constraints and parameters within which it is trying
to optimize. To first order, these can be generic truths,
such as the fact that two-qubit gates have higher errors
than single-qubit gates or that qubits lose their information
if the program length (i.e., quantum circuit depth) is
too long. Given these constraints, general optimization
objectives are defined for a quantum compiler, such as
minimizing the circuit depth or the number of entangling
gates. This has been the traditional approach to circuit
optimization for more than a decade [72]–[75].

While effective, circuit depth and gate count are only
pseudoobjectives to simplify reasoning about the quality of
a compiler’s optimizations. In reality, what matters is the
fidelity of computation when running on actual quantum
hardware. Every quantum device is different, and thus,
benchmarking and characterizing the system are critical to
successful compilation. As an example, it is often taken for
granted that lower circuit depth is better. This has resulted
in trying to parallelize gates as much as possible [76]–[78],
which may yield bad results on a high-crosstalk system.
Conversely, randomized compiling [79] prolongs circuit
depth by inserting extra gates, yet the effect of these gates
is to randomize and mitigate coherent errors, achieving a
better overall fidelity.

The key takeaway is that compilers for noisy quantum
computers excel when more information is made avail-
able to them from the device. With cloud-access quantum
computers, the field of quantum computer science is mov-
ing toward evaluating the effect of compilation strategies
on real hardware, rather than based on objectives that
may not be comprehensive. In the IBM Q ecosystem,
device properties are shared openly and can be bench-
marked, resulting in a flurry of recent compiler innovations
[80]–[84]. Pertinent hardware characteristics include, but
are not limited to, qubit topology, native gate sets,
gate error rates, latencies of gates, readouts and feed-
forward, qubit lifetimes (decoherence and relaxation), and
crosstalk errors.

A key observation in compiling for noisy quantum com-
puters is that since errors always exist, it may not always
be worth performing a numerically exact compilation.
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Alternatively, approximate compilation aims to approx-
imate a unitary by some numerically close alternative,
in order to potentially save significant resources [32], [85].
If the reduction in error due to the shorter alternative is
more than the loss of precision in the approximation, then
this tradeoff is worthwhile. Evaluating this tradeoff is again
dependent on the exact characteristics of the device.

Finally, verification of the compiler becomes a serious
challenge even in the near term, as verification of general
circuit transformation on circuits of roughly 50 or more
qubits is impractical. Consequently, expansive testing of
smaller cases or formal verification methods [86], [87] will
be essential.

Quantum compilers have benefited from decades of
classical compiler design, yet the new domain creates new
challenges and opportunities. For example, commutation
relationships among quantum gates provide additional
flexibility, compared to a classical program for instruc-
tions to be reordered, merged, or canceled [76]–[78],
[88]. In contrast to the classical computing, in which
a program can be compiled once and reused thereafter,
quantum programs must often be recompiled, as device
properties change over time. Finally, traditional abstrac-
tion boundaries for separating logical computation from
physical implementation may need to be blurred on near-
term devices, as they may sacrifice some efficiency in favor
of abstraction [89]. Designing an industrial-scale compiler
suitable for the coming generation of quantum computers
remains an exciting and hard task.

IV. B E N C H M A R K I N G N E A R-T E R M
D E V I C E S
Benchmarking quantum systems will be a necessity to
measure progress. Assuming several physical realizations
of quantum computers will emerge over time, there must
be a way to quantify their respective performance much
like classical benchmarks. While benchmarking appears
to be an obvious requirement, it is far less obvious
how to devise a rigorous set of metrics applicable to
quantum computers.

Important factors for formulating an appropriate quan-
tum benchmark include the following.

1) Number of Qubits: More qubits are required to solve
increasingly difficult problems, and thus, everything
else being equal, the more qubits a quantum com-
puter has, the more computational power it has.
Systems with several tens of qubits can be simulated
on a classical computer, and therefore, having a few
qubits will not be beneficial in the long run.

2) Connectivity: How qubits are connected to one
another matters. At one extreme, qubits connected
on a line would require a significant overhead for
any randomly selected gate between any random
pair of qubits. At the other extreme, if all qubits
are connected to each other, there is no additional
overhead for a randomly selected gate between any
random qubit pair. However, at the hardware level,

connectivity matters a lot, and it greatly influences
metrics such as crosstalk and fidelity. It is important
to strike a balance between connectivity and overhead
for a given application.

3) Error Rates: Quantum operations that feature lower
errors rates are generally better. A critical component
associated with error rates is spectator errors (errors
on qubits that are not participating in the applied
quantum gate). The spectator errors can significantly
degrade or even dominate overall circuit perfor-
mance. For example, while a two-qubit gate might
lead to very low errors on the two qubits involved, it is
possible that another qubit might undergo significant
errors due to the application of the two-qubit gate.

4) Gate Set: The choice and performance of the underly-
ing gate set are important. A large set of gates reduces
the overhead to synthesize arbitrary gates or move
quantum information but also requires far more com-
plexity from a calibration and stability standpoint.

5) Compilers and Software Stack Performance: Compilers
are critical for optimal translation of circuits to the
underlying hardware. A compiler needs to consider
and optimize over the device connectivity and poten-
tially even variations of gate fidelities and spectator
errors across the device.

IBM has devised a benchmark called QV that balances
all of the abovementioned ingredients [32]. We believe
that this system-agnostic metric provides a way to com-
pare devices across different physical implementations and
incorporates qualities, such as low error rates, that are
ultimately necessary for a practical quantum computer.

The QV measures the largest model circuits the quantum
computer can successfully run. A model circuit consists of
random two-qubit gates acting on random pairs of qubits
and has as many parallelized layers of these gates as it has
qubits. The model circuits are compiled to the particular
quantum system. A given run is considered successful if
the observed measurement outcome is in the upper half of
the ideal output probability distribution. To claim that the
QV exceeds some value for some system, we are required
to succeed for more than two-thirds of the runs on a given
number of qubits.

We wish to particularly highlight the role of circuit
compilation in the QV because a full quantum system is the
combination of the qubits, gates, control electronics, and
the software stack that optimizes for those components.
The QV provides a way to benchmark the whole quantum
computing system, including the optimizing components
of the software stack.

Choices for universal benchmarks will evolve as the
community continues to learn more about near-term
devices [90]–[92], but the QV is an accessible and mea-
surable quantity that tracks progress on current devices.
We have released an open-source library for measuring QV
in Qiskit. The largest QV measured thus far is 16, measured
first on the 20-qubit Johannesburg system [32], and more
recently on Boeblingen (see Fig. 4).
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V. E R R O R M I T I G AT I O N A N D
C O R R E C T I O N
For decades, researchers have understood that
decoherence would limit the duration of useful quantum
computation [93] and have devised many techniques for
overcoming the noise. Today, we are keenly aware of the
impact of decoherence and control error on the size and
accuracy of quantum computations. The way forward is
necessarily a mixture of approaches. Foremost, we must
understand and reduce the fundamental error sources
in our hardware, control systems, and environment.
Beyond this, we must correct the remaining errors and/or
mitigate their effect on the quantum computer’s accuracy
in a resource-efficient way. These are among the central
research challenges for the foreseeable future.

It is by now well known that the principles of QEC
allow errors to be dramatically and efficiently suppressed
in theory [1], [10]–[14] so that the computational time
can extend well beyond the coherence time. This requires
physical error rates to be low enough and noise to
be sufficiently uncorrelated. When that happens, fault-
tolerant gates can successfully limit the spread of errors,
and QEC procedures can remove entropy faster than it
accumulates. If error rates are only modestly below the
threshold error rate, the additional space and time to
implement fault-tolerant gates can be prohibitively large.
Furthermore, topological codes [94], which are among the
most well suited to planar quantum computing architec-
tures, are expected to correct errors very well but protect
qubits by encoding each of them into a large number of
physical qubits.

In the near term, we are unlikely to have both suf-
ficiently low error rates and sufficiently many qubits to
implement a fault-tolerant quantum computer. Neverthe-
less, these near-term systems present an early opportunity
to research error mitigation and error correction in real
noise environments. On one hand, QEC experiments spur
development, confirm predictions, and expose facts about
detecting realistic errors. On the other hand, error miti-
gation experiments have low overhead and significantly
improve computational results today, so they are emi-
nently practical. Error mitigation can improve estimates of
expectation values, which can be important in explorations
of quantum advantage, for example, as eigenvalues of
the molecular Hamiltonians or kernels in classification
problems addressed by quantum machine learning algo-
rithms. However, unlike QEC that removes entropy, error
mitigation cannot extend the computation far beyond the
coherence time.

We now focus our attention on error mitigation schemes
that are more recent and less well known than error
correction schemes. To date, there have been two general-
purpose error mitigation schemes developed. The first,
zero-noise extrapolation, was developed independently in
the works of [33] and [34], and the second, probabilis-
tic error cancellation, was introduced in [33]. In zero-
noise extrapolation, the output from a circuit of interest

is remeasured under different amplified noise strengths.
The measured expectation values from these noisy runs
can then be recombined to extrapolate to an estimate of
the expectation value at the zero-noise limit that is more
accurate than the best individual run. Using measurements
at an increasing number of noise strengths, increasingly
higher order noise contributions to the zero-noise estimate
are suppressed by extrapolation [95]. Temme et al. [33]
showed that such noise amplification could be achieved
by stretching the time evolution of the quantum state,
under the influence of the time-dependent drives that
constitute the quantum circuit. Under the assumption of
time-invariant noise, the stretch factor for the time evolu-
tion is equivalent to the noise amplification factor. Beyond
this assumption, no further characterizations of the noise
models are required, making this extremely attractive for
experimental implementations. This method was demon-
strated and integrated into a variational algorithm in the
experiment of [38], using superconducting qubits and all-
microwave gates. It was also employed to improve the
performance of a binary classifier realized on the same
device [37].

A second, general-purpose error mitigation scheme, also
proposed in [33], is termed probabilistic error cancella-
tion or quasi-probability decomposition. In this method,
every well-characterized noise channel in a quantum cir-
cuit is acted upon by its inverse. While implementing the
inverse noise channel is in itself an unphysical task, it was
shown that an “average” error-mitigated estimate of the
outcome can instead be obtained by sampling from an
ensemble of noisy circuits with probabilities related to
the coefficients of the inverse noise map. The variance
of the error-mitigated estimate is related to the num-
ber of noisy circuits sampled and measured. In contrast
to the zero-noise extrapolation technique, a key exper-
imental challenge here lies in the characterization of
noisy gates employed in the quantum circuit. For up to
two-qubit experiments, this method was recently realized
for superconducting qubit [96] and trapped-ion archi-
tectures [97], both employing gate set tomography for
noise characterization.

In addition to these techniques, other methods have
been proposed that are more problem-specific. The quan-
tum subspace expansion method [98], [99] involves the
measurement of additional excitation operators for varia-
tional ground states and, in addition to providing excited
state energies, also mitigates on energy estimates. Other
recent approaches to error mitigation for fermionic prob-
lems rely on the conservation of “known quantities,”
such as particle number [100]–[102]. Such symmetries
can be enforced by using ancillary qubits to perform
stabilizer checks.

Error mitigation is still in its infancy but has shown
some promising first steps. As we look forward, we hope
that access to near-term systems will enable new error
mitigation and correction techniques at the intersection
of theory and practice. Ultimately, we believe that QEC
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and fault-tolerant design will still be necessary. There-
fore, continued experiments such as demonstrations of the
Bell state parity measurements [103], stabilizer measure-
ments [45], error detecting codes [104], [105], and other
codes [106] are critical for understanding how to protect
encoded quantum information in the long term [107].
We anticipate the theory and practice of error correction
and mitigation to continue to develop together in the
future and that new ideas will emerge, particularly with
respect to many well-known types of errors, such as corre-
lated errors, leakage, and fluctuations of these errors.

VI. Q U A N T U M A P P L I C AT I O N S O N
N E A R - T E R M Q U A N T U M S Y S T E M S
The relevance of a quantum computer is derived from the
algorithms that can be performed on it. For some prob-
lems, such as factoring integers [2] or simulating quantum
mechanics [108], quantum algorithms have theoretical
guarantees to drastically outperform any known classical
algorithm. It is important to state that not every problem
that is challenging for a classical computer will benefit
from a quantum speedup. This means that the applications
for a quantum computer need to be identified individually,
and a specific quantum algorithm must be developed for
them. Up to this point, the set of algorithms that can be
shown to outperform classical computers [109] all depend
on an architecture that is fully fault tolerant. The quantum
hardware that is currently available is not yet at a stage to
run fault-tolerant computations. Nevertheless, making cur-
rent hardware available to the research community allows
for the investigation of quantum algorithms that have the
potential to run on near-term quantum devices. Due to
device imperfections and decoherence, we expect that such
algorithms will be comprised of shallow-depth quantum
circuits. To tackle a complex computational task, some of
the computation that does not benefit from a quantum
speedup can be outsourced to a classical computer. Exam-
ples for such quantum-classical hybrid schemes are varia-
tional algorithms for quantum many-body systems [38],
[110], [111] and machine learning [37]. Such shallow-
depth variational hybrid algorithms can be understood
from the following picture: the classical computer tries to
find the best quantum circuit, limited in size to a depth
determined by the noise, to perform a particular com-
putational task. The task could be the preparation of an
approximation to the ground state of a Hamiltonian or the
construction of a classifier in machine learning. This simple
scheme has opened up a pathway to trying heuristic algo-
rithms that do not come with any performance guarantees
on current quantum hardware.

The development of classical algorithms has greatly
profited from the wide availability of computational hard-
ware. Many heuristic algorithms were found by trial and
error and come without performance guarantees. It is,
therefore, reasonable to follow an experimental route
in the search for applications that could benefit from
a quantum computer. However, there is an important

difference between the development of classical algo-
rithms and quantum algorithms. Not all quantum circuits
can lead to quantum advantage. If the quantum algo-
rithm can be efficiently simulated on classical hardware
[112]–[118], it cannot provide a computational advan-
tage. The advantage of quantum computers is based on
the complexity of the algorithm and not on the quantum
computer’s ability to perform fast operations. It is, there-
fore, paramount to ensure that the quantum algorithm is
based on a circuit that cannot be efficiently simulated on a
classical computer.

To ensure the classical hardness of simulation is of
particular importance when performing algorithms on a
small number of qubits that are subject to noise since
a quantum advantage may not be immediately apparent.
The first fundamental question that arises is whether, and
under which circumstances, a shallow-depth quantum cir-
cuit can provide a computational advantage. This question
was recently addressed and answered [35] by demon-
strating an unconditional separation in computational
power between shallow quantum and classical circuits.
An unconditional separation means that the complexity
of the classical problem is understood and the separation
to quantum can be proven. Further results [119]–[121]
that are based on computational complexity assumptions
show the existence of elementary quantum circuits that
are likely difficult to simulate on a classical computer.
While these results are encouraging, we need to continue
researching quantum circuit complexity to point toward
meaningful quantum applications that offer a speedup over
classical approaches.

A more systematic path toward quantum applications
for near-term quantum devices that exhibit a reliable
advantage is based on the complexity-theoretic hardness
of quantum circuits. In this approach, it is the quantum
circuit that determines the application, placing the formal
complexity result at the beginning of the development.

A. Quantum Machine Learning

One example of a quantum-classical hybrid algorithm
that relies on quantum circuits believed to scale ineffi-
ciently for classical methods has been presented in [37].
In this work, the authors describe and implement two
methods of binary classification using supervised training.
These classification algorithms are related to standard
SVMs. The idea in this work is to implement a nonlinear
feature map that brings the data to classify into a space
in which it can be linearly separated. The key aspect
exploited by a quantum processor is that the feature map
is implemented as a quantum circuit, mapping the initial
data to the high-dimensional quantum state space, so it
can be separated by linear binary classifier data. The
use of a quantum feature map has also been proposed
in [122]. For this algorithm to provide a quantum advan-
tage, the quantum circuit must have transition amplitudes
that cannot be estimated classically to an additive sampling
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error. The feature map circuit used in [37] can be related
to a hardness result derived in [123], which guarantees
an exponential separation in query complexity to the best
classical algorithm.

Havlíček et al. [37] explore two methods to construct
a binary classifier based on the hard feature map circuit.
In the first method, the feature map circuit is directly
followed by a variational circuit. The circuit can be used
as a classifier that implements a binary measurement on
the quantum feature space. This variational algorithm is,
therefore, directly related to a classical SVM. The second
method directly exploits the connection to classical SVMs
by estimating the kernel matrix directly on the quantum
computer and then using a conventional SVM. The hard-
ware implementation of these two methods showed that
even on a modest quantum processor, some sort of error
mitigation [38] was needed. We have discussed a few error
mitigation proposals in Section V.

A key observation of this proposal is the existence of
quantum circuits that give rise to feature maps that are
hard to evaluate classically, relative to complexity-theoretic
assumptions. However, to obtain a quantum advantage for
a practically relevant machine learning problem, a hard
feature map circuit is a necessary condition. To make this
sufficient, more circuits need to be explored that can be
tied to complex real-world classification problems.

B. Quantum Chemistry

A second example uses quantum-classical hybrid algo-
rithms with short-depth quantum circuits for quantum
chemistry. The VQE [110] has been implemented on a
number of different quantum hardware platforms [38],
[110], [111], [124]–[127]. Here, the central objective is
to obtain a good estimate of the ground state energy
for chemistry or the general many-body Hamiltonian.
Although typically fermionic Hamiltonians are considered,
these Hamiltonians can be readily mapped to qubit/spin
degrees of freedom by a common procedure [128].
To obtain ground state energy estimates for a target Hamil-
tonian, variational trial states are prepared on a quantum
computer by using shallow circuits with free parameters
that are experimentally adjustable. The quantum computer
is used to estimate the mean energy of the target Hamil-
tonian by measuring the operators of the Hamiltonian
directly on the quantum computer with respect to the trial
state. The energy associated with each trial state is then fed
to a classical computer, which runs an optimization routine
that supplies a new set of parameters. The goal of the
optimization procedure is to prepare a new trial state that
will tend to lower the energy. This process is then iterated
until some convergence condition is met.

In this approach to near-term quantum algorithms,
the quantum computer’s utility lies in the preparation of
trial states and the measurement of associated expectation
values. Depending on the trial state, these tasks may be
hard on a classical computer, e.g., [130] and [131]. Prepar-
ing and measuring trial states on a quantum computer can

provide additive error approximations to expectation val-
ues. However, as highlighted previously, the algorithm can
only yield a quantum advantage if the circuits employed
for trial state preparation are difficult to simulate clas-
sically. Most VQE implementations to date have focused
on small (<10 qubit) molecular Hamiltonians in quan-
tum chemistry. These implementations have employed cir-
cuits that implement “hardware-efficient” trial states [38],
[111] or a UCC ansatz [131]. While the UCC approach
offers a structured ansatz that maintains physical symme-
tries, the hardware-efficient circuits employ interactions
that are native to the quantum hardware. Other important
considerations for the practical implementation of VQE for
quantum chemistry are qubit-efficient fermionic mapping
schemes [128], the robustness of classical optimizers to
hardware noise, and, most importantly, the effect of deco-
herence [33], [34], [38] and the measurement cost for the
molecular Hamiltonians [132], [133].

One specific example is the combination of the
previously mentioned error mitigation techniques and
quantum chemistry. For VQE, the quantum subspace
expansion technique also provides access to error-
mitigated energy estimates as well as to the excited
state energies [98], [99]. As discussed previously, more
general-purpose schemes, such as a zero-noise extrapola-
tion technique and quasi-probability method, have been
proposed to access noise-free estimates of expectation val-
ues. Even without significant improvements to coherence
times and gate fidelities or any additional qubit overhead,
the experimental implementation of the zero-noise extrap-
olation [38] showed an otherwise inaccessible level of
accuracy in the ground state estimates of H2 and LiH,
as shown in Fig. 6.

VII. H A R D W A R E
To this point, not many hardware details have been dis-
cussed. Hardware is of course required to have a system
at all, but much of the system-level work can be done in
a manner that is somewhat hardware-agnostic, the further
away the user operates in the stack, and emphasizes the
need for some modularity of the associated system com-
ponents. This is particularly important as the underlying
hardware may change over time, potentially significantly.

A detailed discussion of specific challenges associated
with our quantum hardware of choice (superconducting
qubits) is beyond the scope of this article. However,
we briefly describe the devices that are publicly acces-
sible or were used in the described experiments (e.g.,
the quantum chemistry [38], [111] and machine-learning
experiments [37]). These devices are single-junction trans-
mon [134] qubits coupled to each other according to
the specified connectivity. Single-qubit gates are imple-
mented using microwave pulses and benchmarked using
the standard randomized benchmarking protocols (see,
for example, [135]). Two-qubit gates are implemented
using the cross-resonance gate [136], [137]. Qubits are
measured using dispersive readout techniques [138]. For a
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Fig. 6. Molecular simulations of LiH using four qubits from [38] and [112]. The experimental data (black circles) are compared with the

exact energy curve (green dotted line). Left: results from [111]. Right: data from [38], which uses error mitigation. The error-mitigated

estimates (black circles) in right are obtained by extrapolating the results from experiments of varying noise (colored circles) and display far

superior accuracies, without significant hardware improvements to the processors used for these computations. Figures modified from [38]

and [112].

broad review of superconducting circuits, we refer the
reader to [7], [8], [140], and [141] for in-depth reviews of
superconducting qubits that provide extensive information
about types of superconducting qubits, single- and two-
qubit operations, and readout, as well as some examples
of anticipated engineering challenges.

Moving forward, the engineering challenges for any
quantum computer are enormous, not just for super-
conducting circuits. Depending on the technology, vari-
ous hurdles must be overcome to implement increasing
numbers of qubits. Within superconducting qubits, it is
widely acknowledged that microwave engineering plays a
crucial role (e.g., [141]). As chip sizes increase beyond
the wavelength of interest (qubit frequencies are typi-
cally in the GHz regime), it is critical to account for
parasitic microwave modes [142], microwave crosstalk,
and microwave filtering [143] in order to ensure that
the qubits are not unintentionally coupled to spurious
modes or each other, to ensure the qubit coherence times
are not impacted, and to allow for fast readout [138] all
while still retaining precise microwave control (or flux
biasing in the case for flux-biased operation). In addition,
advanced packaging is generally considered a requirement
to allow vertical signal delivery to the qubits. Therefore,
there is much interest in fabrication integration, including
superconducting bump bonds, thru-silicon vias, and chip
stacking. A recent comprehensive article describes 3-D
integration for superconducting qubits, including many of
the aforementioned technologies [144]. Finally, moving
beyond the qubit chip, the infrastructure to support large
qubit systems needs to be developed [145]. This includes
transitioning away from standard microwave coaxial lines
in favor of flex coax lines [146] and low-cost solutions for
microwave (or flux bias) control either at room tempera-
ture or at cryogenic temperatures [147], [148].

Finally, overall system reliability also plays a crucial role.
We stress the importance of engineering systems capable
of operating over prolonged periods of time. Rudimen-
tary demonstrations are notoriously unstable and often
barely capable of gathering sufficient data for a scientific
publication; they are essentially physics experiments. Both
external influences and internal device noise can cause
parameters to quickly drift on experimental timescales,
potentially rendering a device unsuitable for use in a
quantum system due to the prohibitive amount of device
calibrations required.

Needless to say, tackling all of the engineering chal-
lenges is a substantial undertaking and should not be
underestimated. We anticipate that substantial research
needs to be directed toward solving these issues while,
at the same time, fostering essential basic research con-
tributions from the broader community. We believe fun-
damental contributions will be critical for the success of
long-term quantum computing.

VIII. C O N C L U S I O N
This article described the various challenges and oppor-
tunities associated with near-term quantum systems,
highlighting the necessary components to bring prac-
tical quantum computers closer to reality. A unique
interplay between hardware, hardware access, soft-
ware, benchmarking, applications, and error mitiga-
tion techniques is required to develop a quantum sys-
tem capable of one day executing practical calculations
or simulations.

We have also laid out our software approach, which
is heavily user-oriented. We feel strongly that a healthy
user base will be a guiding force, helping to shape the
technical direction for future quantum devices. We have
presented the available toolset (i.e., various access levels,
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SDKs, Qiskit, and so on), and we observe appreciable
demand for such tools. Integrating those tools with stable
hardware is a significant effort, but we feel it is worth the
challenge, as we are exploring and developing systems that
have not yet been built!

It is duly acknowledged, however, that the full poten-
tial of near-term quantum systems is presently unknown.
While no fundamental roadblocks have yet materialized,
it is possible that the application range lags behind some
of the more enthusiastic expectations. We are optimistic
that the near-term quantum systems will be capable of
at least shedding new light on unexplored physics lying
just out of reach for modern simulation tools or other
derivative applications related to, for example, quantum
sensing. There are many areas to study and explore, and
by giving the right access and tools to researchers, we hope
to accelerate the pace of discovery.

On a broader scale, research in the quantum realm
continues to capture the imaginations of many researchers.
Active research areas not discussed in this article include
fault-tolerant quantum computing [7], [15], [20] (e.g.,
both theory and experiment for small and large demon-
strations of fault-tolerant operations), detailed supercon-
ducting qubit hardware considerations [7], [8], [139],
[140] (e.g., implementations of qubit gates, coherence
times, qubit packaging, and qubit measurement) or other
quantum hardware approaches (references within, for
example, [7]), quantum information [1], [149] (including
its relationship with complexity theory [150]), quantum
communication [151], [152] (e.g., QKD), quantum sens-
ing [153], and postquantum cryptography [154]. Taken
together, we feel confident that quantum science as a
whole will shape our future technology one day, likely in
ways we cannot currently foresee.
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