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ABSTRACT | This article presents a holistic approach to the

engineering of an artificial robot skin for robots. An example

of a multimodal skin cell is given, one that supports multi-

ple human-like sensing modalities, and support for skin cell

network is also provided; this is essential to form large-area

skin patches in order to cover the surfaces of robots. The

essential elements of efficiently handling a large amount of

tactile data are explained. A general control framework, which

supports robots commanded in position, velocity, and torque,

is provided and validated. Several applications of this robot

skin will be presented, demonstrating the effectiveness and

efficiency of our artificial robot skin to support a wide number

of robotic platforms as well as its ease of use across different

domains.
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skin-based robot control

I. I N T R O D U C T I O N

This article presents the engineering of an artificial robot
skin for robots, and it will provide a step-by-step guide
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to the development of an artificial robot skin system that
targets a complete solution that is efficient, flexible, scal-
able, and robust. Achieving these attributes will surely
enable the deployment of an artificial robot skin on any
autonomous robot (see Fig. 1).

An artificial robot skin on robots has been of interest
since the early days of robotics [1], [2]. Many of the
considerations at that time, and still now, were to enable
robots with a sense of touch similar to that of humans.
This allows robots to be fully physically interactive and
effectively safe to be near humans.

We set out to minimize possible errors in several aspects
and advocate an automated approach for the topologi-
cal and spatial self-configuration of each skin cell and
skin patch, and the automatic extraction of robot para-
meters. Moreover, we champion the importance of the
organizational aspects of tactile information, in a way
that effectively reduces overheads in communication and
in the processing of sensory information on a central
computer.

Furthermore, we strongly believe that a solution needs
to support all standard robot control interfaces (i.e., posi-
tion, velocity, and torque), thus providing a fully adaptable
solution for almost any robot.

A. Related Work

1) Robot Skin: The development of the robot skin
that provides adequate tactile sensing capabilities for
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Fig. 1. Different robots using our robot skin: The Allegro Hand

covered with 62 skin cells; the TOMM robot with dual arms covered

with 700 skin cells; and the H1 robot whose whole body is covered

with 1260 skin cells. All these robots use different command

interfaces: torque, velocity, and position commands, respectively.

(Photo credit: A.Eckert/TUM.)

different robot applications is still an ongoing process,
and a wide variety of potential solutions have emerged.
The development of such robot skin systems is challenging
since it involves the organization and calibration of a
large number of spatially distributed discrete sensors and
the handling of a large amount of information. A review
and comparison of tactile sensing in robotics has been
conducted in [3]. This article summarizes the require-
ments and design principles for evolving robot skin systems
toward the capabilities of the human skin. The key chal-
lenges, such as reliability, robustness, simple deployment,
wiring, feasible acquisition of sensor poses, and efficient
and low-latency transmission and processing of a large
amount of tactile information, are discussed in [4]. An
earlier development toward a robot skin system has been
shown in [5] and [6]. The proposed system utilizes the
arrays of IR-based proximity sensors (80 sensors in total)
on a robot arm, and tactile information is fed into a
planner such that the robot can avoid obstacles in real
time. Flexible, bendable, and stretchable sensor matrices
with pressure and temperature sensors used as a con-
formable skin for robots have been introduced in [7].
The manufacturing of such a skin has been shown to
be feasible up to a size of 12 × 12. Using flexible sen-
sor matrices as a solution for robot skin has also been
investigated in [8]. However, sensor matrices for the
robot skin have the disadvantage of high wire counts
and low robustness since matrices are susceptibility to
row-/column-wise failures. The work of [9] improves the
deployability of flexible tactile sensors by using a tree-
like scanning topology in order to realize a cuttable sen-
sor sheet that can be adapted to the desired shapes. To
increase robustness, decrease the wire count, and improve
deployability, modular approaches for the robot skin are

promising. Modular approaches to robot skin systems
have been investigated in [10], where the RI-MAN robot
is equipped with five tactile sensing modules (two per
arm and one on the chest) with an 8 × 8 force sensor
matrix, in total 320 force sensors. Similarly, the ARMAR-III
robot [11] uses the modules with force sensor matrices on
its shoulders and arms. The TWENDY-ONE robot [12] is
completely covered with the robot skin with force sensors
distributed on its hands (2×241 sensors), on its arms (2×
54 sensors), and on its trunk (26 sensors). Another exam-
ple of the robot skin with modular and hierarchical archi-
tecture and strict real-time communication is presented
in [9]. This robot skin was implemented to cover the whole
body of a humanoid robot with 1864 sensing points. The
authors further tested this system for whole-body contact
tasks [13], [14]. A truly modular approach has been intro-
duced with RoboSkin [15]. This robot skin system employs
triangular skin modules with 12 capacitive force sensors.
These skin modules can be assembled to larger structures
that can cover arbitrary surfaces. This allows great deploy-
ment flexibility, reduction of wires, and the containment
of failures to modules, paving the way for covering large
areas of robots with good spatial resolution. RoboSkin
has been used to cover a Nao robot with 200 force sen-
sors and an iCub with 2000 force sensors [16], [17].
More recently, there has been progress in upgrading Robot-
Skin with 3-D magnetic force sensors [18], [19]. A use-
ful large-scale deployment of the robot skin needs to
address the efficient transmission, organization, and rep-
resentation of tactile information. A query-based modular
readout system is used for RoboSkin on the iCub [20].
This system is combined with a real-time middleware
[21] to realize an efficient query-based organization and
representation of tactile information. Recently, neuromor-
phic principles have been pursued to reduce redundancy
at sensor level such that only novel information repre-
sented by events is transduced, transmitted, and processed
rather than every single sample. Such event-driven systems
can greatly reduce the requirements on network traffic
and computational power. An event-driven force sensor
has been introduced in [22], and an event-driven com-
munication system for tactile information in humanoid
robots has been introduced in [23]. First, steps toward
an event-driven middleware for standard PC systems are
introduced in [24]. Nevertheless, strict real-time control
requires a constant control cycle time, while event-driven
communication and processing create a dynamic system
load variance, influencing the process scheduling of the
operating system and, thus, causing jitter in the control
cycle time. The disruption of real-time scheduling can
be mitigated in multicore systems. In these systems, one
thread may be locked for real-time control, while the other
threads handle the event-driven system. Event decoders
can provide a synchronous interface for accessing data that
are updated on the arrival of new events to supply the syn-
chronous clock-driven control algorithm with event-driven
information.
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2) Skin Control: The idea of tactile sensing and its
potential capabilities for robot control has been considered
for decades. With this purpose, different technologies and
methods have been presented to detect contacts on a
robot’s body (not only the end-effectors). For example,
the tactile sensor in [25] is used to detect physical contacts
and compute body reactions. Furthermore, the detection of
pre-contact has also been considered to prevent collisions
between the robots and the environment [26], [27]. These
physical interactions were enabled by including torque
sensors to measure the interaction forces [28], [29].

With the development of smaller size and higher res-
olution tactile sensors, applications for sensitive grasping
and manipulation have been presented [30]. For example,
the sensitive gripper in [31] is used to find a grip without
any information of the grasped object and perform stable
lifting even for non-stiff objects. Sagisaka et al. [32], [33]
presented a high-resolution tactile skin with 1052 sensing
points deployed on one hand. This skin was primarily
used to measure human manual skills. Tactile feedback
can improve the grasping methods even for two-fingered
grippers as in [34].

Skin technologies have also been used for dynamic para-
meter identification using learning techniques as in [35].
In the field of legged robotics, tactile sensors have been
used to identify terrain conditions [36], [37] and to
enable compliant walking strategies [38] and balance
controllers [39], [40].

B. Outline of the Article

In the following, we present all stages of the develop-
ment of our robot skin for robots. Section II presents a
multimodal robot skin cell and how they are networked to
form surfaces on robots. Section III presents the data han-
dling scheme needed to support the handling of the large
data coming from a large surface of the robot skin. The
control framework is presented in Section IV. In Section V,
examples of applications of our robot skin on various
robotic use cases are illustrated. Finally, a conclusion is
given in Section VI.

II. M U LT I M O D A L R O B O T S K I N

A. Skin Cells

The development of our robot skin started in 2010 [41]
and evolved into a newer generation [42]. For the mul-
timodal skin presented in this section, we developed
an artificial multimodal robot skin cell that can sense:
1) temperatures; 2) pressure (normal forces); 3) accel-
erations (translation direction in: x, y, and z); and
4) proximity [see Fig. 2(a)]. Each skin cell is equipped
with a microcontroller for local computation and reading
of the sensors [see Fig. 2(b)], as well as providing commu-
nication between its neighbors (with four communication
ports).

Fig. 2. Robot skin developed at Institute for Cognitive Systems.

(a) Sensors mounted on every cell. (b) Microcontroller and

dimensions of the cell electronics encapsulated in silicone material.

B. Forming a Skin Network

The skin cells of our robot skin system connect to up to
four neighboring skin cells via four communication ports
[see Fig. 2(b)]. These directly connected skin cells form
one entity that we call robot skin patch. These skin patches
can be connected to each other by simply connecting with
some of their bordering skin cells. Eventually, skin patches
are connected to tactile section units (TSUs) that provide
a communication interface between high-speed Gigabit
Ethernet connections to the host PC and the skin network
(see Fig. 3). The skin network is fully modular and self-
organizing such that the only constraints for forming skin
networks are power and communication bandwidth [41].
One skin cell port can support connections to up to 66 skin
cells (4 Mb/s = 66 skin cells at 250 Hz).

C. Automatic Configuration and Localization
of Skin Cells

To fully exploit the advantages of the robot skin in
applications, the sensory information needs to be com-
bined with spatial information, e.g., we need to label and
localize the skin sensors on the robot. The skin config-
uration and localization can be automated, for example,
combining self-touch with RGB-D information [43]. In our
case, we developed a self-configuration/self-localization
method. The main steps of this method are shown in Fig. 4.
These steps are: 1) mounting the skin patches on the robot
limbs; 2) exploring the skin sensor network to extract

Fig. 3. Robot skin network and communication interface to a

workstation.
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its topology; 3) motor babbling to obtain skin cells’ data
from different poses; 4) 3-D surface reconstruction; and
5) skin patch localization with respect to the robot limb
where the patch is mounted.

To find the transformation between each skin cell i and
a robot link j, we developed a method that combines net-
linear acceleration information with neighbor and shape
information to automatically reconstruct the 3-D surface
of skin patches [44]. The advantage of this method is
that it scales well since the algorithm works limb-wise and
not sensor-wise, i.e., the complete sensors allocated in a
robot limb (including sub-limbs, e.g., arm and forearm) are
localized in a single round. This method infers the relative
transformation iTr for each skin cell i of a patch with
respect to a root skin cell r [see Fig. 4(d)]. Then, we choose
one of our methods shown in Fig. 5 to localize the patch
on a robot limb, i.e., we determine the transformation rTj

between the root skin cell r of a patch and its robot limb j

[see Fig. 4(e)].
The 3-D surface reconstruction method first uses the

local neighbor information (for each skin cell a list of its
four neighbors) and creates a directed graph. The neighbor
lists are automatically acquired during the start-up process
of the skin [see Fig. 4(b)]. In this directed graph, skin
cells are represented by vertices and connections between
the neighboring skin cells by edges. Then, the method
performs a connected component analysis that separates
the graph into subgraphs. Each subgraph represents a skin
patch. In the next step, we determine the root cell for each
skin patch. Therefore, we perform Dijkstra’s shortest path

Fig. 4. Self-configuration and self-localization of the robot skin

system. Once the skin patches are mounted on the robot,

the approach starts with a skin cell network exploration, then a 3-D

reconstruction of the robot surface is performed, and finally, a skin

patch localization is obtained. (a) Mounting skin. (b) Self-organizing

network. (c) Motor babbling. (d) 3-D reconstruction. (e) Patch

localization.

Fig. 5. (a) Localization of robot skin patches (root cells) in the

robot body frames (rTj) using (a) embedded LEDs in the skin cells to

transform the skin patches into visual markers. (b) Manual

localization of the skin patches using an intuitive GUI with

interactive markers. (c) D-H-like kinematic parameters can be

obtained using the skin information and the local transformations

from the skin patches to the robot body frames.

first algorithm for each skin cell of a patch and calculate
the accumulated path to all other skin cells. The skin cell
that has the smallest accumulated path to all other skin
cells in a patch is selected as a root skin cell. In this manner,
we reduce the number of relative transformations lTl−1

between the skin cells to determine iTr that reduces its
overall error. We perform a motor babbling and measure
the gravitational acceleration observed by each skin cell
in different poses [see Fig. 4(c)]. Then, we compute the
relative transformations lTl−1

lTl−1 =

�
lRl−1

ltl−1

0T 1

�
∈ R

4×4 (1)

between all neighboring skin cells solving the orthogonal
Procrustes problem

lRl−1 = arg min
Ω

‖Ω A− B‖2
F s.t. ΩT Ω = I (2)

to determine the rotation lRl−1, where A ∈ R
3×n contains

the acceleration samples of skin cell l − 1 and B ∈ R
3×n

contains the samples of l, and exploit the shape informa-
tion of the skin cells to determine the translation ltl−1.
Finally, we follow the shortest path from each skin cell i

to the root skin cell r and calculate iTr using the relative
transformations lTl−1 along this path:

iTr = l1Tr · l2Tl1 · · · lmTlm−1 · iTlm . (3)

This automatic configuration and localization method
considers the flexible connection between the hard skin
cells, allowing surface conformability. Nevertheless, the
3-D reconstruction approach assumes that the relative
distance between the skin cells is constant. Thus, to this
point, stretchable materials are not considered.

D. Self-Acquired Kinematic/Dynamic Knowledge

The self-acquired kinematic knowledge in this arti-
cle is based on our kinematic tree algorithm explained
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Fig. 6. Parametric kinematic and dynamic modeling. (a) Self-

acquired kinematic information of the skin patches can be used to

obtain robot kinematic parameters. These parameters can be

represented as (b) D-H like parameters, which in turn, can be used

to obtain (c) analytic models of the robot.

in [45]. Here, we provide a summary of the overall
concept. Our approach is based on two methods. The
open-loop method generates an activity matrix (AM) [45]
mapping tactile stimuli with joint motion. This method
can be considered as local kinematic modeling (non-
geometric/analytic form association). The second method
is divided into two stages: skin patch localization with
respect to the robot body frames and the estimation of
the joint offsets using the skin information to obtain
D-H-like parameters, describing the robot kinematic con-
figuration [46]. The skin patch localization can be obtained
automatically [47] or manually using an interactive graph-
ical user interface (GUI) (see Fig. 5).

The automatic/manual localization of the skin cells can
be used to extract kinematic parameters of the robot.
In this case, we use the multimodal sensor information of
each cell to determine the axis of motion of the joints and
its associated offsets (radii). This calibration is obtained in
three phases as follows.

1) Estimating the joint axis vector based on the
IMU information of each cell, while the robot gen-
erates joint-wise motions.

2) Extracting the tangential component of the accel-
eration during the joint motion. In this step,
we subtract the gravity vector from the measure-
ments and compute the tangential acceleration
using singular value decomposition.

3) Computing the radial minimum distance, using the
magnitude of the tangential component and fitting a
least-squares linear model [46].

The obtained parameters can be described in the form
of DH-parameters (see Fig. 6). Furthermore, combining
the kinematic models obtained from the DH-parameters
and the relative transformations generated during the
automatic localization of the skin cells (see Section II-C),
we can automatically generate the relative and absolute
homogeneous transformations of each skin cell with
respect to the robot’s base frame, i.e., iT0 and iTj , where
i is the ith skin cell, j is the jth robot joint, and 0 is the
robot base frame (see Fig. 10). The DH-parameters and
homogeneous transformations are an important step to
transform the skin signals into control signals, as described
in Section IV.

E. Mounting and Covering Robot Surfaces
With Robot Skin

1) Mounting Robot Skin on a Robot: Mounting a large
number of robot skin cells on a robot is a challenging
task, since the resulting system must be reliable, simple to
deploy, easy to maintain and, above all, interfere as little
as possible with the robot movements. These constraints
were taken into account from the early stages of design.
To illustrate how we addressed some key challenges,
we present the details of mounting skin on one particular
robot, the industrial robot, UR5.

The first design consideration was that the robot skin
should be easily mounted and removed from the robot.
Therefore, its fixation mechanism had to be as simple and
versatile as possible. With these in mind, it was decided
to use a system of fixing studs [see Fig. 7(a)], connected
to each other with a set of elastics [see Fig. 7(b)], thereby
allowing the mechanical strain applied to the patch to be
adjusted in a simple and intuitive manner. Since skin cells
are made of rigid elements, it is not easy to reliably cover
surfaces with a small radius of curvature. Moreover, as the
robot skin cells are encapsulated in an elastomer material,
twisting a patch to fit a curved surface lengthens the outer
cover, which, as a result, generates parasitic stresses on the
force transducers. We solved these issues by placing a layer

Fig. 7. Anchor mechanism for the robot skin. The mounting studs

allow fast deployment of the skin patches on to the robot. (a) CAD

design. (b) On the real robot.
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of soft-elastic material between the skin and the surface
of the robot in order to soften sharp edges and release,
to some extent, the mechanical stresses applied to the skin.

2) Cable Management System: One of the main issues
when covering a robot with a large number of robot
skin cells is the wiring of the cell network. Although the
option of wireless communication was initially considered,
it was soon discarded: due to bandwidth and latency
issues and due to power distribution considerations (in this
context, each skin patch has to be equipped with its own
independent energy source). Under normal circumstances,
the cables carry the energy and control signals of a robot
pass through a set of dedicated joint hubs. This mini-
mizes mechanical disturbances and therefore improves the
reliability of the whole system. However, in many cases,
these cable ducts are not accessible or just not suitable
for additional wiring. Therefore, the only alternative is to
circulate the remaining cables outside the robot. Although
this is common practice in the industry, especially between
a robot arm and a unique tool fixed on its end-effector,
this soon becomes an issue as the number of connected
devices or the complexity of the task to be achieved by
the robot increases. Furthermore, in the case of a robot
skin, the cables must not interfere with the measurement
devices, and in particular, the proximity sensors mounted
on the cells. Therefore, they must circulate under the
cellular network, which considerably increases the risk of
parasitic mechanical interactions with the robot. In prac-
tice, we managed to solve these issues using a system of
cable re-winders and pulleys. The cable circulates through
a set of channels whose ends are equipped with ball
bearing mounted hinges in order to minimize friction.
A set of cable reels (typically one per joint) maintain
the cable under a constant—adjustable—tension, thereby
ensuring that there is no undesired interaction with the
skin proximity sensors. The entire system, adapted to a
UR5 robot, is shown in Fig. 8.

III. L A R G E D ATA H A N D L I N G O F
R O B O T S K I N

A. Event-Driven Artificial Skin

This section presents the data handling scheme needed
to support the handling of large data coming from a large
surface of the robot skin.

The key concept for efficiently handling large data of
large-scale robot skin with a huge number of skin cells and
sensors is to shift the extraction of meaningful information
from a centralized processing system to the sensors, ideally
into the sensors themselves. Such a concept implements
redundancy reduction at the sensor level, which vastly
reduces the amount of information to transfer to and
process at the central processing system. The potential to
reduce the temporal redundancy in the multimodal sensor
signals of the robot skin is tremendous, as most of the
time tactile sensors are only stimulated in certain areas
for a short amount of time, especially in cases where

Fig. 8. Cable management system.

robots assume upright positions and touch objects occa-
sionally. The concept of realizing redundancy reduction at
the sensor level is biologically inspired. Nature employs
different kinds of specialized skin receptors that are tuned
to sense elementary contact features of complex tactile
stimuli and encode sensor information to neural codes
represented by binary spike trains (events) in massively
parallel nerve bundles [48], [49]. Most importantly, skin
receptors produce spike trains only when they detected
novel information. More generally, neural systems are only
active when there is novel information represented by
events. The application of these biological concepts results
in biologically inspired systems that realize redundancy
reduction by creating events only on the detection of novel
information at the sensor level, encode/represent and
transmit information employing events, and become active
and process information on the arrival of new information.
These systems are termed event-driven systems as events
drive the transduction, transmission, and processing of
information rather than the sampling clock as in the state-
of-the-art discrete-time systems (clock-driven systems) that
follow the Nyquist theorem. Fig. 9 shows our overall
concept of an efficient data handling scheme based on the
event-driven robot skin [50]–[52].

1) Ideal Event-Driven Sensor: The ideal event-driven sen-
sor generates events whenever it is stimulated with novel
stimuli. Such a sensor is not sampled, and any event

Fig. 9. Event-driven tactile skin. Sensory signals are only

forwarded to the interface box when a tactile event is generated.
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generation is completely asynchronous and can occur con-
tinuously at any time. Consequently, an ideal event-driven
sensor approximates an infinite sampling rate and has a
very high temporal resolution. The development of such
event-driven sensors is an ongoing process that started
with event-driven vision [53], [54] sensors and contin-
ued with auditory [55], and force [22] sensors. All these
sensors come very close to the ideal event-driven sensor
and employ approximately the same signal transduction
mechanism. They integrate the derivative ẋ(t) of an analog
input signal x(t) and generate an event ei at time ti

whenever the integral passes a predefined threshold δ

δ ≤ �� � t

ti−1

ẋ(t) dt
��⇐⇒ ei at t = ti. (4)

This integral arithmetically averages the change of the
input signal ẋ(t) such that the event-generation rule can
be written as

δ ≤ |x(t) − x(ti−1)|. (5)

Consequently, this event-generation principle realizes
change-event generators that generate events whenever
a monitored sensor signal changes beyond a specified
limit. Besides the direct analog to event conversion, event-
driven sensors employ address event representation (AER)
to represent and transmit events with high temporal
precision [56], [57]. The AER concept employs an asyn-
chronous address bus that encodes the creation time of
events by their occurrence on the bus and their origin
(e.g., pixel address) and type by their address on the bus.
Whenever events in AER need to be processed by syn-
chronous systems such as a PC, then an asynchronous-to-
synchronous bridge has to add high-precision time stamps
to the events. The main advantage of AER is its high tem-
poral precision. However, the AER requires fast asynchro-
nous parallel bus systems. These bus systems are readily
available in VLSI ICs but are hard to realize in distributed
systems with hard constraints on wiring, such as robot
skin systems. Recently, serial AER has been developed,
which reduces the number of wires to one differential
pair [58]. However, these wires still need to support very
high transmission rates. Since transmitting only change
events induces drift at the reconstruction of absolute val-
ues whenever events are lost, more recent event-driven
sensors also encode absolute values into events using rate
codes [22] or time codes [59].

2) Send-on-Delta Principle: The send-on-delta principle
(SoDP) has been first proposed in [60] and [61] as an
efficient concept to reduce the number of transmissions
in wireless, battery powered, widely distributed sensor
networks. In this setup, reducing the number of trans-
missions is essential to increase the life expectancy of
the sensors. The SoDP realizes the following concept.

To implement redundancy reduction at the sensor level,
off-the-shelf sensors are sampled as fast as possible, while
sensor values x(tk) with tk = k Ts, k ∈ Z are only sent at
time instances tk=Ki when the difference between the last
sent value x(tKi−1) and the currently sampled value x(tk)

exceeds a predefined fixed threshold δ

δ ≤ |x(tk) − x(tKi−1)| ⇐⇒ ei at k = Ki. (6)

The similarity to the previously discussed change-event
generators that directly convert analog values into change
events in the continuous time domain is obvious. The
event-generation rule for the SoDP is basically just the
time-discrete counterpart for the time continuous rule
presented in (5). The big advantage of the SoDP is that
it works in compound architectures [61] with standard
sensors, standard asynchronous communication protocols
(e.g., UART, Ethernet), and normal time-discrete process-
ing systems. An event ei in SoDP

ei =
�
x(tk) tKi

�
at k = Ki (7)

is represented by an event packet, which contains the
sensor value x(tKi) that triggered the event and is sent on
the occurrence tKi of the event (see Algorithm 1). Thus,
the conversion of asynchronous event packets back to a
time-synchronous stream of information for synchronous
processing is drift-free and does not suffer from event
losses. However, an event-driven system using SoDP and
event packets has a lower temporal precision than event-
driven systems using analog event generators and AER.
The temporal precision of SoDP is limited by the sampling
rate of the sensors and the temporal precision of the
transport layer of the event packets.

3) Event-Driven Signaling for Robot Skin: We propose
a simple event-driven signaling concept for robot skin
systems that can be realized without special hardware or a
special skin cell network architecture. This excludes using
the AER principle, and we aim for a system that makes use
of the SoDP. Actually, implementing the SoDP in robot skin
systems exhibits two major advantages as follows.

1) By designing the robot skin system into modularized
skin cells, which provides local processing capabil-
ities at the skin cell level, with an asynchronous
communication network, this robot skin system can
be turned into an event-driven robot skin system
without the need for special hardware.

2) The robot skin system can then provide two oper-
ation modes, the standard clock-driven mode with
a constant sampling rate and an event-driven oper-
ation mode. The ability to provide two opera-
tion modes becomes useful when comparing and
evaluating clock-driven applications with event-
driven applications.

2040 PROCEEDINGS OF THE IEEE | Vol. 107, No. 10, October 2019



Cheng et al.: Comprehensive Realization of Robot Skin: Sensors, Sensing, Control, and Applications

Algorithm 1 Event Generation
i := 1
k := 0
value(e0) := 0
time(e0) := 0
loop

sample x(tk)
x(tKi−1) = value(ei−1)
if δ ≤ ∣

∣x(tk) − x(tKi−1)
∣
∣ then

Ki := k
value(ei) := x(tk)
time(ei) := tk
create event packet for ei

send event packet
i := i + 1

end if
k := k + 1

end loop

The robot skin system that we developed provides all
the requirements for extending it with an event-driven
operation mode. We implemented an event generator that
creates and sends event packets following the SoDP by
exploiting the microcontrollers of the skin cells. Since our
self-organizing skin cell network implementation currently
relies on constant packet sizes, and also to reduce the
overhead generated by formatting information into pack-
ets, we pack events of different sensor modalities that
occur at the same time into one single event packet.
We analyzed the event generation in different applica-
tions to find the optimal packet size, such that the pack-
ets are big enough to transport several events in one
packet but also small enough to reduce the overhead
in cases when only one event needs to be sent [50].
We could show that in the event-driven mode, the net-
work bandwidth reduces by up to 90%, and the CPU
usage of the skin driver running at the PC reduces by up
to 60% [52].

B. Dynamic Routing and Load Balancing

Skin cells in robot skin systems require a stable and
robust communication network that is capable of providing
reliable bi-directional connection paths between each skin
cell in the network and the host PC. With larger numbers
of skin cells in such networks, the task of constructing
such networks becomes more challenging due to the fol-
lowing facts: 1) a large number of skin cells in a network
increase the number of points of failure and the failure of
one single skin cell or connection could affect more skin
cells and larger skin regions and 2) more skin cells form
larger networks with higher communication loads such
that communication trees have to optimize for network
depth to minimize delay and balance the load to avoid
congestion. To tackle these challenges, we developed a
new self-organizing network protocol for skin cells that

is capable of: 1) automatic construction of bi-directional
communication trees with a deterministic low network
depth without prior knowledge of the network topology;
2) dynamic online re-routing of connections on the detec-
tion of broken connections or skin cells; and 3) dynamic
online load balancing to fairly balance the network load
between the skin cells and connections to the host. The
realization of these measures in robot skin systems allows
dynamic re-routing and full recovery of lost connections
in only 40 ms, deterministic and reduced network depths,
and improved load balancing, which reduces packet loss
and delay and increases the maximum network size by up
to 32% [62].

IV. R O B O T S K I N C O N T R O L F R A M E W O R K

In this section, we describe how we integrate the mul-
timodal tactile signals of our robot skin into control
systems to enhance the reactiveness of robots in physi-
cal human–robot interaction scenarios. We use two dif-
ferent approaches: one is based on a robot-dependent
sensory-motor map [63] and the second is a more general
approach to handle different robots with distinct control
interfaces [64], [65].

A. Postural Sensory-Motor Mapping

The sensory-motor map is a set of postural matrices,
mapping distributed tactile stimulations into joint-level
robot reactions, grounded on the reference body part. This
map is similar to a Jacobian-based inverse kinematic solu-
tion for numerous distributed contact points on the surface
of a robot. The map is acquired automatically and replaces
manual calibration efforts for the robot kinematics, as well
as the placement/orientation of skin sensors on its surface.
The general idea is to mount our robot skin on the robot
links, generate joint-wise motions (motor babbling), and
use the correlated information of the joint states and the
robot skin to generate the map. This map is generated
using three main steps in the following.

1) Exploration Pattern: In order to evaluate the influ-
ence of each revolute degree of freedom (DOF) (d), on the
translational motion of a sensor cell (i), in a pose (p),
the robot applies test patterns to one DOF after the other.
Due to the currently available tactile sensors, i.e., normal
force and proximity, we focus on the translational com-
ponent in the direction of the surface normal. For the
translational components, only the tangential acceleration
i�atan

i,d can be utilized, as it is collinear with the local motion
vector. The influence of the centripetal acceleration can be
minimized by keeping the angular velocity ωd low. The
influence of the rotated gravity vector is nearly constant
and thus subtractable when the DOF motion only covers
a small angular range �ϕd. In order to maximize the
tangential acceleration, the angular acceleration αd has to
be high. In order to maintain smooth accelerometer read-
ings, it is necessary to control the angular velocity ωd(t),
the acceleration αd(t), and the jerk ζd(t). It is desirable
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that the DOF returns to its initial position ϕd(0) = ϕd(tf )

once the exploration pattern stops at time tf . One velocity
control pattern ωd(t) that fulfills all these requirements is
a sine wave.

2) Pattern Evaluation: A distinct value quantifies the
contribution of a DOF (d), toward the desired motion
of a sensor cell (i) in the current pose (p). In order to
eliminate constant sensor offsets and the gravity vector i�g,
we first subtract the mean value from all accelerometer
axes. To eliminate noise and vibrations, we apply a digital
low-pass filter, with a bandwidth B greater than ten times
the pattern frequency f . In order to find the minimum and
maximum, we calculate the amplitude for every axis along
the z-axis i�ez of the accelerometer Az

i,d,p

Az
i,d,p = max

�
iaz

i,d

�− min
�

iaz
i,d

�
. (8)

In order to discriminate if the desired motion is
in-phase or anti-phase, we evaluate if the mini-
mum or maximum is located first in time

fmax = find
�iaz

i,d == max
�iaz

i,d

�
, ‘first’

�
(9)

fmin = find
�

iaz
i,d == min

�
iaz

i,d

�
, ‘first’

�
(10)

sz
i,d,p = sign(fmax − fmin). (11)

The weight wz
i,d,p in the local skin cell’s surface normal

direction i�ez is now computed as

wz
i,d,p = sz

i,d,p · Az
i,d,p

Ax
i,d,p + Ay

i,d,p + Az
i,d,p

. (12)

Weights have the values between [−1; 1], they are close
to ±1 if the DOF motion fully correlates with the desired
translational motion while being close to 0 in the orthogo-
nal cases.

3) Sensory-Motor Map: The sensory-motor map is a
container for the explored weight values, forming a lookup
table for the mapping of tactile reactions. Each tile of the
sensory-motor map is explored in a pose (p) and features
up to three sets of matrices that are related to the three
translational directions. The dimension of each matrix is
defined by the available skin cells and DOFs (U × D).
With our current set of sensory modalities, we only make
use of the matrix values wz

i,d,p collinear to the surface
normal. Each tile also contains a vector of the robot pose
that it has been explored in, which helps to recall the
closest (e.g., quadratic distance) memorized pose when
mapping tactile reactions into robot reactions. On robots
with multiple kinematic chains, e.g., a humanoid with
two arms, dynamic coupling effects in between the mov-
ing body parts are likely. Post-processing of the postural
matrices with the structural knowledge helps to decouple
those body parts. Here, we element-wise multiply (◦) the

global AM with each sensory-motor map matrix (Wp)

Wp,new = AM ◦ Wp. (13)

Additionally, we remove all small skin cell reaction vec-
tors (�wz

i,p), because those reactions cannot be grounded
on a static reference, such as the torso. Vectors above
this suppression threshold are normalized to balance the
tactile reaction strength along the entire kinematic chain.
The sensory map obtained with this approach has been
evaluated in a humanoid robot (see Section V-C).

B. Skin General Control Framework

The control framework presented in this article was
first proposed in [64] for the robot TOMM [66] with two
6-DOF industrial robot arms (UR-5), and thereafter, it has
been extended to support other robots [65].

The pipeline of our general control framework is shown
in Fig. 10. The framework is a multilevel hierarchical con-
trol system, whose main purpose is to generate adequate
robot behaviors according to an objective defined by the
user and to transform the control output using a torque
resolver module, such that the correct command interface
is selected according to the type of robot. The principal
modules of the framework are: 1) primitive generator;
2) robot task library; 3) control fusion; 4) gain selector;
and 5) torque resolver.

1) Primitive Generator: This module receives a goal
from the user and generates the reference dynamics for
the robot, selecting the different robot tasks, and their
fusion method needed to produce the target dynamics in
the robot. The definition of the reference and the tasks
depends on the user-defined objective. The reference can
be a combination of references in the joint, operational,
and force spaces. The tasks can be any combination of tasks
defined in the robot task library.

2) Robot Task Library: It contains the definitions of
tasks (and their associated control approaches). All the
robot tasks are defined at the generalized force level
(joint torque level). We selected the torque level since it
can combine tasks defined in different spaces without a
complex reference frame re-allocation. The other reason
to select torque is that we can distribute the total torque
computation easily, exploiting the hardware embedded in
the skin cells (see Section IV-B6). Examples of available
tasks in the library are the Cartesian task, the joint task,
both for single-limb and multilimb, and the balance task.
One task that is of particular interest is the skin task.
This task uses feedback information from the skin patches
to produce reactive robot behaviors to tactile information.
In order to integrate the information from the robot skin
sensors with the other tasks available in the robot task
library (see Fig. 10), we need to transform the sensor
signals (e.g., proximity and normal force) to generalized
force commands. We use wrench vectors to describe the
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Fig. 10. (a) Pipeline of our general control framework. The framework is composed of five principal modules, namely, primitive generator,

robot task library, control fusion, gain selector, and torque resolver. These modules produce robot behaviors that are commanded to a robot

using a hardware abstraction layer (HAL). (b) Different robot behaviors are obtained by fusing multiple controllers. (c) Framework is

designed to control robots with different control interfaces, i.e., joint position, velocity, and torque.

tactile signals and map them into joint torque commands.
To this aim, we perform the following transformations.

a) Multimodal tactile signals to force vector: Celli pro-
duces a set of three force signals fim ∈ R, m = 1, 2, 3 and
a single proximity signal pi ∈ R (see Fig. 10). By design,
the force signals and the proximity signal are normal to the
sensor surface, defined by its z-axis. Therefore, a virtual
force vector can be calculated for each Celli

Pi = [0, 0, wppi]
T , Fi = [0, 0, wf

3	
m=1

fim ]T (14)

where wp, wf ∈ R are weighting gains. The above equa-
tions describe the virtual force vectors of each signal with
respect to the Celli frame (see Fig. 10). The virtual force
vector generated by the proximity and force signals with
respect to the robot base (Link0) is obtained as

iF0=
iR0(Fi + Pi) (15)

where iF0 ∈ R
3 represents a virtual force vector generated

by the tactile signals of the Celli. The rotation matrix
iR0 ∈ SO(3) is extracted from the homogeneous
transformation iT0, as explained in Section II-D.

b) Force vector to joint torques: In the second step,
the torque τi ∈ R

n produced by the tactile signals of each
Celli is calculated as

τi=
iJT

0

�i
W0

� ∈ R
n (16)

where iW0 = [iF T
0 , 01×3]T ∈ R

6 is the virtual wrench
applied on Celli.1 The skin joint torque τskin ∈ R

n gen-
erated by all the skin cells on every patch k is computed
as

τskin =

p	
k=1

c	
i=1

τk,i ∈ R
n (17)

with c as the number of skin cells in a skin patch and
p as the total number of skin patches on the robot. The
task described by the controller of (17) can be fused with
other different tasks in the robot task library to produce
specific robot behaviors. The robot behaviors are defined
by a specific selection of controllers with a specific control
fusion method. For example, the skin-compliance behavior
is composed of a joint task, a gravity compensation task,
and the skin task, fused with the method defined in (18).
This behavior transforms a stiff industrial robot into a fully
compliant robot. For more robot behaviors, see Fig. 11.

3) Control Fusion: In order to generate an adequate
robot behavior, it is important to select both the correct
tasks and the method to combine (fuse) these tasks. In our
general framework, we use different approaches to fuse the
tasks to a single control output τΣ, e.g., weighted sum [64]
and null-space projection [67]. In the first case, we use a

1We set the moment on Celli = 0 ∈ R
3×1 since, given the

neglectable distance between the force sensors and the Celli reference
frame, it is physically impossible to apply a pure moment to an
individual Celli with respect to its own reference frame or even measure
it with the skin sensors.
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Fig. 11. Robot behaviors and their associated tasks.

simple fusion method which is defined as

τΣ =
m	

k=1

wkτk ∈ R
n (18)

where wk is a weight gain to control the contribution of
each control law.

This is a simple and direct method to fuse the control
output of different tasks, which can generate complex
behaviors such as a compliant behavior in a noncompliant
robot [64], where we fused the joint with the gravity
compensation and the skin tasks. The second method that
we implemented in our general framework is based on a
stack of tasks. A strict task-hierarchy execution policy can
be imposed over a set of tasks using null-space projectors,
as described in [68]. For a set of m tasks, the whole body
joint torque with hierarchical task execution is defined as

τΣ =

m	
k=1

Nkτk ∈ R
n (19)

with the null-space projectors Nk defined with a recursive
algorithm as

N1 = I ∈ R
n×n

Ĵk = JkN�
k ∈ R

s×n

Nk = Nk−1

�
I − Ĵ�

k−1

�
Ĵ†

k−1

���
(20)

where Ĵk is the augmented Jacobian matrix of the kth task
and the superscript † is the generalized pseudoinverse of a
matrix. s is the task space dimension.

4) Gain Selector: Another important factor that con-
tributes to the total robot behavior is the proper selection
of control gains. This module selects an adequate set of
gains based on the objective. These gains are tuned and
stored during the calibration of the controllers.

5) Torque Resolver: The robot control framework shown
in Fig. 10 aims to provide control commands in a gen-
eral form for different robot architectures. It is designed
to provide the three common low-level control inter-
faces available in standard robots, i.e., position, velocity,
or torque interfaces, where the first two are the most

common interfaces used in most of the modern industrial
robots. In the case of torque interfaced robots, we use
directly the fused control signal τΣ as a control com-
mand. In order to control robots with position or velocity
interfaces, we need to transform τΣ into desired joint
positions/velocities, respectively. We have implemented a
torque resolver [see Fig. 10(c)], which uses the dynamic
state of a nonlinear observer to generate the desired joint
commands. We obtain the full dynamic model to design the
observer using the kinematic models of the robot in com-
bination with the parametric dynamic model explained in
Section II-D. This parametric model allows to specify user-
defined dynamic behaviors, e.g., it can increase the viscous
friction, thus generating a slower step response to the
tactile interaction. The desired joint positions/velocities
(qd, q̇d) generated by the torque resolver are sent to the
robot using its standard control interface. The torque
resolver is defined by two principal modules: 1) the
nonlinear trajectory generator that produces the desired
trajectories based on user-defined dynamic behaviors and
2) the inner velocity control that generates a desired
joint velocity in order to compensate uncertainties in the
robot parameters, e.g., dynamic friction. qv , q̇v represent
the joint position/velocity of a virtual robot (target posi-
tion/velocity), q, q̇ are the joint position/velocity of the real
robot, and qc, q̇c are the commanded joint position/velocity
sent to the robot using its control interface. E(q̇v, q̇) is a
joint velocity estimator.

This general control framework has been successfully
validated in multiple robots under different conditions.
Examples of these applications are elaborated in Section V.

6) Distributed Computation of Skin Joint Control: The
skin task computation presented in Section IV-B2b is the
key element of the skin task in the robot task library and
is thus part of all robot behaviors that consider tactile
inputs [see Fig. 10(b)]. However, computing the joint
torque contribution τi of a skin cell i involves computing
a geometric Jacobian JT

i (q) and solving (16) for each skin
cell. Computing the skin joint torque contributions in the
skin task for thousands of skin cells in the control loop
is computationally expensive and challenging. In order to
tackle this challenge and to relax the limit of the maximum
number of skin cells that can be used in control, we exploit
the processing capabilities of the microcontrollers of the
skin cells and distribute the centralized skin joint torque
computation from the PC to the skin cells [69]. This
decentralization requires the realization of the following
steps in each skin cell.

1) Store the static transformation iTl between skin cell
i and robot link j.

2) Receive the most recent joint states q.
3) Compute the forward kinematics to the skin cell i on

robot link j, and thus, all lT0(q) for l ≤ j.
4) Compute the Jacobian JT

i (q) of skin cell i.
5) Compute the skin joint torque contribution τi of skin

cell i.
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6) Add τi to the skin joint torques τskin,n of
neighbors n.

7) Send the resultant skin joint torque τskin,i of skin
cell i.

The realization of the decentralized skin joint torque
computation requires several optimizations for computing
the forward kinematics and (16) since the computational
power of the skin cells’ microcontroller is limited. Lacking
a floating-point unit, we use fixed-point arithmetics and
a fast approximation for the sine/cosine functions using a
fifth-order polynomial approximation [69]. The optimized
computation of the forward kinematics separately com-
putes the rotation matrices lR0 and projections

pi,l−1,0 = it0 − l−1t0 (21)

that are required for computing the geometric
Jacobians JT

i (q). This reduces the required number
of multiplications and additions by almost a half [69].
Since the skin joint torque contribution τi of skin cell
i does not have a frame of reference, the skin cells
can add up skin joint torque contributions, while the
information passes through the skin cell network to the
robot. Eventually, the robot receives only one vector of
skin joint torques τskin that fully implements the desired
skin task [see Fig. 10(b)]. We could demonstrate that the
distributed computation of skin joint torques is feasible,
the accumulated errors caused by the sine approximation
and the fixed point arithmetic are neglectable, and
the delay of the skin task in the control loop becomes
independent to the number or skin cells [69].

V. A P P L I C AT I O N S O F A R T I F I C I A L
R O B O T S K I N

In this section, we wish to present some of the appli-
cations where we have applied our robot skin system.
We first show the application on a dual-arm industrial
robotic system [66], which was part of the European
project “Factory-in-a-Day.” The objectives of this project
were to set up a factory within 24 h, where the robot
skin played an essential role. Later, using the same robot,
we implemented a safe force propagation approach [70].
Then, we implemented a reactive grasp control in
a 16-DOF robot hand. This was followed by the imple-
mentations of the robot skin in two humanoid robots
[65], [71]. Finally, we present the results obtained using
the robot skin in the “Walk Again” project.

A. Intuitive Industrial Robot Teaching and
Control Using Robot Skin

This section provides a brief description of an applica-
tion of our robot skin on to industrial robot arms [72].
In this application, we integrated the self-organizing/self-
calibrating robot skin and the general control frame-
work with a semantic-based teaching by demonstration

Fig. 12. Industrial application of our skin.

approach to enhance the flexibility, usability, and safety of
the industrial robot arms. The complete integration allows
nonexpert users to teach robots by physically interacting
with them (see Fig. 12). The robot behaviors’ module of
the general framework [see Fig. 10(a)] generates use-
ful behaviors needed during the teaching and execution
phases of the experiment. Fig. 11 shows some of these
robot behaviors and their associated control approaches.
The target task is to teach a robot how to sort oranges,
where the good oranges must be placed in a container,
while the bad oranges must be put in the trash bin.
This task shows the benefits of using multimodal tactile
information since the oranges need to be squeezed to
define their quality. The combination of the multimodal
information of the robot skin, the robot behaviors, and
the semantic engine automatically generates a plan that
can be executed and transferred to different robots and
for different objects, i.e., the robot uses the obtained
knowledge from the orange sorting scenario, and applies
it to sort other fruits [72].

B. Skin-Based Reactive Grasping With a Four
Fingers Hand

Grasping and manipulation are key skills needed for any
robot. In general, we can divide the grasping approaches
into two areas: approaches that rely on the object infor-
mation and the ones that assume unknown objects. The
former rely on accurate object information and they can
only work in highly structured environments, and they are
not suitable for the dynamic real world. The latter offer a
more general solution, and they can be further divided into
two groups, global and local grasping approaches [73].
In this application, we use a global grasping approach
that assumes a simple primitive to describe the target
object. Then, we enhanced this approach, using robot skin
information to produce a reactive grasping behavior, which
can deal with object uncertainties. The results of this appli-
cation can be seen in Fig. 13. In Fig. 13(a)–(h), we present
an experiment of grasping a ball that is not rigidly attached
to a metal pole [see Fig. 13(a)]. The task is to grasp the

Vol. 107, No. 10, October 2019 | PROCEEDINGS OF THE IEEE 2045



Cheng et al.: Comprehensive Realization of Robot Skin: Sensors, Sensing, Control, and Applications

Fig. 13. Reactive grasping using multimodal robot skin information. (a)–(d) Global grasping using simple primitives. (e)–(h) Enhanced

reactive grasping using robot skin. (i)–(l) Reactive grasping for multiple objects and applying different force profiles.

ball without dropping it. In the first case, we use the global
grasping approach [see Fig. 13(a)–(d)], and due to the
uncertainties in the model, the fingers collide with the ball,
making it fall. In the second method [see Fig. 13(e)–(h)],
we use the reactive grasping, where the fingers use
the proximity sensors in the robot skin to accommodate
each finger individually to the real ball surface and the
force sensors to apply a homogeneous force to the ball.
As a result, the ball is grasped securely and it does
not fall. The same method is applied to grasp other
objects with different shapes and dynamics: 1) a cylinder
[see Fig. 13(i) and (j)] and 2) a wrench tool (pliers)
[see Fig. 13(k) and (l)]. In the case of the wrench tool,
each finger has to apply a different force profile to secure
the grasping. For the experiment, we use an Allegro Hand
that is a four fingers (16 DOF) hand and each DOF is
torque controllable. In this case, we use our general control
framework with the torque command interface.

C. Safe Whole-Body Grasping on a Humanoid
Robot

In [63], we reported the whole body grasping approach
that we used for a humanoid robot grasping large objects
(see Fig. 14). This whole-body grasping of large unknown
objects was performed on an HRP-2 robot [71]. In this
setup, we used in total 74 skin cells, 12 skin cells to cover
the chest, and 62 skin cells to cover the inner parts of the
two arms (31 on each). We used a human-like strategy,
whereby we commonly pull large and unknown objects
with both arms to our chest similar to [13] and [14].
We found this approach to be effective, as three distal
contact points define a stable grasp, large and compli-
ant contact areas distribute applied forces and provide
shear stability, the potentially large weight is close to the

center of mass, and short kinematic chains reduce the
required joint forces. In order to quickly replicate this
human behavior with our artificial skin system on HRP-2,
we first teach the robot grasping and pulling trajectories
for both arms, then define areas (mainly on the chest
and the two inner arms) to make contact with and allow
forces to be applied within, employed a tactile event-driven
state machine (open, close, pull, and home) to coordinate
the grasping sequence, and use tactile reactions and the
sensory-motor map (see Section IV-A) to adapt grasping
trajectories to the size of the object.

D. Whole-Body Compliance and Interaction
on a Humanoid Robot

The control methods described in IV-B can be adapted
to enable compliant behaviors on systems with a high

Fig. 14. Humanoid robot safely holding objects using the

information from the robot skin and applying a sensory-motor map.
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number of DOFs, such as humanoid robots. For this pur-
pose, the skin contact and pre-contact information can be
used to define dynamic tasks following the operational
space formulation [74].

The composite force (14) of the ith skin cell mounted
on the Linkj of the robot produces a wrench on the link.
This wrench expressed with respect to the Linkj reference
frame is defined as

iwj =


F�

i
iR�

j ,
�itj × iRjFi

���� ∈ R
6 (22)

where iRj and itj are the orientation and translation of the
cell i in the frame Linkj , respectively. Fi is the composite
skin force. Then, for a group of cells, the resultant wrench
is

Wj =

ni	
i=1

iwj ∈ R
6 (23)

and its projection to the robot base is defined as

Wb =

�
jRb 03×3

03×3 jRb

�
Wj ∈ R

6. (24)

Then, similar to the skin task (see Section IV-B),
the whole-body torque vector is calculated with the
Jacobian jJb

τs = jJ�
b Wb ∈ R

n. (25)

A robot with a high number of DOFs is redundant for
this skin task. Therefore, other tasks can be defined to be
executed in parallel, as described in [75]. Nevertheless,
some tasks may have a higher priority than others. For
example, all the balance-related tasks on a humanoid
robot must be fulfilled for any manipulation task because
the integrity of the robot and its surroundings (including
human operators) depend on it.

The whole-body skin task was implemented using (19)
and (20) and executed together with a balance task, a self-
collision avoidance task similar to [76], and a whole body
posture task. Fig. 15 shows the experimental result of two
interaction cases. A multiple contact scenario in Fig. 15(a)
where several skin tasks are activated at the same time and
executed with a strict hierarchical policy. In Fig. 15(b),
a posture task of body grasping enables the skill of a
compliant hug on the robot where the size of the contact
area is considerably larger (all the chest and part of the
arms).

E. Force Propagation to Produce/Guarantee
Whole-Body Compliance

In this section, we briefly present a control strategy that
exploits the force and proximity feedback of our artificial

Fig. 15. (a) Skin task can be used on the whole body for multiple

contact points and executed in the null-space of the balance control.

(b) Large contact area interactions are supported and feasible with

the skin-compliance task definition.

skin to enhance the compliance range of a dual-arm mobile
robot. This approach was presented in [70]. Operating
in a human environment, robots must deal with a wide
variety of physical interactions, likely to simultaneously
occur at an arbitrary number of contact points. Whether
these interactions are desired or accidental, it is important
that they generate safe and predictable behaviors [78].
Therefore, such robots must be whole-body compliant,
which means that compliance must be guaranteed over
their entire body.

Although compliance has been widely investigated over
the past two decades [79], its generalization to scenarios
involving multicontact interactions between humans and
stiff robots, such as industrial robots, remains challenging,
on the one hand, due to the physical limitations of such
robots, such as joint limits or singularities and, on the

Fig. 16. Propagation of null-space forces to produce whole-body

compliance, guaranteeing safe physical human–robot

interactions [70], [77].
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other hand, due to their lack of sensory inputs. In most
approaches, active compliance is indeed implemented at
the end-effector level [79] or at the joint level [80],
resulting into potentially stiff configurations when inter-
action forces cannot be suitably detected or when singu-
lar configurations arise. It appears that formulating the
compliance control at the contact point level allows to
intuitively and precisely adjust the robot reactive behaviors
at any point of its kinematic chain while providing infor-
mation on null-space interactions [70], [77], [81]–[83].
In practice, covering a rigid robot with artificial skin pro-
vides it with a better awareness of its close contact envi-
ronment, thereby greatly simplifying the structure of the
underlying compliance control loop. In [70], the proposed
controller tracks a desired—potentially safe—reactive
dynamics 0ẍdζi

, defined at the contact centroid level2 ζi,
in Cartesian space, by the following mass-spring-damper
equation:

0Wj = Λdj Δ
0ẍj + Ddj Δ

0ẋj + Kdj Δ0xj (26)

where 0Wj ∈ R
m is the external wrench applied to the

contact point j and Λdj ,Ddj ,Kdj ∈ R
m×m
+ are the cor-

responding desired inertia, damping, and stiffness matri-
ces. These matrices define the contact dynamics. Δ0xj =

(0xdj − 0xrefj ) ∈ R
m and their time derivatives are,

respectively, the position, velocity, and acceleration errors
between the desired mass-spring-damper contact dynam-
ics (0xdj , 0ẋdj , and 0ẍdj )—which must be tracked by
the robot—and its reference (0xrefj , 0ẋrefj , and 0ẍrefj ),
toward which the robot must converge when no force is
applied to it. We formulate the compliance control law,
as a set of quadratic optimization problems, solved in
parallel for each limb involved in the interaction process.
The objective is to find the optimal control torque τ � that
minimizes the acceleration residual 0ẍrζi

= 0ẍdζi
− 0ẍaζi

while complying with a set of joint angle, velocity, and
torque constraints

τ � = arg min
τ

n	
i=1

0ẍ�
rζi

Ψi
0ẍrζi

+ ετ�τ

s.t. − τu ≤ τ � ≤ τu

λ(ql − q) ≤ τ � ≤ λ(qu − q)

μ(q̇l − q̇) ≤ τ � ≤ μ(q̇u − q̇) (27)

where λ, μ ∈ R are convergence rates and where ql,
qu q̇l, and q̇u ∈ R

n are lower and upper joint posi-
tion and velocity limit vectors for the robot’s upper
kinematic chains. When a given limb fails to produce
the desired compliant behavior, the residual dynamic
at the considered contact points, mapped into a force,
is propagated to a parent limb—in our case the
mobile base of the robot—in order to be adequately

2The robot skin data are merged into a single wrench vector, applied
to the centroid of the considered link force distribution.

Fig. 17. Our robot skin used on the bottom of the feet of an

exoskeleton robot; on each foot 7, skin cells were used.

compensated, thereby extending the whole robot compli-
ance range (see Fig. 16).

F. Tactile Feedback for Rehabilitation of Spinal
Cord Injured Patients

The Walk Again Project is an international project. It was
initiated to study mechanisms that can enable spinal cord
injured (SCI) patients to regain the function of walk-
ing. Three key technologies were investigated: 1) brain–
machine interface (BMI); 2) an exoskeleton robot; and
3) vibrotactile stimulation. In this project, we applied our
robot skin on the exoskeleton robot for the rehabilitation
training of SCI patients. The skin cells were placed at the
bottom of the feet of an exoskeleton robot (see Fig. 17),
and these skin cells are used to detect touchdowns of each
step. The ground contacts of the exoskeleton are translated
into vibrotactile stimulation, and this is done by motors
placed on the upper arm of the patient. We used three
vibration motors; each vibration motor was associated with
front, center, and back force sensors on the foot. The
duty cycle of the pulse-width modulation signal controlling
the vibration motors was set to be proportional to the
measured pressure. Over time, all the patients learned to
associate the feedback obtained through the force sensors
as walking steps.

As reported in [84], long-term (12–14 months) train-
ing of these patients has induced the partial neurological
recovery of all eight patients.

VI. C O N C L U S I O N

This article presented a holistic solution to the develop-
ment of the robot skin for robots. A step-by-step description
of the developments required to deploy the robot skin
into real robotic systems has been elaborated on in this
article. We demonstrated the effectiveness of an artificial
robot skin system that has been applied to multiple robotic
platforms and various applications. Overall, we showed
that the complete design of our artificial robot skin system
is scalable and applicable across different robotic platforms
with different control schemes (i.e., position, velocity, and
torque).
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