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I. N E E D F O R A G I L E G O V E R N A N C E

Rapidly emerging technologies, such as AI and robotics, present a serious
challenge to traditional models of government regulation. These technologies
are advancing so quickly that in many sectors, traditional regulation cannot keep
up, given the cumbersome procedural and bureaucratic procedures and safe-
guards that modern legislative and rulemaking processes require. Consequently,
regulatory systems will predictively fail to put in place appropriately tailored
regulatory measures by the time new applications of fast-moving technologies
begin to affect society. Perhaps even worse, if a regulatory system does somehow
manage to rush into place new regulations for an emerging technology, they
will likely be obsolete by the time the ink dries on the enactment. Given this so-
called “pacing problem,” traditional regulatory approaches will either produce
no regulation or bad regulation [1].
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Emerging technologies, such
as AI and robotics, present
additional regulatory challenges
beyond the pacing problem [2].
While scientific uncertainty
affects all types of product and
process regulations, the novelty
and rapid pace of emerging
technologies, such as AI and
robotics, present exceptionally
broad and intractable uncer-
tainties about their benefits,
risks, and future trajectories.
Emerging technologies often
span many industry sectors
and cross the jurisdictions of
multiple regulatory agencies,
creating large and diverse sets
of stakeholders in government,
industry, and civil society.
Emerging technologies also
generally present a broad range
of concerns that go beyond the
safety risks and efficacy issues
that government agencies are
often tasked with addressing.
For example, AI presents not
only the safety risks in a
variety of contexts ranging from
autonomous vehicles to financial
algorithms but also presents the
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concerns relating to privacy,
autonomy, enhancement, bias, fair-
ness, justice, relationships to others,
unemployment, national security, and
existential risk. Finally, AI, robotics,
and other emerging technologies
develop in an international context,
often making national regulation dis-
advantageous, inept, or incomplete.

For all these reasons, there is a
growing consensus that traditional
government regulation is not suffi-
cient for the oversight of emerging
technologies, such as AI and robot-
ics. While government regulators and
policymakers still play a critical role,
oversight must be expanded to also
include new institutions and methods
that are more agile, holistic, reflexive,
and inclusive.

II. S O F T L A W
G O V E R N A N C E

“Soft law” has been advanced as a
strategy to try to overcome limitations
and challenges of traditional gov-
ernment regulation for emerging
technologies, such as AI and robotics.
Whereas “hard law” consists of legally
enforceable requirements imposed by
the governments, “soft law” consists
of substantive expectations that are
not directly enforceable. Soft law
measures can be promulgated by a
variety of stakeholders, including gov-
ernments, industry actors, nongovern-
mental organizations, professional
societies, standard-setting organiza-
tions, think tanks, public–private part-
nerships, or any combination of the
above. Examples of soft law include
voluntary programs, standards,
codes of conduct, best practices,
certification programs, guidelines,
and statements of principles.

Soft law can address many of the
limitations of traditional regulation
for emerging technologies [3]. They
can usually be adopted and revised
relatively quickly. Not limited by an
agency’s jurisdiction and delegation to
certain concerns or applications, they
can address a technology holistically.
They can involve a broad range of
stakeholders and create a cooperative
approach, rather than an adversarial
approach. In addition, soft law can be

inherently international in scope, such
as with standards set by the IEEE and
the ISO.

Notwithstanding these advantages,
soft law approaches have their own
limitations, perhaps most significantly
the lack of enforceability and the
absence of any coordination that the
top–down government regulation pro-
vides. While the soft law require-
ments are not directly enforceable,
there does exist various mechanisms
for indirect enforcement [7]. One
such mechanism is for the govern-
ments to eventually adopt soft law
requirements into traditional regula-
tory enactments after they have been
first field-tested as soft law. For exam-
ple, the Future of Life Institute pro-
mulgated its Asilomar principles as
a soft law tool for AI governance,
but now the State of California has
adopted those principles into its statu-
tory law. In other words, soft law gov-
ernance can be a first stage toward
enacting the hard law where nec-
essary, with the proviso that once
laws and regulatory oversight have
been codified, agility is sacrificed as
often inflexible regulatory require-
ments and intransigent bureaucracy
sets in. Another indirect enforcement
tool is for the Federal Trade Com-
mission in the U.S. (or its equivalent
in other countries) to take enforce-
ment against companies that break
their promises to comply with soft
law programs as “unfair or decep-
tive” business practices. Other indi-
rect enforcement approaches include
insurers requiring compliance with
soft law risk management programs
as a prerequisite for liability coverage,
journals requiring compliance with
selected soft law provisions as a condi-
tion of publication, and grant funding
agencies requiring soft law compli-
ance of its grantees.

The second major problem with
soft law programs is that because any
entity can develop or propose soft
law, there tends to be a prolifera-
tion of such programs. Companies and
other entities may have a difficult time
in navigating the tangle of soft law
programs and traditional regulatory
programs, struggling to make sense

of how all the different guidelines fit
together, or whether they even do.
This lack of coordination problem is
what led us to propose the governance
coordinating committees (GCCs) in
articles and books [4], [5].

III. G C C M O D E L

Our 2015 GCC proposal has recog-
nized that for emerging technologies,
such as AI, there would likely be
a multitude of governance actors,
issues, and programs, both in hard
law and soft law. The GCC would
be situated outside government
but would include participation by
government representatives, industry,
nongovernmental organizations,
think tanks, and other stakeholders.
It would not itself have any role
in promulgating new governance
instruments but rather would act
as an “orchestra conductor” for the
instruments that have already been
promulgated or proposed, analyzing
how they fit together (or not), where
they agree (or not), and where gaps
were left which perhaps needed to
be addressed. The GCC would also
provide a forum for dialog and debate
among stakeholders and would be
a contact point for the public and
media seeking information about the
relevant technology and its gover-
nance. In addition, the GCC can help
to coordinate some of the indirect
enforcement options for the above-
mentioned soft law. Presumably,
many of the governance tasks the
GCC will loosely coordinate will have
been taken on by nongovernmental
institutions, industry, and even by
governments, and therefore, the GCC
itself will be quite lean and agile.

When we first proposed the GCC
in 2015, we suggested that AI and
synthetic biology would be the good
first candidates for a GCC because
they were the relatively new technolo-
gies in terms of governance activities
and polarized opinions had not yet
taken hold. In the approximately four
years since we first proposed the GCC,
the concept has received much atten-
tion and some traction, and we extend
and elaborate on our proposal and its
application to AI here.
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IV. P R O C E S S-B A S E D S O F T
L A W G O V E R N A N C E

Within AI and robotics, soft law gov-
ernance can extend to methods by
which the engineering teams integrate
ethical considerations into the cre-
ation of computational systems and
the processes through which a corpo-
ration or research laboratory oversees
the development of AI. We refer to
engineering strategies and the over-
sight of development as process-based
soft law.

A. Ethics and Engineering

The commitment to engineering
ethics, best practices, and compliance
standards needs to be renewed
constantly by industry and research
teams. In addition, value-added
design and machine ethics have
been proposed as methods that
the engineering teams can adopt
to ensure that the systems they
design will reflect the prevailing
norms and have a positive societal
impact. Value-added design offers an
approach to treat values, in addition
to safety, as design specifications. For
example, systems can be designed
to maximize users privacy. Even a
determination of who will be held
responsible for a system failure can
be treated as a system specification
by the team engineering the system.
In effect, this often already happens,
as companies turn away from the
features or platforms that increase
their responsibility for failures to
the one’s that hold users liable.
Nevertheless, determining the liability
and responsibility as a design speci-
fication can sensitize the engineers
to the risks and societal impacts of
the technologies they develop. This
value-added design process can be
facilitated by integrating ethicists and
social theorists into design teams, not
as naysayers, but as fellow designers
sensitive to ethical and societal
concerns.

The prospect of developing AI
systems and robots sensitive to values
and norms, capable of reognizing the
morally significant situations, and
factoring these into their choices

and actions, offers a particularly
intriguing means for designers and
engineers to ensure the safety
and beneficence of the systems
they deploy. Progress in machine
ethics or what is referred to by the
AI researchers as solving the value
alignment problem will, however,
be relatively slow. The overall project
of aligning the behavior of AI systems
with that of the acceptable human
behavior is a daunting challenge.
Moral decision-making machines will
initially be designed for bounded
applications, in which the options
they confront are limited.

Progress in machine ethics will
become a key factor for expanding
the environments in which cogni-
tive systems can be safely deployed.
Success in designing computational
systems that factor ethical consider-
ations into their choices and actions
will be achieved when the machines
govern their own behavior. Thus,
progress in building moral machines
eases demands for governmental reg-
ulations and for the other forms of soft
law governance while expanding the
markets in which the intelligent sys-
tems can be deployed. In other words,
the explicit ethical decision making
by intelligent machines can become
a core component in the comprehen-
sive and agile governance of AI and
robotics.

Nevertheless, moral machines
also pose their own governance
concerns. Similar to any complex
adaptive or learning systems, it will
be difficult to test and empirically
demonstrate that the moral machines
will reliably act in an acceptable
manner, for example, in the field
where the system might encounter
a situation that it had not been
trained upon and which had features
it was not designed to recognize.
Furthermore, if the moral machine is
a learning system, it might well alter
its responses to challenges in new
ways that it had never been tested
on. Paradoxically, machine ethics will
increase the likelihood that a system
will act ethically and in a predictably
appropriate manner while, at times,
displaying unpredictable and poten-

tially risky behavior. Occasionally,
unpredictability will occur because
at this stage of development, we
cannot presume that moral machines
will fully understand all the ethical
considerations arising in a complex
situation.

B. Oversight of Research

If industry leaders and the
heads of other research facilities
are serious about the responsible
development of AI and robotics,
we recommend that they establish
technology review boards (TRBs).
A TRB would perform an ethical
risk assessment (BS 8611:2016) to
evaluate the impact of the tools
and techniques that the institution’s
engineers are developing and share
its findings with both the design team
and with management. Among the
activities a TRB would engage in is
consideration of worse case scenarios,
disaster planning, determination
of who might be held responsible
when a system fails, the fairness
and privacy implications of the
data that the system will use, and
analysis of societal impacts should
the system be widely deployed. From
the perspective of a management or a
corporate board, the TRB will help
assess the liability of a company
for a system it markets and protect
the corporation from class-action
lawsuits. From the perspective of the
design team, the TRB will ensure
that the technology is developed
responsibly and will make suggestions
for improving the product’s success.
Reports from review boards often
get lost or ignored. An effective
TRB should include a corporate AI
Ethics Officer with the power to
bring concerns to the attention of
management.

V. C A L L F O R A N
I N T E R N AT I O N A L
C O N G R E S S F O R
G O V E R N A N C E O F
A I A N D R O B O T I C S

Many of the concerns that AI and
robotics pose can and will be
addressed by regional (e.g., the EU),
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national, or local ethical/legal
oversight, while others will require
compliance with the standards set by
international bodies. In addition to
the IEEE, many other international
institutions and partnerships have
begun projects directed at the over-
sight of AI and robotics. Nevertheless,
for coordination purposes and for
comprehensive monitoring of the
field and its impacts, we propose the
establishment of an international GCC
(IGCC). An IGCC could function as a
good-faith broker mediating among
the various stakeholder groups. One
role for an IGCC might be to under-
score “best practices” and outline
considerations for various national
and regional bodies, as they consider
the most appropriate soft and hard
laws for their culture [8]. This would
be particularly helpful for smaller
countries that lack the resources to
develop their own policies. Indeed,
these “best practices” might even
be considered de facto international
standards, subject to variations intro-
duced by the national and regional
bodies.

Establishing a new national or
international governance mechanism
is certainly not easy and entails over-
coming an array of implementation
challenges from establishing effective-
ness, trust, and credibility to funding
and adequate insulation from politi-
cal or economic influence. An IGCC,
working in cooperation with all the

other international and national bod-
ies in the AI space, is unlikely to
initially have any capacity to enforce
standards or best practices, but it
can have a great deal of influ-
ence if perceived as a good-faith
broker. More importantly, its influ-
ence and authority will grow over
time.

As a forerunner to the establish-
ment of a global mechanism for the
governance of AI, we further pro-
pose the convening of the Interna-
tional Congress for the Governance
of AI (ICGAI) in the fall of 2019 or
early 2020. An ICGAI provides a first
step in multistakeholder engagement
over the challenges arising from these
new technological fields. The ICGAI
will need representation from not only
leading states but also from major
AI industry leaders, research labo-
ratories, and nongovernmental orga-
nizations, which may also represent
the broader publics’ concerns. Fur-
thermore, it would be helpful if the
ICGAI is not perceived as domi-
nated by those in North America and
Europe. Therefore, we propose it be
convened in Asia (e.g., Singapore,
Hong Kong, or Tokyo) or the Islamic
World (e.g., Dubai or Bahrain).
A venue in Europe which is per-
ceived as a neutral site might also
be acceptable (e.g., Geneva, Prague,
Oslo, or Venice). We are hopeful that
an ICGAI will endorse steps toward
building agile and responsible insti-

tutions for the continuing oversight
of AI and robotics. At an event in
NYC on September 26, 2018, during
the UN General Assembly yearly meet-
ing, 70 representatives from lead-
ing bodies in the AI space and in
the international governance space
endorsed the convening of ICGAI in
November 2019.

The ICGAI may elect to govern
AI and robotics differently than the
mechanism that we have proposed.
Whether something like an IGCC
can be established is less impor-
tant than the fact that this gen-
eral model contains suggestions that
will be helpful for forging agile and
comprehensive governance of AI and
robotics.

AI is a technology which will help
shape so many aspects of life over the
upcoming century. It is closer to being
like electricity than a sector-specific
technology, such as the automobile.
Governance mechanisms for AI are
rapidly being formulated and pro-
posed, such as those being considered
by the EU High-Level Expert Group
on Artificial Intelligence. The choice
is whether this technology is governed
by a kludge of overlapping and some-
times conflicting laws, regulations,
standards, and guidelines or whether
we put in place a governance mech-
anism that embraces the compre-
hensive monitoring and the gentle
coordination of the stakeholders and
policies.

R E F E R E N C E S
[1] G. E. Marchant, “The growing gap between

emerging technologies and the law,” in The
Growing Gap Between Emerging Technologies and
Legal-Ethical Oversight: The Pacing Problem.
Dordrecht, The Netherlands: Springer, 2011,
pp. 19–33.

[2] G. E. Marchant and W. Wallach, “Introduction,” in
Emerging Technologies: Ethics, Law and Governance.
London, U.K.: Routledge, Nov. 2016, pp. 1–12.

[3] G. E. Marchant and B. Allenby, “Soft law: New tools
for governing emerging technologies,” Bull. At.

Scientists, vol. 73, no. 2, pp. 108–114,
2017.

[4] G. E. Marchant and W. Wallach, “Coordinating
technology governance,” Issues Sci. Technol.,
vol. 31, no. 4, pp. 43–50, 2015.

[5] W. Wallach, A Dangerous Master: How to Keep
Technology From Slipping Beyond Our Control.
New York, NY, USA: Basic Books, 2015.

[6] BSI Group. (2016). BSI-BS 8611 Guide to Ethical
Design Application Robots Robotic Devices. Accessed:
Dec. 20, 2018. [Online]. Available: https://

standards.globalspec.com/std/10005027/
bsi-bs-8611

[7] G. E. Marchant, “‘Soft law’ mechanisms for
nanotechnology: liability and insurance drivers,”
J. Risk Res., vol. 17, pp. 709–719, Feb. 2014.

[8] W. Wallach and G. E. Marchant, “An agile
ethical/legal model for the international and
national governance of AI and robotics,” in Control
and Responsible Innovation in the Development of AI
and Robot, W. Wallach, Ed. The Hastings Center,
2018.

508 PROCEEDINGS OF THE IEEE | Vol. 107, No. 3, March 2019



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [576.000 782.640]
>> setpagedevice


