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Computer system security and engineering system safety have 
traditionally been very distinct topics pursued by people with 
very different expertise. The advent of cyber–physical systems 
and the Internet-of-Things (IoT) changes that dynamic. Safety 

and security are now inextricably linked through our linkage of computer hard-
ware and software with complex physical plants. Computers have been added to 
traditional engineering systems to achieve goals that we cannot achieve using 
traditional mechanical control. The automobile provides an important early 
example of the benefits of cyber–physical systems: computer engine control 
allowed manufacturers to simultaneously meet stiff requirements on both  
fuel economy and emissions; features such as antilock brakes and traction 
control improved vehicle handling and safety; and a new generation of super-
cars use software to not only provide sophisticated vehicle capabilities but also 
to change the vehicle’s handling characteristics at the push of a button.

Ensuring that cyber–physical and 
IoT systems are safe, secure, reliable, 
and private will require not only the 
consistent application of current best 
practices (something that does not 
always happen) but the development of 
new design methodologies and archi-
tectures. Safety and security concerns 
both influence each other. On the one 
hand, the physical systems connected 
to computer systems create a larger 
attack surface than is the case for a 
pure computer system. Physical plants 
provide side channels that allow 
attackers to both observe and manipu-
late the computer system. On the other 
hand, safety concerns magnify the 
consequences of many traditional secu-
rity attacks. One example which illus-
trates the interaction between safety 
and security occurred in May 2015 
when a person claimed to have hacked 
into the flight control systems of a 
Boeing 737 operated by United Airlines 
while the aircraft was in flight [5]. The 
person claimed to have been able to 
enter into the flight control systems 
through the onboard entertainment 
system with sufficient authority to 
issue a command to the flight controls.

The stakes for safety and security 
are high in part because of the long ser-
vice life of these systems. Computer 
systems practitioners have long relied 
on Moore’s Law to obsolesce computers 
quickly, in contrast to the emphasis on 
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Volkswagen management to install 
defeats for required emission control 
software [1], is a very public illustra-
tion that systems may not live up to 
their claimed specifications. We may 
see third-party monitors for certain 
types of systems that provide indepen-
dent analysis and auditing of cyber–
physical systems as they operate.

Agencies and regulatory bodies 
understand the importance of security 
for safety-critical systems. The U.S. 
National Highway Traffic Safety 
Administration published a set of 
cybersecurity best practice guidelines 
for vehicles [7]. The U.S. National 
Institute of Standards and Technology 
published a set of guidelines for smart 
grid cybersecurity. The European 
Union Agency for Network and 
Information Security published a 
report which called for standards for 
smart grid security certification that 
would follow smart grid devices from 
their design to decommission.

Safety and security will require 
computer system designers to become 
much more like traditional engineers. 
Similarly, every engineer will need to 
be familiar with computer security 
concepts such as digital signatures 
and root-of-trust. The required tech-
niques will require time to develop 
and implement. But along the way, we 
must strive to minimize long-term 
problems and avoid baking-in poor 
design decisions. 

consumer electronics. Code synthesis 
and the use of certified libraries can 
improve security and safety; ulti-
mately, that approach should improve 
design productivity as well.

Modeling cyber–physical and IoT 
systems is much harder than is the 
case for traditional computer systems. 
Computer system designers rely on 
abstraction to hide detail and compo-
sition to construct large systems. 
Nonlinear systems, however, are not 
composable in the traditional com-
puter science sense. Model-based 
design has made progress in the verifi-
cation composable and synthesis of 
nonlinear cyber–physical systems. 
However, more work needs to be done 
to provide security analysis for sys-
tems with nonlinear plants.

Threats may come from within the 
design process as well as from with-
out. Software bugs can result in opera-
tional errors of the physical plant.  
A buffer overflow problem caused the 
Planetary Society to temporarily lose 
contact with its spacecraf t [2]. 
Software problems in the fuel system 
of an Airbus A400M were implicated 
in a crash that killed four people [4].

Beyond inadvertent errors, mali-
cious operators may insert Trojans in 
either hardware or software. Many 
cyber–physical and IoT systems are 
systems-of-systems that rely on com-
plex subsystems provided by outside 
entities. Dieselgate, the program by 

long-lived systems in many engineering 
disciplines. However, many cyber–
physical systems have service lives 
measured in decades. IoT devices that 
are installed or embedded into indus-
trial control systems or smart city net-
works will have much longer lifespans 
than the consumer electronics devices 
that industry is used to producing.

What sorts of new approaches will 
be needed? Clearly, both design-time 
and runtime methods must be used. 
Both safety and security are used to 
combining design-time methods with 
runtime checks on the operation of both 
the physical plant and the computer sys-
tem. The threats from Internet-enabled 
cyber–physical systems make runtime 
methods particularly important. New 
threats may emerge from the Internet 
which the system was not designed to 
handle. We need to be able to monitor 
the system during operation for threats. 
We also need to be able to update the 
system after deployment to handle 
those emerging threats.

Many designers of both software 
and hardware will need to make more 
consistent use of specification-driven 
design methodologies. For example, 
the DO-178C standard for aviation 
systems requires that both software 
and the tools used to design that soft-
ware must undergo qualification pro-
cesses. In contrast, many IoT devices 
are designed using much looser meth-
odologies and tool sets derived from 
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