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Abstract— Network softwarization is a major paradigm shift,
which enables programmable and flexible system operation in
challenging use cases. In the fifth-generation (5G) mobile net-
works, the more advanced scenarios envision transfer of high-rate
mission-critical traffic. Achieving end-to-end reliability of these
stringent sessions requires support from multiple radio access
technologies and calls for dynamic orchestration of resources
across both radio access and core network segments. Emerging
5G systems can already offer network slicing, multi-connectivity,
and end-to-end quality provisioning mechanisms for critical data
transfers within a single software-controlled network. Whereas
these individual enablers are already in active development,
a holistic perspective on how to construct a unified, service-ready
system as well as understand the implications of critical traffic
on serving other user sessions is not yet available. Against this
background, this paper first introduces a softwarized 5G architec-
ture for end-to-end reliability of the mission-critical traffic. Then,
a mathematical framework is contributed to model the process of
critical session transfers in a softwarized 5G access network, and
the corresponding impact on other user sessions is quantified.
Finally, a prototype hardware implementation is completed to
investigate the practical effects of supporting mission-critical data
in a softwarized 5G core network, as well as substantiate the key
system design choices.

Index Terms— Software-defined networking, fifth-generation
(5G) mobile systems, millimeter-wave communications, hetero-
geneous networks, 5G network function virtualization, mission-
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I. INTRODUCTION

THE next generation of mobile networks brings along
the unprecedented levels of heterogeneity, further aggra-

vated by the adoption of the New Radio (NR) technology in
the millimeter-wave (mmWave) spectrum [1]. The inherent
intermittency of NR transmissions, as well as new types of
highly-mobile users, such as connected vehicles and drones,
pose significant challenges in terms of network management.
They also require prompt decision-making, thus calling for
novel means to enable efficient orchestration of network
resources [2]. Since the applicability of existing solutions is
limited to hard-coding all possible events and corresponding
actions [3], the community demands increased degrees of
freedom and improved intelligence for the underlying network
elements [4], [5].

Known as Network Softwarization, this trend becomes a
major new wave in communications engineering and is based
on several paradigm shifts [6]. First, Software-Defined Net-
working (SDN) primarily focuses on decoupling the software-
based control plane from the hardware-based data plane
within the network infrastructure, thus allowing to adjust the
behavior of network nodes in an automated and dynamic
manner [7]. Intelligent implementation of the SDN concept
leads to a number of benefits, which include more efficient
resource allocation [8] and facilitated integration of multiple
Radio Access Technologies (RATs) [9]. In addition, SDN
offers flexibility in terms of traffic management and network
control [10], [11].

The second enabler is Network Function Virtualization
(NFV), which creates another level of abstraction by deploying
network functions as software components, named virtual net-
work functions (VNFs) [12]. This approach simplifies network
control by providing a distinct separation between a certain
functionality and its actual deployment [13]. The use of NFV
enables lower-cost and seamless network upgrades. NFV also
improves energy-efficiency, since a physical server that com-
bines several virtual roles consumes less energy [14]. The third
major shift is ubiquitous edge caching and computing, which
aims to merge the communications infrastructure with storage
and computing capabilities [4], [15]. Network softwarization
develops synergy between these three planes across a number
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of scenarios. This leads to emergence of fundamentally novel
network architectures with enhanced flexibility [16].

Many discussions are ongoing on the desired degree of
integration that software-driven communications will have
with the 5G systems [10], and there are multiple research
concerns to be resolved [17], [18]. The consensus is that
network softwarization is identified as a key component to
improve performance and reliability, as well as reduce expen-
ditures and operating costs of next-generation wireless deploy-
ments [19]. Consequently, intelligent softwarized 5G networks
are envisioned to become enablers for advanced network
architectures [16] by supporting emerging applications, such
as Tactile Internet, Internet of Skills, and many more [20].

A. Critical Traffic Management in 5G and Beyond

A key emerging use case that may benefit substantially
from network softwarization is handling mission-critical traffic
in 5G networks [21]. Ranging from control of Unmanned
Aerial Vehicles (UAVs) to remote surgery, these applications
generate traffic that is of critical nature and has to be supported
by all means [22]. Considering the properties of these critical
data, not only accurate and timely information delivery is
necessary, but also other stringent key performance indica-
tors (KPIs) need to be maintained, such as guaranteed bitrate,
latency, and reliability [23]. Since static reservation of radio
resources to accommodate the envisioned volumes of mission-
critical traffic may lead to substantial over-provisioning [24],
on-demand and instant resource allocation is desired [25].

Responding to these needs, new technologies that prior-
itize mission-critical traffic over regular (e.g., “best-effort”)
data are demanded on both radio access network (RAN)
and core network (CN) levels. Particular enablers that are
capable of handling mission-critical traffic include utilization
of higher frequencies with the mmWave RAT, multi-RAT,
and multi-connectivity schemes with dynamic fallback to a
backup serving station or RAT, and dynamic radio resource
re-allocation in both radio and core network [26]–[28]. Specif-
ically, softwarization mechanisms to efficiently manage the
system with the above features are in prompt need, which
will give priority to mission-critical traffic at all times [8].
Here, the concept of network slicing supported by SDN and
NFV technologies promises to achieve virtualization of the
infrastructure components and thus help manage QoS as well
as satisfy the target KPIs for the critical data [29]–[31].

At the same time, the cornerstone question is that of how the
changes in the network behavior to support these high-rate and
high-priority sessions will affect the performance of regular
user data. More specifically, the concern is related to how
much the end-to-end prioritization of mission-critical traffic
in multi-RAT softwarized 5G networks will affect the QoS of
other sessions, which may occupy the network resources at
the moment when a mission-critical session arrives.

The research problem at hand has recently gained increased
attention in the community. The NFV-based QoS provision-
ing for software-defined optical networks has been delivered
by [27]. A constructive approach to achieve close to real-
time guarantees by using NFV has been presented in [30].
The work in [32] discussed the growth of reliability with the

use of multi-connectivity features within the 5G architecture,
while a roadmap towards achieving more reliable critical
communications has been outlined in [33]. While careful initial
steps to address these crucial research questions have been
made recently, we maintain that a holistic methodology in this
important area has not been proposed as of yet.

B. Our Motivation and Contribution

Achieving end-to-end reliability for mission-critical com-
munications via softwarization of the network components and
their dynamic (re)configuration to guarantee the required QoS
for the mission-critical sessions is an important research area.
There are multiple recent contributions illustrating the feasi-
bility of this feature, including the underlying architectures,
algorithms, and protocols to enable it in 5G. At the same time,
the question of impact of mission-critical traffic in softwarized
5G – particularly, its effects on the regular user traffic as well
as the network operation at large, when such mission-critical
sessions will massively emerge and become prioritized at all
levels – has been insufficiently studied so far. The existing
results on this topic are fragmented and a holistic evaluation
methodology to address this problem both at the access and
the core network levels has not been proposed yet.

Motivated by this gap, we contribute a novel integrated
methodology to account for the implications of handling
mission-critical traffic in softwarized 5G networks. We first
outline the developments in 5G architecture to incorporate
the benefits of network softwarization by focusing specifi-
cally on management of mission-critical sessions. We then
develop a comprehensive mathematical methodology to model
the softwarized 5G RAN that is handling mission-critical
data from a moving high-priority user on top of the regular
data transmissions from other users. We finally summarize a
measurement-based campaign to assess the softwarized 5G CN
that accommodates jointly the mission-critical and the best-
effort data flows. The contributions of this work are thus
summarized as follows:

• Softwarized 5G architecture: An NFV-based architecture
is proposed where all 5G network functions run as
pieces of software and the data plane is controlled by
SDN-like features end-to-end. This architecture enables
support of mission-critical services as well as ensures
co-existence with other, less critical services, such as
mobile broadband. To achieve this, two key and com-
plementary technologies, namely, SDN and NFV, are
employed. On the one hand, ETSI’s NFV allows to
deploy network services, such as 3GPP’s 5G system-
level architecture, as VNFs controlled by the centralized
orchestrator. On the other hand, SDN provides the neces-
sary QoS monitoring and path management capabilities.

• Enabling mathematical methodology: An elaborate math-
ematical methodology is developed that takes into
account performance dynamics of multi-RAT softwarized
5G RAN together with mobility of mission-critical
users in urban deployments, mindful of the unique
features of the mmWave RAT. The 5G-centric tech-
nology enhancements to support session continuity of
mission-critical transmissions are also modeled, including
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multi-RAT, multi-connectivity, and dynamic on-demand
radio resource re-allocation for mission-critical applica-
tions. The model is specifically tailored to the softwarized
5G architecture and targets to assess the RAN-level
performance as well as quantify the effects of
high-rate mission-critical sessions on the QoS of regular
user traffic.

• Advanced experimental study: A detailed practical
framework is constructed for the end-to-end performance
evaluation of software-assisted 5G CN that handles a
mixture of best-effort traffic from regular users and
mission-critical traffic from the selected prioritized user.
It incorporates a comprehensive prototype comprising
major network elements based on the real-world hardware
as part of the 5G test network deployment in the UK.1

The field measurements are conducted to assess the
CN behavior in the softwarized 5G system. The proposed
approach targets to answer the questions related to the
coexistence of stationary best-effort and spontaneous
mission-critical traffic at the softwarized 5G network
core level.

We detail our considered softwarized 5G architecture in the
following section.

II. ENVISAGED SOFTWARIZED 3GPP 5G ARCHITECTURE

A. Core Design Principles

The architecture outlined in this work considers 3GPP’s
5G System Architecture described at length in [34], but
introduces it as part of the global ETSI’s NFV architec-
ture for virtualization.2 In particular, all network functions
are considered to be pieces of software, which can run in
standard hardware and may in principle be moved around
across different locations subject to the requirements of the
communications provider.

We also address the role of softwarization from the
end-to-end perspective, including (i) the software-defined traf-
fic steering decisions in the access part, (ii) the role of SDN
in the core part, and (iii) how it should be interfaced with
the 3GPP architecture. In general, software-defined rules have
to be enforced in the physical infrastructure to satisfy a
certain level of QoS, starting from accurate selection of access
nodes and up to managing traffic in the transport network
where the CN resides. In this work, we consider mission-
critical services; hence, the use of softwarization in policy and
QoS enforcement is crucial to ensure appropriate traffic iso-
lation as well as correct delivery of user-plane data, which
allows for prioritization in the transport network if required.

Network virtualization and softwarization are actively stud-
ied in the context of the H2020 EU projects, providing archi-
tectural solutions that can satisfy the requirements of different
use cases (e.g., 5G Car); contributing to softwarization of radio
access and core networks (e.g., 5G COHERENT); and focus-
ing on the integration of network services in an orchestration

1Jack Loughran, “UK government grants £16m for 5G test networks at three
UK universities,” Engineering and Technology, July 2017.

2ETSI, “Network Functions Virtualisation (NFV); Architectural Frame-
work,” ETSI GS NFV 002 V1.1.1, October 2013.

Fig. 1. Considered architecture of a softwarized 5G network.

platform (e.g., SONATA). While there are numerous existing
approaches to construct a flexible 5G network [5], [9], [35],
our outlined architecture combines the components, which are
key in delivering QoS-enabled services in well-established
solutions (such as 3GPP and ETSI NFV). We combine both
RAN- and CN-related aspects in the context of QoS and
policy management, with the objective of providing the overall
end-to-end reliability. We also ensure consistency between the
enforcement of policies across the entire chain of the provided
network service.

B. NFV and SDN Architecture Description

In more detail, Fig. 1 outlines the standard ETSI NFV archi-
tecture, where the bottom layer comprises a set of virtualized
resources running on top of the physical infrastructure. Net-
work functions are then introduced as Virtual Machines (VMs)
or Containers running inside the virtual infrastructure. These
network functions can perform various operations, such as load
balancing, firewalling, switching, 3GPP-defined network func-
tions, as well as act as a virtualized SDN controller responsible
for managing VNF instances of OpenFlow switches.

The envisaged system employs SDN virtualization as a
means of offering control of the virtualized network infrastruc-
ture to network services, such as 3GPP architecture, on top
of the physical network infrastructure, which is managed by
an SDN controller. An example of SDN virtualization can
be found in [35], where the authors present an architecture
that allows virtualized SDN infrastructures to be controlled
by virtualized SDN controllers. The latter reside on top of
the physical SDN infrastructure, which is managed by an
operator’s SDN controller.

C. 3GPP System Architecture Description

A distinct feature of 5G system-level architecture defined
by 3GPP is the modular principle in the network function
design, which brings the needed flexibility to run network
functions as well as enables the concept of network slicing.
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The modularity in the 5G architecture is designed to
support deployments using both NFV and SDN technologies.
In this work, we consider that all the network functions
are in their turn running as VNFs within the virtualized
infrastructure i.e., cloud infrastructure. While there are mul-
tiple ways to encapsulate VNFs, including containers [36]
and unikernels [37], in this work we discuss VMs as an
illustrative example, since paravirtualization is an established
technology and OpenStack is widely used in telco provider
clouds [38]. The main network functions as defined in 3GPP
TR 23.501 [34] are:

• User Plane Function (UPF) is in charge of handling the
user plane path of a data session and will provide an
interface to the data network (outside the 3GPP domain).

• Session Management Function (SMF) is in charge of the
establishment, modification, and release of the session.
Amongst the multiple tasks of the SMF, some of the
most relevant to our analysis are: policy control, QoS
enforcement, data plane routing information to the UPF.

• Access and Mobility Management Function (AMF) con-
trols the access decisions as well as handles all related
mobility procedures. Based on multiple inputs and met-
rics, software-defined rule enforcement allows the AMF
to decide on the best access point for the user.

• Policy Control Function (PCF) is in charge of providing
the policy rules to the relevant control plane functions and
supports a unified policy framework across the network.

The methodology presented in this paper considers the
5G system-level architecture as its baseline, where distributed
software-defined decisions are made independently for both
the access and the core network. The end-to-end QoS/Policy
framework is thus a combination of distributed functions
that monitor network performance and enforce QoS policies
based on the session’s context-related information as well as
a centralized PCF that ensures an efficient coordination and
alignment among all these distributed functions.

Within the 3GPP community, there has been a lot of discus-
sion on how to ensure adequate alignment between the QoS
enforcement rules in the User Plane network functions (such
as interactions between the PCF, SMF, and AMF) and the
QoS enforcement rules in the transport network. To this end,
we propose a mechanism of the interface from the SMF to the
virtual SDN controller, which will allow the 3GPP system to
control the forwarding rules in the network infrastructure and
thus satisfy the service requirements. In this sense, once the
UE/eNB initiates a service with a particular QoS requirement,
the SMF will be in charge of enforcing those rules in the
physical network as well as ensuring that there is consistency
between radio access, core, and transport networks.

D. SDN and Virtualization for End-to-End Service

In our outlined architecture, all 3GPP network functions are
running as VNFs; hence, a virtualized SDN controller becomes
an important network element that can be contacted by any
of the 3GPP functions [39]. More specifically, the SMF can
instruct the SDN controller to adjust flow rules within the
virtualized 3GPP network for the QoS management purposes.

This enables full control of the virtualized network resources
by the 3GPP system as opposed to having a static configu-
ration that is dictated by the NFV operator’s SDN controller.
The existing solutions developed in the context of intent APIs,
such as the ONOS Intent Framework and the OpenDaylight
Network Intent Composition, offer comfortable configurability
of the network interfaces but, at the same time, are featured
by the limited functionality, which is insufficient to support
the intended compound solution. Therefore, our proposed
architecture suggests that the physical SDN controller manages
the physical infrastructure that connects the physical nodes of
the Virtual Infrastructure Manager between them as well as to
external networks. In its turn, the virtualized SDN controller
manages virtualized switches created as VNFs to support the
virtualized 3GPP functions deployed within the tenant’s slice.

At the higher layer of the architecture, network service
descriptors as per the NFV specifications are utilized to
describe the network services and network functions, while the
OSS/BSS is used by the NFV operator for management and
billing purposes. On the right-hand side of Fig. 1, the MANO
layer spans across all the layers of the NFV architecture and
is responsible for managing the infrastructure, monitoring the
status of the network functions, coordinating their life-cycle,
and finally maintaining a catalog of descriptors for the network
services and functions that can be deployed in the system.

To implement a 3GPP system, the NFV operator needs to
provide VNF descriptors to the Orchestrator. These descriptors
contain configuration and deployment information, such as the
number of CPU cores, RAM, storage, and network interfaces
for each VM that will host a VNF. The descriptors can include
additional information that is specific to the VNF, such as
3GPP configuration options for a Packet Gateway (PGW). The
Operator will need to on-board the VNFs to the VM by adding
the images of these VNFs into the virtual storage pool. At this
point, a Network Service descriptor can be used to create a
complete network service by including all of its component
VNFs and the virtual network infrastructure that will connect
them together to deliver a functional 3GPP system.

In the next sections, we follow the major design choices of
the outlined architecture and proceed with the mathematical
analysis of the softwarized 5G operation in the RAN domain.

III. MATHEMATICAL FRAMEWORK FOR SOFTWARIZED 5G
RAN: SYSTEM MODEL AND METHODOLOGY OVERVIEW

In this section, we specify an illustrative use case for
high-rate mission-critical traffic in a softwarized 5G network.
We begin by outlining the corresponding system model, then
detail our mathematical framework, and finally proceed with
summarizing the proposed methodology.

A. Proposed System Model

We analyze a characteristic use case, where mission-critical
traffic needs to be served by the operator’s 5G network.
Particularly, we focus on an ambulance vehicle that is trans-
porting a patient to the hospital, while the paramedics in
the vehicle and doctors in the hospital are jointly assessing
the patient’s condition. In this specific scenario, softwarized
5G infrastructure enables bulky data transfer (from cameras,
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Fig. 2. Considered system model for the target use case of mission-critical traffic support in softwarized beyond-5G networks.

sensors, and robotic systems) to a remote clinician, who
could then guide the paramedics on more advanced pre-
hospital treatment [22]. Since the requirements for serving
mission-critical traffic in terms of its data rate and transfer
delay are more stringent than what microwave systems can
typically support, the use of 5G mmWave cellular is consid-
ered here as a primary option for the ambulance vehicle, while
other radio technologies are only left as a backup [40].

1) Environment and Target User: We assume an urban
deployment typical for e.g., central London. Specifically,
we model a straight segment of a street with left-side traf-
fic, see Fig. 2. The total street width is WS and there are
n lanes in each direction, each having the width of WL . The
ambulance vehicle is driving on the right (the fastest) lane
with the constant speed of vU . Since the ambulance flashing
lights are on, we assume an optimistic case where no other
vehicles drive on the same lane. The height of the vehicle
is hU , while all the antennas are placed on its roof for better
channel conditions.

2) Moving Vehicles on Side Lanes: Other moving vehicles
are assumed to be deployed randomly in the street. The
vehicles on the lane i are located according to a Poisson
process with the intensity of λi . The length and height of other
vehicles are lB and h B , respectively, having the probability
density function (pdf) of flB (x) and fh B (x). For the sake of
analytical tractability, all the vehicles are assumed to have a
constant width, wB , and drive along the center of their lanes.

The inter-vehicle distance, dI , is also random with the pdf
of fdI (x) and subject to the selected lane. The speed of the
vehicles in the lane i , vB,i , is random and follows the pdf
of fvB,i (x). For simplicity, no parked vehicles are considered.

3) Access Network and Propagation: The wireless network
comprises three segments: (i) cellular mmWave network,
(ii) cellular microwave network (LTE), and (iii) non-3GPP
microwave network (Wi-Fi). The mmWave access points (APs)
are assumed to be deployed on the building sides at a constant
height of h A. The APs are deployed regularly having the
distance of dA between each other, alternately on the left and

the right sides of the street. For microwave access, we assume
an extreme case where both LTE and Wi-Fi connectivity is
always available. Particularly, the LTE network covers the
entire city and there is always at least one Wi-Fi AP within
the coverage area around the ambulance vehicle.

For mmWave, there are no buildings in the way from
the ambulance to the AP in the modeled scenario; hence,
the links are always in the line-of-sight (LoS) conditions.
However, vehicles on the side lanes act as blockers. As a
result, two conditions are distinguished by our model: non-
blocked LoS and blocked LoS. Each of these is featured by its
own path loss formula: Pnb(x) and Pb(x), where x is the link
length. We follow the standard 3GPP mmWave propagation
models when delivering our numerical study in Section VII.
For LTE, we adopt [41] by assuming that SNR is maintained
at a constant level via adequate power control. For Wi-Fi,
we consider fixed-power transmissions, where the effective
spectral efficiency is determined by true distance between the
node and the AP [42].

4) Mission-Critical Traffic: The target data rate of the
considered mission-critical traffic is constant and equals rc.
Aiming for higher reliability when transmitting critical data,
the vehicle always keeps a number of simultaneous data
sessions to the nearest mmWave APs, whereas their number is
named the degree of multi-connectivity. Hence, the ambulance
is in outage on the mmWave network only when it has
outage on all the currently serving mmWave APs. In this
case, the ongoing critical data transmission falls back from
the mmWave to the microwave segment, where the choice of
which RAT to use (LTE or Wi-Fi) is specified by the network
configuration. The network is configured to always grant the
requested data rate for the mission-critical traffic, even if it
leads to deteriorating the QoS of the best-effort sessions for
regular users.

5) Best-Effort Traffic: The best-effort traffic coming from
the regular users is not expected to compete for radio resources
with the mission-critical data in well-provisioned mmWave
deployments due to more abundant spectral resources [43].
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Therefore, we do not model the best-effort traffic in the
mmWave network segment. In contrast, the target data rate
of a mission-critical session may be comparable to the overall
capacity of an individual LTE or Wi-Fi AP. To understand
the effects of mission-critical traffic on the best-effort trans-
missions, we model random best-effort traffic according to a
homogeneous Poisson process with the intensity of θ [44]. The
duration of each session is exponential with the parameter μ.
In case where there are insufficient free resources to handle
the fallback of the mission-critical session, a certain number
of best-effort sessions may be dropped. The resources utilized
by the mission-critical data are released once the ambulance
is connected back to the mmWave network.

Below, we introduce our mathematical framework to capture
the core dynamics of the considered system.

B. Our Framework at a Glance

The mathematical framework developed in this paper can be
decomposed into two phases. First, we formalize the mmWave
LoS blockage process with multi-connectivity of degree M and
mobility of both the ambulance as well as the vehicles in other
lanes. The first phase is divided into three steps.

• Step 1: We specify the dynamics of the blockage process
in the presence of mobility of vehicles in other lanes. We show
that when the position of the ambulance is known, the block-
age adheres to a stationary alternating renewal process.

• Step 2: We extend the LoS blockage model to the case of
multi-connectivity of degree M by assuming that the ambu-
lance can be connected simultaneously to at most M nearest
mmWave APs. The blockage process in the presence of multi-
connectivity is then formulated as a superposition of individual
LoS blockage processes.

• Step 3: We extend the LoS blockage model by considering
mobility. This extension makes the LoS blockage process non-
stationary, since the distance from the ambulance to its i th
neighboring AP changes in time. The resulting formulation
is a non-homogeneous Markov chain, whose time-dependent
intensities are functions of the system parameters.

The second phase of our framework characterizes the
amounts of available radio resources at LTE and Wi-Fi APs,
as detailed in Section V. We demonstrate that the multi-
dimensional Markov chain capturing system dynamics can
be reduced to its one-dimensional projection by applying
stochastic averaging techniques. Having the dynamic LoS
blockage model and the models for quantifying the amounts
of available resources at Wi-Fi and LTE APs, we proceed with
characterizing the system-level performance.

IV. MATHEMATICAL FRAMEWORK FOR SOFTWARIZED

5G RAN: STUDYING DYNAMICS OF MMWAVE LINKS

In this section, we present the first phase of our pro-
posed mathematical framework for the mission-critical use
case introduced above. The major notation is summarized
in Table I.

A. Dynamics of mmWave Blockage Process

The geometry of the target scenario is shown in Fig. 3, while
the distances d0,1, d1,1, d2,1, dC,1, and the minimal height

TABLE I

NOTATION USED BY THE MATHEMATICAL FRAMEWORK

of the vehicle in lane i to occlude the LoS path, h B,i , are
derived with the use of trigonometry tools. Below, we consider
the mmWave blockage process for the odd number of APs.
The process for the even number is the special case of our
model.

1) Case of a Single Lane: Consider the non-blocked interval
caused by the vehicles in an arbitrarily chosen lane. Depending
on the height h B,i , not all of the vehicles occlude the LoS
path [45]. The probabilities that a randomly chosen vehicle
blocks the LoS path of the target mission-critical link is

pB,i = Pr{h B > h B,i} =
∫ ∞

h B,i

fh B (x)dx, i = 1, 2, (1)

where fh B (x), x > 0, is the pdf of the vehicle height.
Assuming the independence of vehicle heights, we observe

that the number of vehicles between two consecutive vehicles
that block the LoS path follow a geometric distribution with
the parameter qi = 1/λE,i , i = 0, 1, 2, where λE,i = pB,iλi

is the effective intensity of vehicles in lane i blocking the
LoS path. Recalling that the vehicle length and inter-vehicle
distance follow the pdfs of flB (x) and fdI (x), x > 0,
the pdf of the distance between two vehicles occluding the
LoS is

fdL,i (x) = q0 fdI (x)+
∞∑

i=1

qi [ flB (x) ∗ fdI (x)](i), (2)

where the superscript (i) denotes i -fold convolution.
To determine the pdf of time that LoS is not blocked,

we need to take into account the random speed of vehicles in
a lane. Let TL ,i be the random variable (RV) denoting the LoS
time and fTL ,i (x) be its pdf. Observing that TL ,i = dL ,i/vB,i ,
where both dL ,i and vi are the RVs, we need to determine the
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Fig. 3. Periodic connectivity pattern with a single mmWave link. Multi-connectivity of degree M is a superposition of M individual processes and is too
complex to be displayed (yellow – no outage, red – possible outage with odd APs, green – possible outage with even APs).

RV that is defined as a ratio of two RVs. The joint pdf of TL ,i

and vB,i can be obtained as

fTL,i ,vi (y1, y2) = fdL,i ,vB,i |J (x1, x2)|−1, (3)

where J (x1, x2) is the Jacobian of the transformation.
Observing the structure of the LoS interval in a single lane,

we learn that the contribution of the components decreases
exponentially as the number of vehicles between two vehicles
occluding the LoS increases. In fact, (2) resembles the kernel
density approximation of the exponential distribution. Hence,
the LoS blockage distance in one lane can be approximated
by the exponential distribution with the parameter

λL ,i = 1

λE,i

∫ ∞

0
fwB (x)dx

∫ ∞

0
fvB,i (x)dx, (4)

where λL ,i is the effective density of vehicles in lane i .
2) Case of Multiple Lanes: Now consider the vehicles in

multiple lanes blocking the LoS. Assuming the independence
of vehicles deployed across the lanes, the CDF of the LoS
interval duration with i lanes is given by the minimum of the
LoS intervals in i lanes as

FTL (x) = 1 −
n∏

i=1

[1 − FTL,i (x)], (5)

where FTL,i (x) is the CDF of the LoS duration in lane i .
The blockage interval duration caused by a single vehicle,

TB,i , is defined by the length of vehicles, lB , as well as their
speed, vB,i , as TB,i = lB/vB,i , and can be determined by
using (3). To establish the blockage interval duration caused
by the vehicles in multiple lanes, observe that the service time
distribution is the weighted blockage time caused by a single
vehicle in all the lanes, T �B , where the pdf of the latter is

fT �B
(x) =

i∑
j=1

E[vB,i ]∑i
k=1 E[vB,i ]

fTB, j (x). (6)

The blockage time distribution can be approximated by
employing the means E[TL] and E[T �B] for the corresponding
queuing systems and then utilizing the Laplace transform (LT)
that obeys the Kendall functional equation in the form

LTB (s) = LT �B

(
s + 1

E[TL] + 1

E[T �B] − LTB (s)

)
. (7)

The approximation of the mean is readily given by [46] as

E[TB] = E[T �B]E[TL]
E[TL] − E[T �B] . (8)

This specified blockage model can be further extended
to the case of e.g., three-sided mobility where all of the
entities affecting the channel conditions – namely, the UE,
the blockers, and the AP – are potentially mobile. A major
extension needed to capture the mobility of the APs is to utilize
the movement trajectories of the AP and the UE to characterize
the dynamically changing distance between these entities as
well as employ it to estimate the Markov blockage model for
any fixed time t . Such an extension will enable the analysis
of UAV and vehicle-to-vehicle (V2V) communications [47]
together with even more flexible network setups including
moving access points deployed on vehicles and drones [16].

B. Single- and Multi-Connectivity in mmWave

Let us further incorporate the effects of multi-connectivity.
According to our assumptions, at each point of the ambulance
trajectory it is allowed to be connected to up to M nearest
mmWave APs. For any value of M , the trajectory of the
ambulance is divided into periodically repeating segments.
Segment lengths as well as distances to the APs can be
computed similarly to the single-connectivity case.

First, consider the ambulance vehicle in a certain position
at the red segment of the trajectory (see Fig. 3). Observing
the positions of APs, we see that for the realistic inter-AP
distances, dA, and any M ≤ 3, the blockage processes to the
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APs are mutually independent. To describe the dynamics of the
blockage process for M = 1, we model the process of outage
at the mmWave AP by using a time-homogeneous continuous-
time Markov chain (CTMC) with two states, which has its
infinitesimal generator in the following form

�1 =
(−α1 α1
β1 −β1

)
, (9)

where α1 = 1/E[TL ,1] and β1 = 1/E[TB,1] are the mean
durations of the LoS and the blocked intervals.

Consider now the process of outage with the two nearest
APs. The associated CTMC model, {S2(t), t > 0}, S2(t) ∈
{1, 2, . . . , 2M }, is determined by a superposition of the outage
processes to the first two APs with the infinitesimal generator

�2 =

⎡
⎢⎢⎣

−α2 − α1 α2 α1 0
β2 −β2 − α1 0 α1
β1 0 −β1 − α2 α2
0 β1 β2 −β1 − β2

⎤
⎥⎥⎦, (10)

where state 1 corresponds to the outage state.
The CTMCs capturing the outage processes from M APs

are irreducible and aperiodic, thus implying that there are final
state probabilities coinciding with the steady-state probabilities
given by �πM . One can obtain �πM by solving the linear system
�πM�M = 0, �πM �eT = 1, where �e is the unit vector of
size 2M .

After approximating the LoS blockage process for M near-
est APs by using the time-homogeneous CTMC, we can
proceed with addressing the ambulance vehicle itself. Consider
the case of M = 1 and concentrate on the odd APs as
illustrated in Fig. 3. The distance from the ambulance to the
mmWave AP as the ambulance travels along its trajectory is

g(x) =
√

||dC,1||2 + x2, −||C H || < x < ||C H ||, (11)

where ||C H || is the length of the C H line segment in Fig. 3.
Observe that for a stationary ambulance at the 2D distance x

from an AP, the fraction of time when the AP is blocked
coincides with the ergodic blockage probability. Hence,

fB(x) = E[TB(x)]
E[TB(x)] + E[TL(x)] , (12)

where E[TB(x)] and E[TL(x)] are the mean blockage and LoS
periods that were derived previously, and x indicates that these
quantities are functions of the current distance x to the AP.

Using (11) and (12), the fraction of the blockage time during
the interval that the ambulance spends in the red zone in Fig. 3
(where a blockage leads to outage) is given by

fB =
∫ ||C H ||

−||C H ||

√||dC,1||2 + x2 E[TB(x)]
vU (E[TB(x)] + E[TL(x)])dx . (13)

Now observe that the fraction of the blockage time when
connected to the even APs can be established similarly.
An extension to the multi-connectivity case is also straight-
forward here. The only difference is that the ergodic blockage
probability in (12) needs to be calculated by taking into
account M active APs. The time-dependent blockage process
can be further obtained from the time-homogeneous CTMC
that models the blockage at a certain 2D distance from

the AP. Considering the odd APs and M = 1 as an example,
the infinitesimal generator of the CTMC that captures the time-
dependent blockage process is

�1(x) =
(−α1(x) α1(x)
β1(x) −β1(x)

)
, (14)

where α1(x) = vU /E[TL ,1] and β1(x) = vU /E[TB,1] are
the mean durations of the LoS and the blocked intervals with
the nearest mmWave AP. The infinitesimal generator can be
found by using the Kronecker product of the generators, which
represent CTMCs that model the LoS blockage process.

We further apply the above results for the mmWave block-
age process in the presence of multi-connectivity.

V. MATHEMATICAL FRAMEWORK FOR SOFTWARIZED 5G:
RAN PERFORMANCE WITH MISSION-CRITICAL TRAFFIC

We proceed with the second phase of our mathematical
framework for the ambulance use case specified in Section III.

A. AP Service Process

Consider a multi-server queue with N servers, which cor-
responds to the maximum number of supported sessions at
a single microwave AP. Note that assuming randomness in
radio resource requirements allows to represent not only the
random session rates required from the network, but also the
use of multiple modulation and coding schemes (MCSs) in
Wi-Fi and LTE technologies. A translation of random session
rates into Hz/s is described in detail in [44]. Assuming that the
system can accommodate an unbounded number of sessions,
a session is considered to be lost when the amount of available
radio resources at the moment of its arrival is insufficient.

A complete description of the system at hand requires the
use of a multi-dimensional Markov chain, { �S(t), t > 0}, which
is defined over �S(t) = (φ(t), �ψ(t)), where φ(t) is the total
number of sessions at the state changing time t and �ψ(t) =
(ψ1, ψ2, . . . , ψφ(t)) is the amount of resources allocated to the
i th session. The reason for this complex description is that
one needs to keep track of the amount of resources allocated
to each active session. This information is to be used at the
session departure time to release resources. When the number
of sessions allowed per AP is not limited, N = ∞, the number
of dimensions is infinite. Relying on the stochastic averaging
techniques, the model in question can be simplified.

Let δ(t) = ∑φ(t)
i=1 ψi (t) be the total amount of occupied

resources at time t and consider the two-dimensional process
{φ(t), δ(t), t > 0}. As one may observe, this process is non-
Markov, since we do not keep track of the amount of resources
occupied by each session in service. However, if we assume
that at the moment of a session departure, τ , it frees the
session-“average” CDF of resources conditioned on the current
amount of occupied resources i.e.,

Pr{ν ≤ x |φ(τ), δ(τ ) = y} = Fk(x |y), k = 1, 2, . . . , (16)

where Fk(x |y) is defined as

Fk(x |y) = Pr{rk ≤ x |r1 + r2 + · · · + rk = y}, (17)
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θF(B)p0 = μP1(B),

θ

∫

0≤y≤x

F(B − y)P1(dy)+ μP1(x) = θF(x)p0 + 2μ
∫

0≤x≤y≤B
y−z≤x

F2(dz|y)P2(dy), 0 ≤ x ≤ B,

θ

∫

0≤y≤x

F(B − y)Pk(dy)+ kμPk(x) = θ

∫

0≤y≤x

F(x − y)Pk−1(dy)+ (k+1)μ
∫

0≤x≤y≤B
y−z≤x

Fk+1(dz|y)Pk+1(dy), 0≤ x ≤ B. (15)

where ri , i = 1, ..k, is the amount of resources occupied by
the i th session, then the process {φ(t), δ(t), t > 0} is Markov.
The steady-state distribution of the amount of the occupied
resources in the original and the modified systems coincides
as proven in [48].

Note that the acceptance of a session implies that the CDF of
the amount of requested resources and the CDF of the resource
requests by the sessions accepted into the system are generally
different. Note that Fν(x |y) is such that φ(t+) = 0, then all the
resources are freed by implying that Fk(x |y) can be calculated
recursively from F1(x |y). Since the following holds

Pr
{

y − rk ≤ x
∣∣∣

k∑
i=1

ri = y
}

= Pr
{ k−1∑

i=1

ri ≤ x
∣∣∣

k∑
i=1

ri = y
}
,

(18)

the conditional CDF Fν(x |y) satisfies the following∫

0<z<y≤B,
y−z≤x

Fk(dz|y)F (k)(dy) =
∫

0≤y≤x

F(B − y)F (k−1)(dy),

(19)

as both sides are equal to the joint CDF

Pr{r1 + · · · + rk−1 ≤ x, r1 + · · · + rk ≤ B}, (20)

where F(y) is the CDF of the amount of resources requested
by a single session, while superscript (k − 1) denotes the
k-fold convolution of F(y), and B is the total volume of
resources.

As B is limited, there always exists a bivariate mixed
stationary distribution of the Markov chain {φ(t), δ(t), t > 0},

p0 = lim
t→∞ Pr{φ(t) = 0},

Pk(x) = lim
t→∞ Pr{φ(t) = k, δ(t) ≤ x}, (21)

which satisfies the set of Kolmogorov equations in (15), as
shown at the top of this page, that can be solved by apply-
ing the conventional method for mixed discrete-continuous
Markov chains.

B. Implications for Best-Effort Traffic

After defining the dynamic blockage process as well as
the stationary distribution of radio resources at Wi-Fi and
LTE APs, we can proceed with analyzing the system perfor-
mance by concentrating on the upper bound of the fallback
time and the intensity of dropped best-effort sessions.

1) Upper Bound on Fallback Time: Observe that the ambu-
lance vehicle may only experience outage in mmWave access,
which leads to a fallback onto Wi-Fi or LTE when passing
the d2,1 segment. The outage process at this segment, given
the degree of multi-connectivity M , is governed by a non-
homogeneous CTMC. As the exact analysis of the outage time
is extremely convoluted, here we derive an upper bound on
the outage time. Particularly, we determine the pdf and the
mean value of the outage time when upon entering d2,1 the
ambulance is in the blocked state.

The sought distribution is of the phase-type nature (�α, S),
where α is the initial state distribution upon entering d2,1,
which is defined over {2, 3, . . . , 2i }. The pdf is then given by

fP (t) = �αeSt�s0, t > 0, (22)

where �s0 = −S�1, �1 is the vector of ones with the size of
1 × 2i − 1, and eSt is the matrix exponential defined as

eSt =
∞∑

k=0

1

k!(St)k . (23)

The initial state probability vector �α can be established
from the steady-state distribution, �π , of the time-homogeneous
CTMC blockage model for the ambulance located at the
entrance point to the segment d2,1, which is a solution to
the system �ρ�i = �ρ, ρ�e = 1, where �e is the unit vector.
Accordingly, we have

αi =
{

1, i = 1,

0, i = 2, 3, . . . .
(24)

2) Intensity of Dropped Sessions With LTE Fallback: Let L
be the amount of resources that are requested from the LTE by
a session transferred from the mmWave segment and define

P(x) =
∞∑

i=0

Pi (x), 0 < x < B, (25)

to be the CDF of the amount of resources occupied by an
LTE session at the LTE AP, where Pi (x) is the joint distri-
bution that there are i sessions in the LTE system and they
occupy x amount of resources, see subsection V-A. Note that
taking into account the presence of the LTE power control
function, we may assume that L is constant.

Assume that the session that is transferred onto LTE is
dropped when there are insufficient resources at the LTE AP.
It can only happen at some segment d2,1, when the following
two events occur simultaneously. First, the ambulance vehicle
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has to experience outage at some point of d2,1 and then there
must be insufficient resources at the LTE AP. Since these
two events are independent, we have session drop probability,
pD, as pD = pD,M pD,L, where pD,M is the session drop
probability due to mmWave outage and pD,L is the probability
that there are insufficient resources at the LTE AP. The latter
can be easily established as the probability of the event
{L −(B −δ) > 0}, where δ is the RV denoting the steady-state
distribution of the amount of occupied resources. We thus have

pD,L = Pr{δ − B + L > 0} =
∫ B

0
P(x + B − L)dx . (26)

It is important to note that there might be multiple outages
occurring inside a single segment d2,1. However, for the
realistic values of the offered traffic load on LTE, the system
does not return to the steady-state between two consecutive
outage events. This implies that if the transferred session
sees sufficient resources at its first outage, this will also
happen at further outage(s) within the same d2,1. Assuming
the independence of the blockage processes at successive
segments d2,1, we conclude that the number of segments of
length d2,1 + 2d1,1 + d0,1 until the segment where the outage
occurs follow a geometric distribution with the parameter pD.
Letting T2 denote the time to pass the segment 2d1,1 + d0,1,
the probability mass function of time until the outage is

fTO ,i = (1 − pD)pi
D, i = 0, T1 + T2, . . . , (27)

with the mean delivered by the Wald identity

E[TO ] = 1 − pD

pD
(T1 + T2). (28)

Define the intensity of session drops at LTE, γD,L , as

γD,L = lim
t→∞

E[N(t)]
t

, (29)

where E[N(t)] is the number of dropped sessions in (0, t).
Observe that the durations T1 and T2 are deterministic;

hence, we may employ a geometric distribution with the
mean (T1 + T2)(1 − pD,M pD,L)/(pD,M pD,L), where pD,L

is provided in (26). Therefore, one can write

γD,L = lim
t→∞

E[N(t)]
t

= pD,M pD,L E[N]
(T1 + T2)(1 − pD,M pD,L)

, (30)

where E[N] is the only unknown, which corresponds to the
number of sessions dropped during a single session drop event.

Recall that the amount of resources occupied by an LTE
session when there are x resources occupied in the system
is different from the amount of resources requested by an
LTE session upon its arrival. The CDF of the former is given
by Fk(y|x) and has been computed in subsection V-A. The
conditional mean is then given by

E[SL |δ] =
∞∑

k=1

∫ B

0
k fk(ky|x)dy, (31)

where fk(ky|x) is the pdf of δ/k and δ is the RV denoting
the amount of resources occupied in the steady-state.

Observe that the RV L −(B −δ) is conditioned on the event
that there is an overflow at the LTE AP, L − (B + δ) > 0.

Fig. 4. Illustration of the random distance to Wi-Fi AP.

If a session has to be dropped, the corresponding amount
of resources that needs to be vacated to accept it should be
characterized. Conditioning on δ = x , we account for different
mean sizes of the resources occupied by a single connection,
which makes L − (B − δ) a constant. Hence, for E[N] we
have

E[N] =
∫ B

B−L

y − B + x

E[SL |δ] p(x)dx, (32)

where E[SL |δ] has been obtained in (31).
3) Intensity of Dropped Sessions With Wi-Fi Fallback:

Addressing the Wi-Fi technology that is also used as a back-
up connectivity option, we note that the absence of power
control mechanism requires to explicitly track the distance
between the Wi-Fi AP and the ambulance vehicle at the first
session outage. Assuming that the position of the Wi-Fi AP
is distributed along the street segment uniformly over d2,1,
the distance between the ambulance and the Wi-Fi AP at the
time instant of the first outage is given by (see Fig. 4)

dW =
⎧⎨
⎩

√( n+1
2 dL

)2 + (POvU − dW,O)2, “left”-side AP,√( n−1
2 dL

)2 + (POvU − dW,O))2, “right”-side AP,

(33)

where the former case assumes that the Wi-Fi AP is on
the “left” side of the street, while the latter one models the
situation where the Wi-Fi AP is located on the “right” side,
see Fig. 4. Further, PO is the RV describing the time until the
first outage (given that it happens), dW,O is the position offset
of the Wi-Fi AP. Therefore, dW is an RV, whose pdf for each
case can be established by utilizing the RV transformation
techniques similarly to (3). Observing that the probability
of having the Wi-Fi AP at any side of the street is 0.5,
the resulting pdf fdW (x) is defined as a weighted sum of the
components.

The time from the starting point of the segment d2,1
to the outage event (if it happens at this segment) is
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calculated by

fPO (t) = fP (t)
/ ∫ ∞

d2,1/vu

fP(t)dt, 0 < t < d2,1/vu, (34)

where fP (t) is the pdf of the first-passage time from the set of
the non-blocking states, {2, 3, . . . , 2i }, to the blocking state, i
is the degree of multi-connectivity obtained similarly to (22).

Let W be an RV denoting the amount of resources requested
from the Wi-Fi AP. Once fdW (x) is established, the said
amount is derived similarly to [44] by explicitly taking into
account the set of MCSs. The fundamental difference between
the LTE and the Wi-Fi modeling here is that in the latter case
the amount of requested resources during the outage is an RV.
In this case, the mean of the RV describing the amount of
resources taken from the ongoing LTE sessions W − (B − δ),
conditioned on a certain amount of the occupied resources and
the positiveness of W − (B − δ), can be expressed as

E[δ + W − B|δ] =
∫ B

0

fL(z + B − x)∫ 0
−B fL(z + B − x)dz

zdz, (35)

thus leading to the following expression for E[N]

E[N] =
∫ B

B−L

E[x + W − B|δ]
E[SW |δ] p(x)dx, (36)

where E[SW |δ] is the mean amount of resources occupied
by a single Wi-Fi session, given that the total amount of the
occupied resources is δ = x , calculated similarly to (31). The
rest of this analysis is similar to the LTE fallback case.

In the following section, we augment the proposed
framework with a measurement-based campaign to study the
practical effects of the mission-critical traffic. We thus com-
plement the RAN-specific performance indicators that can be
directly derived from our mathematical framework with the
CN-specific numerology obtained via field measurements.

VI. EXPERIMENTAL STUDY OF SOFTWARIZED 5G:
EFFECTS OF MISSION-CRITICAL TRAFFIC ON CN

In this section, we present the rationale behind our trial
implementation of a softwarized 5G network. We utilize this
implementation later on to characterize the mission-critical
data flows in the softwarized 5G CN. The contributed study
effectively complements those related to softwarized 5G RAN
and conducted with the aid of the mathematical framework
developed in Sections IV and V. It therefore allows to com-
prehensively characterize the impact of mission-critical traffic
on the softwarized 5G network from an end-to-end perspective.

A. Features of Softwarized 5G Architecture

Reliable and timely delivery of mission-critical data over
wireless alone is not sufficient to guarantee the required end-
to-end reliability, since the CN part has to also be consid-
ered. Particularly, the transport network plays an important
role in the successful delivery of KPIs, such as reliability.
Both mission-critical and best-effort traffic will have to travel
through a complex network while competing for resources
during transmission, buffering, and computing. In order
to achieve the desired levels of end-to-end reliability, the

Fig. 5. Components of OpenFlow switch in softwarized 5G CN.

mission-critical traffic has to be properly marked, identified,
and prioritized at all the network elements.

To this aim, in our considered softwarized 5G architecture
(see Fig. 1 in Section II), the QoS management and policy
enforcement functions within the user plane are controlled by
the SMF, which is also in charge of the traffic steering at
the UPF to route data to its intended destination. To ensure
appropriate mapping of QoS onto adequate forwarding rules
in the transport network, the SMF talks to the vSDN controller
during the session initiation. The vSDN controller config-
ures the transport network elements with the forwarding rules.

Therefore, SDN is introduced to manage the different flows
arriving from the access network, create a complete isolation
between them, and apply the necessary forwarding rules to
ensure that the QoS is maintained throughout the network.
In a network with multiple flows that require different levels
of QoS, SDN allows to dynamically control their respective
KPIs depending on the effective demands by each of these
flows.

The SDN control plane uses OpenFlow, which is a commu-
nication protocol between the control and the infrastructure.
The SDN controller can modify the forwarding rules for each
flow that are kept at the infrastructure layer in the form of a
flow table. In order to maintain the priority of the critical flows
with respect to other flows (e.g., best-effort traffic), the SDN
controller maps a flow onto a priority queue. To this end, Fig. 5
presents a diagram of the main components of an OpenFlow
switch utilized for the purposes of this study.

B. Representing Softwarized 5G Data Networks

Here, we consider a network comprising SDN-capable
switches connected to a number of servers, which are running
various 5G VNFs in both the user and the control plane. The
physical network topology is illustrated in Fig. 6, where the
network elements are also mapped onto the elements of the
system model described in Section III.

To make sure the QoS is aligned across the entire user plane
path, the SDN controller has to receive the traffic shaping
configuration from the control plane function in charge of
the traffic steering and policy/QoS control (according to the
considered architecture, the SMF). The SDN controller will
then configure all the switches, so that these are able to
differentiate between the various types of traffic and isolate the
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Fig. 6. Softwarized 5G network and its segment used for the study on the
data flows coexistence that was implemented in hardware.

mission-critical data accordingly. In other words, SDN con-
troller reserves a slice of the transport link capacity, such that
the network can satisfy the minimum guaranteed bitrate at all
times as well as ensure no packet losses.

While the OpenFlow controls the application of traffic for-
warding rules, the OVSDB (Open vSwitch Database) protocol
is used for the configuration and management of the OpenFlow
switches. OVSDB provides an interface for the centralized
controller to configure the underlying hardware of switches
and thus meet the network requirements. The parameters
can be configured from the SDN controller, which includes
configuring data-paths and assigning ports to them, as well as
managing link speeds, queue configuration, and policing.

C. Implementing Softwarized 5G Data Networks

In our test implementation, we employ equipment similar
to that utilized in a practical 5G CN. Particularly, we reuse
the real-world segment of the UK 5G test network, which
is responsible for the data network part. To demonstrate the
end-to-end approach advocated in this paper, we construct
a simple but representative proof-of-concept implementation.
We thus use a Pica8 SDN-capable switch and five Linux
servers connected to it, whereas the rack of the relevant
equipment utilized in our Lab for testing is displayed in Fig. 7.

In our test implementation, one of the Linux machines
acts as the SDN controller, while others are hosts used to
either generate or receive data traffic. Thus generated data
flows of UDP packets represent either mission-critical or best-
effort traffic, which is created with iperf. The latter tool
also allows to measure bandwidth, jitter, and packet loss.
In order to assess the round-trip time (RTT), we utilize ping,
using which requires that an L2-switch module be additionally
installed inside the controller. This makes the switch capable
of handling the ICMP packets from ping.

Further, we employ the OpenDaylight (ODL) SDN con-
troller to manage the SDN-capable switch. The communication
between the ODL controller and the switch is based on the
OpenFlow protocol, and in our case has been implemented via
the REST API in order to apply the appropriate flow configu-
ration to each switch. Relying on this controller, we assign

Fig. 7. Network equipment for experimental testing of SDN features.

TABLE II

OUR EXPERIMENTAL SETTINGS

the data flows initiated by the Linux hosts to the queues.
To distinguish the critical and the best-effort traffic, we identify
the destination IP as encapsulated in the packets. The queues
prioritize the data flows at the egress interface of the switch
as displayed in Table II. The minimum (guaranteed) and
maximum service rate need to be maintained in each of the
queues to avoid disturbance from the best-effort traffic toward
the critical traffic, since the sum of both data flows tends to
reach the full capacity of the link.

We further utilize our developed platform to obtain the
following numerical results and thus complement the approach
of the proposed mathematical framework.

VII. MAIN NUMERICAL RESULTS AND DISCUSSION

In this section, we summarize our numerical results on
the performance of the described system. We address a real-
istic urban scenario, which may serve as a representative
setup against a variety of possible deployment configurations.
It helps illustrate the typical dependencies and understand the
performance insights of softwarized 5G networking, as it also
completes our holistic evaluation approach.

A. Parametrization of Target Scenario

We model a 4-lane bidirectional street3 having the width
of 20 m in total, whereas the lane width is set to 3.65 m.

3UK Government Standard “Design manual for roads and bridges,” vol. 6,
February 2005.
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We assume the Mercedes Benz Sprinter form factor with
the dimensions of 6025 mm, 2380 mm, and 2630 mm as the
ambulance vehicle.4 Following the data from [49], we allow
the length of other vehicles, lB , to follow a Gamma distribution
with the mean of 4.5 m and the variance of 0.5 m2. The height
of other vehicles, h B , is assumed to adhere to a Gamma
distribution with the mean of 1.7 m and the variance of 0.3 m2.

The speed of the ambulance vehicle varies from 50 km/h to
110 km/h, while the speed of vehicles in other three lanes is
assumed to be the same and follow a uniform distribution
from 15 km/h to 50 km/h, which is representative of dense
urban traffic in large cities. The target data rate for a mission-
critical session varies from 10 Mbit/s to 50 Mbit/s, whereas
the data rate demanded by the best-effort sessions on Wi-Fi
is assumed to be 1 Mbit/s with the average duration of 120 s
(corresponding to a short audio call). The data rate demanded
by the best-effort sessions on LTE is assumed to be 5 Mbit/s
with the average duration of 60 s (modeling a short video call).

Radio propagation over mmWave follows the default 3GPP
model [50], where the case of blockage is pessimistically
modeled as nLoS conditions. This is because in case of
blockage the mmWave RAT is capable of establishing an
alternative nLoS path that is currently non-blocked. We also
adopt the numerology typical of mmWave cellular. Partic-
ularly, the transmit power is set to 25 dBm and the center
frequency is 28 GHz with 1 GHz of bandwidth. The antenna
gains at the AP and the ambulance vehicle are assumed to
be 15 dB and 10 dB, respectively. The noise floor is equal
to −80 dB.

Assuming the best case of perfect end-to-end reliability
of mission-critical traffic – so that none of the components
handling the mission-critical transmissions are failing over an
infinitely-long time period,5 we now focus on what are the
costs to achieve it in the softwarized 5G network. In other
words, the question is what would be the performance indi-
cators associated with the network load and the best-effort
sessions from the regular users. In the sequel, we focus on the
following five metrics of interest:

• Fallback time fraction. Assuming that the mission-critical
session is sufficiently long, this is the fraction of time that
it is served by the microwave radio (either Wi-Fi or LTE).

• Fallback time interval. This is the worst-case uninter-
rupted time interval, where the ambulance is in the outage
on the mmWave network and has to transfer its mission-
critical session onto the microwave radio.

• Drop rate of best-effort sessions. This is the average
number of best-effort sessions dropped per a time unit in
order to vacate sufficient radio resources for the mission-
critical traffic.

• Packet delay. This is the average delay of the best-effort
traffic, when a mission-critical session falls back onto the
microwave radio.

• Jitter. This is the variation of the best-effort data packet
delay, when a mission-critical session falls back onto the
microwave radio.

4NSW Ambulance, “Vehicle and stretcher dimensions,” April 2015.
5ETSI, “Network Functions Virtualisation (NFV); Report on Models and

Features for End-to-End Reliability,” GS NFV-REL 003 V1.1.1, April 2016.

Fig. 8. Fallback time fraction vs. NR ISD.

The first three KPIs are obtained within our mathematical
framework, whereas the latter two are derived with the help
of our practical implementation.

B. Interpretation of Performance Results

In what follows, the obtained modeling and measurement
results are summarized and explained.

1) Degree of Multi-Connectivity in mmWave: We begin
with Fig. 8, which illustrates the effect of inter-site dis-
tance (ISD) between mmWave APs on the fallback time
fraction. First, we observe that the considered system does
not consume much microwave resources in case of ultra-dense
NR deployment (ISD ≤ 150 m). We also observe that dual-
connectivity and multi-connectivity with the degree of 3 lead
to considerable gains over single connections in the modeled
scenario. A decrease in the fallback time fraction is from 20%
down to 13% and then down to 5%, respectively. We finally
notice that the degree of multi-connectivity higher than 3
does not produce any advantages for the street deployment
of mmWave APs.

2) Inter-Site Distance Between mmWave APs: We continue
with analyzing the duration of the fallback time interval. Since
precise derivation of this parameter is not feasible in the
considered model (see Section IV for details), here we provide
its worst-case estimate by assuming that the mmWave outage
begins at the point where it would statistically last for the
longest duration. Fig. 9 reports on the pdf of this interval
subject to the speed of the ambulance vehicle and the ISD.
We clearly observe that the higher speed of the ambulance
results in smaller mean and variance of this KPI. We also
notice that the ISD has a more pronounced impact on the
fallback time interval: the latter for 200 m ISD (65 km/h speed)
is around 4 times shorter than the corresponding value for
400 m ISD. Similar observations hold for other values of the
speed.

3) Speed of Ambulance Vehicle: Further, we study the
effects of node mobility on the performance of the softwarized
network. We thus investigate the relation between the impact
of the ambulance speed on the drop rate of the best-effort
sessions and the fallback time interval, which is illustrated
in Fig. 10. The data rate of the mission-critical traffic is set to
30 Mbit/s. Here, we notice the negative effect the ambulance
speed has on the drop rate for both LTE and Wi-Fi fallback.
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Fig. 9. Fallback time interval vs. ISD and ambulance speed.

Fig. 10. Drop rate of best-effort sessions vs. ambulance speed.

Particularly, the average rate of dropped sessions increases by
about 90% and 100% for Wi-Fi and LTE fallback, respectively,
as the ambulance speed grows from 50 km/h to 110 km/h.

4) Volume of Mission-Critical Traffic: We proceed with
Fig. 11, where both the modeling and the measurement results
are displayed, since the target data rate of the mission-critical
traffic influences the operation of both the RAN and the CN.
First, we confirm that the drop rate grows with the increasing
data rate. However, the real challenges emerge only after
around 20 Mbit/s. This is because for the considered set of
parameters lower data rates can be accommodated by spare
radio resources. Then, both curves for the drop rate clearly
face saturation at about 50 Mbit/s, as most of the best-effort
sessions are dropped during a fallback when the mission-
critical data rate is comparable with the system data rate
(50 Mbit/s for LTE and 72 Mbit/s for Wi-Fi).

Finally, the growth of the Wi-Fi fallback curve is slower than
that of the LTE fallback curve for lower data rates, whereas
it becomes exactly the opposite for higher data rates of the
mission-critical traffic. In contrast, the Wi-Fi sessions having
the same data rate may occupy considerably different amounts
of radio resources, which depend on the relative locations of
the user and the AP. Hence, a softwarized Wi-Fi network will
first drop larger sessions and only then discard smaller ones.

We consider Fig. 11 to be of particular importance for net-
work engineers when provisioning for mission-critical traffic,
since it offers insights into crucial design choices. Particularly,

Fig. 11. Drop rate and measured delay of best-effort sessions vs. mission-
critical data rate.

Fig. 12. Measured jitter when best-effort and mission-critical traffic coexist
in CN.

Fig. 11 allows to evaluate the implications of splitting a
mission-critical session in case of its fallback onto several
microwave RATs. Accordingly, the data flow may be divided
into “virtual” data streams with the corresponding drop rates.
For instance, if a 50 Mbit/s mission-critical session (equivalent
to either 240 Wi-Fi or 130 LTE sessions) is split into a
20 Mbit/s flow over LTE and a 30 Mbit/s flow over Wi-Fi,
the negative impact on the best-effort traffic decreases down
to 93 Wi-Fi and 7 LTE sessions dropped per hour.

5) Bandwidth Reservation in CN: Continuing with Fig. 11,
we now focus on the results for the CN, which are obtained
according to the methodology described in Section VI.
We confirm the trend for the average delay to grow with the
increasing mission-critical data rate. This trend is super-linear:
the gap between 10 Mbit/s and 20 Mbit/s is only 2 ms, whereas
40 Mbit/s and 50 Mbit/s differ by 14 ms. Hence, with higher
mission-critical traffic load the service of the best-effort traffic
degrades dramatically.

Finally, Fig. 12 presents empirical pdf for the jitter of
the best-effort traffic. Comparing the results for 10 Mbit/s,
15 Mbit/s, and 25 Mbit/s data rate of the mission-critical traffic,
we note that both the average value and the variance of jitter
become considerably worse at higher loads. We also notice that
the absolute values of the averages for 10 Mbit/s and 25 Mbit/s
are on the order of 0.2 ms, with the relative difference of
over 20%. Since only a segment of the real network has
been used for our measurements, the ultimate performance
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degradation caused by serving mission-critical traffic for the
jitter of the best-effort data can become even more severe.

VIII. CONCLUSIONS

The ongoing softwarization of network elements is expected
to become the next big wave in communications, thus enabling
a number of advanced applications one could have considered
infeasible only a decade ago. One of such services is provision-
ing end-to-end reliability for high-rate mission-critical traffic
between a server in the data network and the highly-mobile
user. A solution to this challenge is extremely convoluted
and requires efficient orchestration of network functionality at
different levels. It should account for spontaneous changes of
the serving access point according to the user mobility pattern
as well as highly dynamic channel conditions. In this work,
we first introduced a softwarized 5G architecture tailored to
this challenging use case. We then presented our mathematical
framework, which is capable of capturing the system dynamics
at the access network level. We finally developed a hardware
implementation of the 5G core network segment and studied
the coexistence of the mission-critical and the best-effort traffic
at the core network level.

Our performance predictions reveal that even in the ide-
alistic cases of uninterrupted microwave coverage, there is
a notable cost of supporting mission-critical traffic in 5G
systems. Particularly, both high data rate of the critical sessions
and high velocity of the target user bring considerable degra-
dation to the service of other user sessions. At the same time,
we show that intelligent use of multi-connectivity in mmWave
access as well as splitting the fallback traffic across multiple
microwave technologies can mitigate these negative effects for
other users. Hence, network configuration has to be carefully
adapted in order to balance the impact on different user classes
and the complexity of the overall system, mindful of the oper-
ator’s cost function. Our proposed evaluation methodology can
be further employed to analyze particular (beyond-)5G scenar-
ios, which involve different deployments, various user mobility
models, desired programmable connectivity policies, and, con-
sequently, optimize the network deployment configurations.
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